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Continuous Scale-Space Direct Image Alignment for Visual Odometry from RGB-D Images

Yassine Ahmine, Guillaume Caron, Fatima Chouireb, and El Mustapha Mouaddib

Abstract—In this paper, we propose a novel dense 3D image alignment algorithm that estimates the Euclidean transformation between pairs of camera poses from pixel intensities. The novelty consists in the automatic scale adaptation within each level of a multi-resolution image pyramid, using the scale-space representation of images. This is done through the continuous optimization of a scale parameter along with camera pose parameters in the same optimization framework. The proposed approach permits to significantly improve the robustness of the direct image alignment to large inter-frame motion. Various experiments on the TUM RGB-D dataset show that the proposed algorithm outperforms a fixed scale pyramid-based state-of-the-art alignment method.

Index Terms—Visual Odometry, SLAM, Scale-Space Image Alignment, Non-Linear Optimization

I. INTRODUCTION

VO (Visual Odometry) and SLAM (Simultaneous Localization and Mapping) techniques typically consider a probabilistic model that takes as input noisy measurements Z (image stream) and as output an estimation of the model parameters X (pose of the camera and position of map points). The objective is consequently to find the model parameters that maximize the probability P(Z|X) of observing the measurements. These techniques can be divided into indirect vs direct methods and sparse vs dense methods.

Indirect methods tackle the estimation problem in a two-step scheme. The first step consists in a feature detection/matching process, which provides geometric clues that are used in the second step to estimate the model parameters. Direct methods [1], [2], on the other hand, use directly the pixel intensities provided by the camera, in order to estimate the parameters of the probabilistic model, generally by considering a least square approach. Sparse methods [3] for their part use a subset of selected image pixels (most commonly corners), for the estimation process. Conversely, dense methods try to make use of all the image pixels in the probabilistic framework.

Historically, sparse indirect methods were the first VO and SLAM solutions to be developed, principally because of the limited computation capabilities of the available platforms at that time. Examples of this type of solutions are the system proposed by Klein and Murray [4] and the one proposed by Mur-Artal et al. [5]. Other methods that considered a dense direct approach can be found in the literature, such as the work of Kerl et al. [6] and the work of Engel et al. [7]. Forster et al. [8] developed a semi-direct system based on a KLT tracker that tried to take the best of both worlds. In the category of sparse direct methods, one can consider the algorithm proposed by Engel et al. [9]. The latter coupled the optimization of the geometric parameters with the optimization of photometric parameters that model the changes in the scene illumination.

VO and SLAM algorithms can also be classified according to the sensor they consider. Pumarola et al. [10] considered RGB images as inputs to propose a SLAM system that used lines and point features. In their work, Bryner et al. [11]
considered an event camera for the 3D tracking of the camera using a 3D model of the scene. Other works considered RGB-D images, such as the work of Le et al. [12], which proposed a dense piece-wise planar algorithm robust to low-textured scenes.

In their paper, Schöps et al. [13] proposed the BAD-SLAM algorithm and presented a benchmark for the evaluation of SLAM solutions. They showed that dense approaches, e.g. the quadrifocal VO [14] or the DVO (Dense Visual Odometry) algorithm [15], performed better, using their benchmark, than indirect SLAM methods (ORB-SLAM2) [16]. The fundamental building block of the DVO algorithm is the frame to frame tracker, which estimates the 3D Euclidean transformation between two successive frames. As presented in Steinbruecker et al. [17], the performance of this tracker drops when the displacement between frames is too important.

This paper aims at overcoming the latter drawback by proposing a new alignment method more robust to large inter-frame motion. We introduce a coarse-to-fine alignment using the continuous scale-space representation of images [18] as opposed to discrete scale levels of multi-resolution pyramids [19]. The main contribution is to optimize the scale parameter along with the camera pose at each resolution level of the pyramid to enlarge the convergence domain of the direct alignment while being precise. The approach is similar to [20] except that, first, we consider the full scale 6 degrees of freedom camera pose instead of the projective motion of planar objects and, second, we consider the multi-resolution pyramid for computational efficiency. Another work to consider a continuous formulation of the RGB-D image alignment is Continuous Visual Odometry (CVO) [21]. Exploiting an Hilbert space modeling, CVO increases the estimation precision whereas this paper increases the robustness of the direct alignment to large displacements.

The remaining of the paper is organized as follows: first, the method integrating the image scale-space representation to the 3D pose estimation algorithm will be described. Then, a presentation of the results and a discussion about the performance of the proposed algorithm will be presented. Finally, a conclusion about this work and a discussion about its perspectives will be discussed.

II. SCALE-SPACE DENSE ALIGNMENT

We consider that our algorithm has at each time-stamp \( t \) two undistorted input images \( (I_t, I_{t-1}) \) and the corresponding depth images \( (D_t, D_{t-1}) \). The objective is to estimate the relative camera 3D motion (rigid body transformation) between two consecutive frames, while considering the scale-space representation of the input images. This is done through the joint optimization of the scale and motion parameters within each level of a multi-resolution image pyramid. Fig. 1 shows an example where our method was able to successfully align a pair of images that exhibit a large displacement.

A. Notation

The following notation is used throughout this paper. Scalars are represented using light letters \( s \). Bold lower-case notation \( v \) indicates a vector. When representing matrices, we use bold upper-case \( M \), and images using light upper-case \( I \). The rigid body transformation is written \( T \in SE(3) \), and with a slight abuse of notation we use the twist vector \( \xi \in \mathbb{R}^6 \) to represent its associated tangent space \( se(3) \).

B. Camera Model

\( \mathbf{p} = (x, y, z, 1)^T \) is a 3D point in the camera coordinate frame represented using homogeneous coordinates. The projection \( \mathbf{x} = (u, v)^T \) of this point in the image coordinate frame is modeled using a pinhole camera model:

\[
\mathbf{x} = \Pi(\mathbf{p}) = \left( \begin{array}{c} f_u\frac{x}{z} + c_u \\ f_v\frac{y}{z} + c_v \end{array} \right),
\]

where \( (f_u, f_v) \) represent the focal lengths and \( (c_u, c_v) \) the coordinates of the principal point of the camera. The inverse projection function \( \Pi^{-1}(\cdot) \) permits to reconstruct the 3D point \( \mathbf{p} \) from its projection \( \mathbf{x} \) and the corresponding depth \( z = D(\mathbf{x}) \):

\[
\mathbf{p} = \Pi^{-1}(\mathbf{x}, z) = \left( \begin{array}{c} \frac{z - f_u c_u}{f_u} \\ \frac{z - f_v c_v}{f_v} \\ z \end{array} \right).
\]

C. Warping Function

The warping function permits to transform a pixel location \( \mathbf{x} \) from the first image \( I_1 \) to the second image \( I_2 \). Therefore, \( \mathbf{x} \) and the corresponding depth \( D_1(\mathbf{x}) \) are first used to reconstruct a 3D point \( \mathbf{p} \) (in the coordinate frame of the first camera) through the inverse projection function \( \Pi^{-1}(\mathbf{x}, D_1(\mathbf{x})) \). The reconstructed 3D point is then transformed to the coordinate frame of the second camera by applying to it the rigid body transformation \( T \):

\[
\mathbf{p}' = T \cdot \mathbf{p} = \left( \begin{array}{c} \mathbf{R} & \mathbf{t} \\ 0 & 1 \end{array} \right) \left( \begin{array}{c} x \\ y \\ z \end{array} \right),
\]

where \( \mathbf{R} \in SO(3) \) is the rotation matrix and \( \mathbf{t} \in \mathbb{R}^3 \) is the translation vector. In order to have a minimal parameterization of \( T \), we use twist coordinates \( \xi \):

\[
\xi = (\mathbf{v}^T \ \mathbf{w}^T)^T = \left( \begin{array}{c} v_1 & v_2 & v_3 & w_1 & w_2 & w_3 \end{array} \right)^T,
\]

where \( \mathbf{v} \) and \( \mathbf{w} \) are the 3-vectors of linear and angular velocities respectively. The matrix exponential is used to relate the twist coordinates \( \xi \) with the transformation matrix \( T \):

\[
T = \exp(\tilde{\xi}),
\]

where \( \tilde{\xi} = \left( \begin{array}{c} \mathbf{w} \\ 0 \end{array} \right) \in se(3) \) and the hat operator \( (\cdot) \) is defined as follows [22]:

\[
\tilde{\mathbf{w}} = \begin{pmatrix} 0 & -w_3 & w_2 \\ w_3 & 0 & -w_1 \\ -w_2 & w_1 & 0 \end{pmatrix},
\]
The \( \oplus \) operator for pose composition can be consequently defined, as follows:

\[
\mathbf{x} \oplus \mathbf{T} = \exp(\mathbf{\xi}) \mathbf{T}.
\]  

(7)

The transformed point \( \mathbf{p}' \) is then projected in the second image by applying the projection function \( \Pi(\mathbf{p}') \). The warping function \( \mathcal{W}(\mathbf{x}, \mathbf{\xi}) \) can hence be written as follows:

\[
\mathbf{x}' = \mathcal{W}(\mathbf{x}, \mathbf{\xi}) = \Pi \left( g(\mathbf{\xi}).\Pi^{-1}(\mathbf{x}, D_1(\mathbf{x})) \right).
\]  

(8)

D. Probabilistic Optimization

Considering the photo-consistency assumption and independent and identically distributed measurement noise, the maximum likelihood estimator for the estimation problem of \( \mathbf{\xi} \) can be expressed in the following manner:

\[
\mathbf{\xi}^* = \arg\min_{\mathbf{\xi}} \sum_i w_i r_i(\mathbf{\xi})^2,
\]

where \( w_i \) and \( r_i(\mathbf{\xi}) = I_2(\mathcal{W}(\mathbf{x}, \mathbf{\xi})) - I_1(\mathbf{x}_i) \) are respectively the weight and the residual of the \( i \)th pixel of the image. Since we assume a Gaussian likelihood of the residual \( p(r_i) \propto \exp\left(r_i^2/\sigma^2\right) \) where \( \sigma \) is the standard deviation of the Gaussian, \( w_i \) is constant [6]. After linearization, this results in the following expression to minimize:

\[
\mathbf{\xi}^* = \arg\min_{\mathbf{\xi}} \sum_i \left[ r_i(0) + J_i \Delta \mathbf{\xi} \right]^2,
\]

where \( J_i = \frac{\partial r_i(\mathbf{\xi})}{\partial \mathbf{\xi}} \) is the Jacobian matrix of the \( i \)th pixel. Considering the Gauss-Newton optimization method, the following expression of the twist increments can be deduced:

\[
\Delta \mathbf{\xi} = -H^{-1} \sum_i J_i^T r_i,
\]

where \( H = \sum_i J_i^T J_i \) represents the approximation of the Hessian matrix of the \( i \)th pixel. Then, the geometric parameters can be updated as follows:

\[
\mathbf{T}^{\text{new}} \leftarrow \Delta \mathbf{\xi} \oplus \mathbf{T}
\]

(12)

E. Scale-Space Image Alignment

Instead of estimating the parameters \( \mathbf{\xi} \) using the images \( I_1(\mathcal{W}(\mathbf{x}, \mathbf{\xi})) \) and \( I_2(\mathbf{x}) \), we propose to use a scale-space representation [18] of the images \( G_{I_2}(\mathcal{W}(\mathbf{x}, \mathbf{\xi}); \lambda) \) and \( G_{I_1}(\mathbf{x}; \lambda_\text{ref}) \):

\[
G_{I_2}(\mathcal{W}(\mathbf{x}, \mathbf{\xi}); \lambda) = I_2(\mathcal{W}(\mathbf{x}, \mathbf{\xi})) \ast g(\mathbf{x}; \lambda),
\]

and

\[
G_{I_1}(\mathbf{x}; \lambda_\text{ref}) = I_1(\mathbf{x}) \ast g(\mathbf{x}; \lambda_\text{ref}),
\]

where \( \ast \) represents the product of convolution, \( g(\mathbf{x}; \lambda) \) is a Gaussian kernel (computed for a width of \( 2 \text{ceil}(2\lambda) + 1 \)), and \( \lambda \) and \( \lambda_\text{ref} \) are the scale-space parameters (standard deviation of the Gaussian kernel in pixels) of \( I_2 \) and \( I_1 \) respectively. The advantage of such a representation is that we can directly control the degree of smoothing applied to the images. In an optimization scheme, it permits to automatically go from a coarse representation to a fine one and vice versa. From equations 13 and 14 the new cost is expressed as:

\[
G_{r_i}(\mathbf{\xi}) = G_{I_2}(\mathcal{W}(\mathbf{x}, \mathbf{\xi}); \lambda) - G_{I_1}(\mathbf{x}; \lambda_\text{ref}).
\]

Then, by stacking the geometric parameters and the scale parameter \( \mathbf{\xi} = (\mathbf{\xi}^T, \lambda)^T \), and after the linearization of Eq. 15, we obtain the following expression:

\[
\mathbf{\hat{\xi}}^* = \arg\min_{\mathbf{\xi}} \sum_i \left[ G_{r_i}(0) + J_i \Delta \mathbf{\xi} \right]^2,
\]

where \( G_{r_i}(0) = G_{I_2}(\mathcal{W}(\mathbf{x}, \mathbf{\xi}); \lambda) - G_{I_1}(\mathbf{x}; \lambda_\text{ref}) \) and the augmented Jacobian of the \( i \)th pixel is computed as follows:

\[
\hat{J}_i = \left[ \frac{\partial G_{I_2}}{\partial \mathbf{\xi}}, \frac{\partial G_{I_2}}{\partial \lambda} \right],
\]

where \( \frac{\partial G_{I_2}}{\partial \lambda} \) is computed using finite differences as in [20]. This results in the following increment expression:

\[
\Delta \mathbf{\xi} = -\hat{H}^{-1} \sum_i \hat{J}_i^T G_{r_i},
\]

where \( \hat{H} = \sum_i \hat{J}_i^T \hat{J}_i \). This results in the following update rule for the scale parameter:

\[
\lambda_{\text{new}} \leftarrow \lambda + \Delta \lambda.
\]

(19)

The geometric parameters are updated as in Eq. 12.

F. Parameters Initialization

Considering the use of pyramids we set the value of \( \lambda_\text{ref} \) for each level to 1, except for the finest level where \( \lambda_\text{ref} = 0.1 \) (to gain precision). The value of \( \lambda \) is initialized to a greater value in order to obtain a coarse-to-fine approach [20], we found in the experiments that \( \lambda_\text{init} = 3 \) gives good results. During the optimization, the algorithm switches to the next level, when the convergence criteria or the maximum number of 40 iterations is attained. Furthermore, the total number of used pyramid levels is 4, as [23]. During all the experiments, the same set of parameters was used.

III. RESULTS

In this section, the proposed algorithm is compared to the algorithm proposed by [17] implemented with image pyramids to deal with large displacements, which represents the basic elements of state of the art SLAM systems such as [6]. We refer to this approach as fixed scale Pyramidal Photometric-Based (PP-B), while our approach is referred to as Optimized scale pyramid Photometric-Based (OP-B). The results of the various experiments that were conducted are presented and discussed. We considered for the validation the dataset of TUM [24], which provides sequences of RGB-D images from a Microsoft Kinect and the corresponding ground-truth data. The maximum number of iterations considered for the PP-B method is set to 40 iterations, while we used an image pyramid...
with an additional level in comparison to the OP-B to reach 5 levels.

In the first part of the evaluation, we present qualitative results about the proposed method. We show and discuss the effect of the scale parameter on the shape of the cost function, then we present the evolution of $\lambda$ during the optimization process.

The second part presents quantitative results about the comparison between the proposed and the PP-B method through the experiments that were conducted using different sequences (fr1/room, fr1/desk, and fr1/floor). It is worth noting that the mean execution time of the proposed method is 1.2 times the mean execution time of the PP-B method.

A. Cost Function Qualitative Analysis

The first line of Fig. 2 presents a 3D representation of the cost function for each geometric Degree Of Freedom (DoF) combined with the scale-space parameter for the coarsest level of the multi-resolution pyramid. The values of the scale parameter range from 0.1 to 10, and the values of each geometric parameter range from $-1.0$ to 1.0, while the others are fixed to their reference value. $\lambda_{ref}$ is set to 1. The middle and bottom lines of Fig. 2 show a section view for two values of the scale parameter $\lambda = \{5, 0.1\}$. The bottom line of Fig. 2 is equivalent to the usual fixed scale within a pyramid level.

Fig. 2 shows that the scale parameter has a smoothing effect on the cost function, i.e. for large values of this parameter the local minima of the cost function are suppressed, inducing an enlargement of the basin of convergence around the global minimum. On the other hand, when the value of the scale parameter is small, which is equivalent to the purely photometric case, the global minimum is sharp but the local minima are not suppressed. It is worth noting that the shape of the cost function in this case corresponds to the coarsest level of the PP-B that is not enough to suppress local minima.

During optimization, we can see that the scale parameter ($\lambda$) first increases as shown in the pyramid level 3 of Fig. 3, which shows that the proposed method can increase the value of the scale parameter if its initial value is too low. After that, $\lambda$ continuously tends towards the reference ($\lambda_{ref}$) in
each pyramid level resulting in a coarse to fine approach. An interesting aspect of the proposed method is that $\lambda_{ref}$ acts as an implicit objective value for $\lambda$ that permits the automatic adaptation of the scale within each pyramid level.

**B. Quantitative Results**

In this part, we present a quantitative comparison between the proposed OP-B and PP-B methods. We consider for the evaluation the freiburg1/room, freiburg1/desk, freiburg2/desk, and freiburg1/floor sequences. The fr1/room, fr1/desk, and fr2/desk were recorded in an office environment and contain translational and rotational motion with varying speeds. The fr1/floor is a sequence containing images of a sweep over a wooden floor.

1) Validation in Office Environments: First, to evaluate the drift of the algorithms, the RPE (relative pose error) per second as in [15] was computed, based on the ground truth data, using the validation tools proposed by [24]. Tables I, II, and III present the statistics of the RPE for the fr1/room, fr1/desk, and the fr2/desk sequences respectively.

| TABLE I: Statistics of the RPE of the proposed and PP-B methods on the fr1/room sequence. |
|--------|--------|--------|
| OP-B   | rms (m/s) | 0.4348 |
| PP-B   | 0.3767   | 0.3502 |
|        | mean (m/s) | 0.3959 |
|        | median (m/s) | 0.3495 |

| TABLE II: Statistics of the RPE of the proposed and PP-B methods on the fr1/desk sequence. |
|--------|--------|--------|
| OP-B   | rms (m/s) | 0.5531 |
| PP-B   | 0.4987   | 0.5139 |
|        | mean (m/s) | 0.4991 |
|        | median (m/s) | 0.5136 |

| TABLE III: Statistics of the RPE of the proposed and PP-B methods on the fr2/desk sequence. |
|--------|--------|--------|
| OP-B   | rms (m/s) | 0.2698 |
| PP-B   | 0.2327   | 0.2174 |
|        | mean (m/s) | 0.2338 |
|        | median (m/s) | 0.2178 |

We can see that both methods have similar error statistics in terms of rms, mean, and median for the different sequences. This is consistent, since the proposed approach provides enlarged basin of convergence and does not aim at augmenting the precision of the estimation in the nominal case of the PP-B.

In order to simulate larger displacements and study the behavior of each algorithm in such conditions, we followed the methodology used in [17]. Hence, we estimate the motion between pairs of images $I(n)$ and $I(n + k)$ for $k = 1, 2, 3, 4$ (image steps). Example images are shown in Fig. 4. The evolution of the mean and the rms errors of the RPE w.r.t. image steps for the fr2/desk, fr1/desk, and fr1/room sequences is shown in tables IV, V, and VI respectively.

As can be seen in Table IV the difference between the methods is not significant for the fr2/desk. This is due to the fact that the camera movement in this sequence is slow, especially in comparison with the fr1/room and fr1/desk sequences. On both latter sequences, methods show similar results in terms of accuracy when the image steps are small ($k \leq 2$). However, when the displacement is more important ($k > 2$), our method have less drift than the PP-B. Indeed, the rms of the RPE for the proposed method is inferior by around 4 cm and 6 cm for the fr1/room and fr1/desk respectively.

| TABLE IV: The rms values of the RPE (m/s) for the proposed and the PP-B methods in the fr2/desk sequence. |
|--------|--------|--------|--------|--------|
| OP-B   | Every image | 0.1987 |
| PP-B   | 0.1726   | 0.1947 |
|        | 1 out of 2 | 0.1987 |
|        | 1 out of 3 | 0.1947 |
|        | 1 out of 4 | 0.1947 |

In order to evaluate the consistency of the estimated trajectories w.r.t. the ground-truth data, we computed the Absolute Trajectory Error (ATE) shown in tables VII, VIII, and IX in addition to figures 8, 9, and 10. Furthermore, the estimated trajectories along with the ground-truth trajectory are presented in figures 8, 9, and 10. We can see from these results that the proposed method is able to maintain a better level of consistency (ATE) compared to the photometric-based method for image steps of 4, which are equivalent to a mean displacement of 4.0 cm and 4.9 cm for the fr/room and fr1/desk sequences respectively.

| TABLE VII: The rms values of the ATE (cm) for the proposed and PP-B methods in the fr1/room sequence. |
|--------|--------|--------|--------|--------|
| OP-B   | Every image | 0.1987 |
| PP-B   | 0.1726   | 0.1947 |
|        | 1 out of 2 | 0.1987 |
|        | 1 out of 3 | 0.1947 |
|        | 1 out of 4 | 0.1947 |

When the image step is small ($k \leq 2$), the difference in the ATE obtained from the estimates of the PP-B and the OP-B is not significant. This slight difference results from the fact that the scale parameter of the input images does not always attain its reference, notably due to the blur present in the image pairs. However, when the image step is important ($k > 2$) the error increases more for the pyramidal photometric-based than the proposed method. The latter shows, thus, more consistency of the estimates w.r.t. the ground-truth trajectory. Thereby, the proposed method is more accurate and more consistent than the PP-B one, for large displacements.
TABLE VIII: The rms values of the ATE (cm) for the proposed and PP-B methods in the fr1/desk sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>Every image</th>
<th>1 out of 2</th>
<th>1 out of 3</th>
<th>1 out of 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP-B</td>
<td>10.4134</td>
<td>10.9150</td>
<td>11.0837</td>
<td>13.0052</td>
</tr>
<tr>
<td>PP-B</td>
<td>9.9718</td>
<td>10.1357</td>
<td>35.7624</td>
<td>56.2765</td>
</tr>
</tbody>
</table>

TABLE IX: The rms values of the ATE (cm) for the proposed and PP-B methods in the fr2/desk sequence.

<table>
<thead>
<tr>
<th>Method</th>
<th>Every image</th>
<th>1 out of 2</th>
<th>1 out of 3</th>
<th>1 out of 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>OP-B</td>
<td>59.105</td>
<td>58.609</td>
<td>58.295</td>
<td>58.76</td>
</tr>
<tr>
<td>PP-B</td>
<td>58.593</td>
<td>58.017</td>
<td>57.582</td>
<td>57.73</td>
</tr>
</tbody>
</table>

2) Fr1/Floor Sequence: In this part we consider the fr1/floor sequence, which is a challenging sequence (with rapid camera movement and a lot of reflections on the wooden floor) that the PP-B method was unable to estimate even at frame rate. Fig. 5 presents the evolution of the mean and rms values of the ATE w.r.t. image steps. The estimated trajectories and their corresponding errors are shown in Figure 11. We can see that the proposed method is able to estimate a trajectory consistent with the ground-truth at frame rate and considering 1 out of 2 images. Both methods failed, when considering more image steps.

3) Robustness to Camera Velocity: To evaluate the impact of camera velocity changes on the alignment precision, we focus on the fr1/desk sequence as it features faster velocities than the others. Figures 6 shows the ground truth velocity norm and acceleration along with the inter-frame RPE, for 1 image step. One may note that, contrary to Section III-B.1, we do not consider the RPE in m/s in order to emphasize the impact of camera velocity variations that last less than 1 second. Fig. 6 shows OP-B and PP-B still reach the same results. Both experience the maximum error near 5.5s where the high camera velocity and its variations lead to both large motion blur and important camera displacement between successive images.

In order to evaluate the behavior of both methods for important displacements (high velocities) we follow the approach of [25]. We accordingly simulated fast camera motions by time-decimating the input data of the sequence (using an image step of 4 images). The corresponding simulated velocity norm
and acceleration along with the inter-frame RPE are shown in Fig. 7. We can see that the drift of both methods increases with respect to a step of 1 image. However, the drift of PP-B can locally reach an error of 0.6 m near 5.5 s (Fig. 7, (c)), about 6 times the error of OP-B at the same time. In comparison on the entire sequence, OP-B maximum error is below 0.2 m.

IV. CONCLUSION AND FUTURE WORKS

In this paper, we presented a novel 3D image alignment algorithm that takes advantage of the scale-space representation of the input images. The proposed method permits to jointly optimize in the same framework, the geometric parameters (of the rigid body motion) and the scale parameter (of the scale-space representation of the image). Throughout the various experiments that were conducted, we saw that the state-of-art method that uses pyramids with fixed scale to handle large motions were outperformed by the proposed method, when considering large camera displacements. This shows the relevance of the proposed image alignment algorithm to handle important camera displacements.

Various perspectives arise from the results of this work, notably the consideration of robust estimators and pose graph optimization to increase the estimation precision of the proposed method. This would permit to build a complete SLAM system, as [6]. Moreover, area-based resampling methods represent an attractive solution to build a fully continuous pyramid-based alignment, instead of common discrete pyramids considered in this work.
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Fig. 10: Visualization of the absolute errors of each trajectory, for the fr2/desk sequence, considering the different image steps: 1 (a), 2 (b), 3 (d), and 4 image steps (e). The estimated trajectories along with ground-truth (on the xy plane) for 1 and 4 image steps are shown in (c) and (f) respectively. The PP-B and the new OP-B methods are, respectively, in red and blue. The ground-truth trajectory is in black.

Fig. 11: Visualization of the absolute errors of each trajectory for the fr1/floor sequence considering every image (a) and 1 out 2 images (c). The estimated trajectories along with ground-truth (on the xy plane) for 1 and 2 image steps are shown in (b) and (d) respectively. The PP-B and the new OP-B methods are, respectively, in red and blue. The ground-truth trajectory is in black.