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Abstract—IoT market’s growth surge encouraged developers
to focus on fast delivery rather than security resulting in several
major attacks. Efforts to provide secure-by-design applications
or IoT devices rely on trusting physical secure elements or on the
lower software layers. Thus, the entire system roots its overall
security in the kernel given it is the first software layer above
the hardware. However, constrained objects often struggle to
combine functionality and security due to inherent low resources
and few mechanisms address this problem. In this article, we
explore existing approaches and highlight the need for a minimal
and formally proven root of trust for constrained objects while
presenting the challenges this implies.

I. INTRODUCTION

Today, Internet of Things (IoT) enters a popularization
phase and impacts the professional and personal spheres of
a growing number of users. IoT is a paradigm that evolved
steadily since its apparition in 1999, and according to most
forecasting reports, it will become generalized in the years to
come [1].

The pace of change and the associated consequences will
be pushed by the number of connected devices expecting to
explode in the next few years. Indeed, Gartner, which closely
follows the trends in IoT, expects a high market adoption by
2023. Gartner calculated that 8.4 billion IoT things were in
use in 2017 and forecasts 14.2 billion connected things in
2019 (almost double in two years) and will eventually reach
25 billion by 2021. These devices will conquer homes and
industries and the market will mostly be driven by consumer
devices [2].

This substantial twist in the IT market may revolutionise the
business environment: costs reduction through the collected
data, new business opportunities, and new services. However,
IoT products and services are disadvantaged compared to non-
connected devices, because of the concern over cybersecurity
risks.

This clearly shows that the ecosystem is at risk and must be
protected in order to build a resilient user trusted system. The
research community is particularly concerned about the IoT se-
curity topic, given the number of devices to be connected and
the lack of effective countermeasures preventing the current
security issues and attacks. By its very nature, the whole IoT

ecosystem could fail from internal (unintentionally?) flawed
devices that could lead to business disasters, user threats or
even life threats.

The explosion of the IoT devices brings a plethora of IoT
device applications. In the recent years, these applications
leverage advanced security mechanisms and the scientific
community made significant efforts on the static and dynamic
security analysis of IoT applications [3], [4], [5]. However,
they all need to trust the software stack underneath and
ultimately the layer in interaction with the hardware (CPU,
memory, devices). The latter feature is usually accomplished
by the kernel and becomes in such way the first software
Trusted Computing Base (TCB) of the firmware. If the kernel
is badly designed or compromised, no assumptions can be
made about the applications that run above, weakening the
security trust in the firmware and potentially compromising
the whole IoT ecosystem as a consequence.

This paper explores how to build a minimal kernel for
constrained devices with strong security guarantees. We show
that IoT devices could benefit from formal methods to reach
the expected security level and we identify the current chal-
lenges. Section I discusses the requirements for a secured IoT
ecosystem built up from trusted devices, which roots in the
firmware and its kernel security. Then, section II analyses
the state-of-the-art for secure kernels with a specific attention
on formally proven kernels. Section III describes the IoT
device specificities and the obstacles hindering the use of
the methodologies described previously. Section IV identifies
future works and perspectives in the design of a formally
proven kernel. Finally, section V concludes this paper.

II. STATE-OF-THE-ART

A. Kernels

Kernels vary in size and exposed features. Two main
categories are frequently opposed: monolithic kernels and
microkernels.

Monolithic kernels are usually used by general-purpose
operating systems, like Linux for UNIX-like operating sys-
tems. They concentrate all the functionalities required to run
exclusively the applications and the user interface in user



mode. The kernel itself exposes a large API that surfaces
an important code base (Linux is composed by more than
36 millions of lines of code [6]). However, customization
can reduce drastically the code base (e.g. MuLinux [7]) and
modules can be loaded at runtime which makes it a modular
kernel.

Microkernels reject outside the kernel space most of the
core features of the monolithic kernels. Thus, they provide
only a minimal set of system calls, automatically reducing the
attack surface. These system calls are then used by outside
servers (programs) that will reproduce the lost features of the
monolithic kernels. This way, the kernel code base scales down
a lot. However, due to frequent privilege switches between
kernel and user spaces, the performances were quite low. The
L4 microkernel family [8] solved this issue by identifying
four major features: virtual memory management, threading,
scheduling and inter-process communication.

Many other kernel types exist, such as the experimental
pip ”protokernel” [9] that restricts even further the exposed
features. It only provides virtual memory management and
context switching, and leaves all the rest in userland.

B. Design of a secure kernel

Each kernel comes with its own set of strengths and
weaknesses and reasons to choose a particular design, but they
all share the desire to build a secure kernel.

Security by memory isolation for a kernel can be understood
in terms of confidentiality and integrity of the data between the
programs and with the kernel. Separation kernels [10] create
these isolated environments by simulating a distributed system
within a single physical machine.

However, in IoT, common security mechanisms like kernel
and process memory isolation are usually not employed.
Indeed, many IoT devices have real-time constraints that can’t
be met by using kernel memory isolation due to frequent
privilege switching, or don’t possess the required hardware
commonly used like the MMU (Memory Management Unit).
Yet, recent efforts made it possible to meet all expectations
of a real-time system together with the memory isolation
capability using the MPU (Memory Protection Unit) [11].
MPU has also already been showed important to ensure the
integrity and confidentiality of Java Card applets by confining
the executable code into sandboxed interpreters [12].

Programs don’t necessarily require hardware mechanisms to
be confined. For example, remote updates for low-end devices
can be provided in the form of Javascript runtime containers
[13].

C. Design of a formally secure kernel

Despite the trust we can put in all these systems, the bound
may still be broken by human mistakes during the design
or the use of outdated or insecure components (e.g. top 10
IoT vulnerabilties [14]), and vulnerabilities are still discovered
frequently [15].

Therefore, pip has been designed specifically to bring
the highest guarantees on memory isolation by providing

formal proofs. These proofs mathematically demonstrate the
announced security properties and the functional correctness
of the features exposed by the kernel, helped and stamped
”formally proven” by the Coq proof assistant [16]. The proofs
consist in a set of system invariants that should be present
before and after a kernel system call. They are all provided in
the form of Hoare triples.

Since the properties that emanate from the kernel are the
basis for the exposed security features, they also need to
be trusted. These are made simple enough to convince their
trustworthiness.

Memory isolation in pip is hardware-enforced by the use of
an MMU. Indeed, by controlling the memory pagination, the
system could implicitly build an access control mechanism,
restricting the use of the memory per running entity (kernel,
operating system, programs, threads...). Memory isolation is
thus dependent on the correct configuration of the MMU
tables, which is the only role assigned to pip as a protokernel.

The sole feature provided by pip creates a very small TCB
making the cost of proof to the minimum possible for a kernel.

III. DESIGN OF A FORMALLY SECURE KERNEL FOR
CONSTRAINED OBJECTS

IoT devices can be deployed for years and sometimes
in difficult reachable areas. Recent works regarding remote
accessibility and remote updates like SUIT [17] would benefit
from memory isolation guarantees. Indeed, such guarantees
would allow the coexistence of modules with different se-
curity and update needs. For example, one could design a
minimal isolated kernel with little update needs and sandboxed
applications with high update needs. Update of the business
logic in the sandboxed applications could be more performant
since a full update could be avoided. Such devices could also
have strong real-time requirements which should cohabit with
expected/needed security.

While the state-of-the-art proposals provide some suitable
solutions for IoT devices, they are usually not formally proven.
In the case they are, pip and other formally proven kernels like
seL4 [18] from the L4 family strongly rely on the hardware
mechanisms of the MMU to conduct their proofs. Due to
their constrained resources such as a minimal memory, these
IoT devices would most likely include an MPU instead of
an MMU, which implies that these formally proven solutions
can’t be totally usable in the pursued context. To the best of
our knowledge, MPU-based proofs are not openly provided
to the community (e.g. ProvenCore [19]) but convince us that
such solutions are reachable.

IV. CHALLENGES AND PERSPECTIVES

Several scientific challenges and perspectives arise from this
point.

Given the presented landscape, there is a possibility to bring
native security to IoT devices to replace the trust we have in
the kernel with a formal guarantee of security (in the sense of
memory isolation).



During this process, new properties required to assure
memory isolation in systems could be discovered. The for-
mal verification could follow already employed methods, or
explore other techniques like separation logic. Challenges are
also to be found in the formulation of the proofs that will
need to interface with the real-world, which includes hardware,
people and execution environments in the IoT context.

Furthermore, the cost of proof of current solutions is high.
IoT devices, even low-end devices with very constrained
resources, still are complex systems. Efforts and techniques to
bring down this cost of proof are needed to make it suitable
even for low-cost devices.

In addition to that, no current formally proven kernels
seem to fully cover all existing architectures composed by a
different hardware (MMU and MPU together for example).
Generalization efforts are needed to cover other hardware-
enforced access control mechanisms.

Lastly, the ARMv8-M architecture is currently under a
formal verification process [20] and gives the opportunity to
explore the proof even beneath the software stack and bridge
the proof across the hardware.

V. CONCLUSION

Security in kernels is of uppermost important to make any
assumption about the overall security of a system. Being
the first fundamental software component which interfaces
with the hardware, the kernel is expected to have strong
security guarantees. This can be achieved by applying for-
mal methods as current solutions propose, however they are
usually hardware dependent, not transferable between different
architectures and hardware compositions, and not applicable
in the context of IoT and its constrained devices because of
limited resources or without compromising with the required
performances. Future challenges thus include to identify the
minimum set of required features to build-up a secure kernel,
to push forward and extend current formal proofs to cover dis-
tinct architectures at the same time in a cost of proof effective
manner, and to trim down the assumptions by exploring the
potentials with on-going hardware verification efforts.
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