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Vagueness and Natural Language Semantics

Heather Burnett and Peter R. Sutton

Abstract

This chapter is devoted to the phenomenon of vagueness and the challenges that vague
linguistic expressions raise for the kinds of semantic theories that are commonly used in
descriptive and theoretical linguistics. The chapter aims firstly to show how we can study
vagueness as an empirical phenomenon that can be observed in linguistic data; secondly,
to outline why the observed properties of vague language are not easily accounted for in
our classical semantic theories, and, finally, to describe a particular set of the responses
to these challenges that are currently available in the formal semantics literature.

1 Introduction

This chapter is devoted to the phenomenon of vagueness and the challenges that vague lin-
guistic expressions raise for the kinds of semantic theories that are commonly used in descrip-
tive and theoretical linguistics. The puzzles and paradoxes raised by vague language (to be
discussed below) have been extensively studied under many different angles in the fields of
linguistics, philosophy, psychology and mathematics since antiquity This chapter has three
modest goals related to the project of developing a formal semantic theory for human lan-
guages: it aims firstly to show how we can study vagueness as an empirical phenomenon that
can be observed in linguistic data; secondly, to outline why the observed properties of vague
language are not easily accounted for in our classical semantic theories, and, finally, to de-
scribe a particular set of the responses to these challenges that are currently available in the
formal semantics literature.

The chapter is laid out as follows: in section [2] we give a brief description of the properties
of semantic theories commonly used in the formal semantics of natural languages when they
are not concerned with vagueness specifically. Then, in section [3| we describe the empirical
properties of vague predicates, focussing on three properties that cluster together with the
class of relative and absolute adjectives in languages like English: borderline cases and bor-
derline contradictions, fuzzy boundaries, and susceptibility to the Sorites paradox, and we
outline how these properties challenge the class of semantic theories described in 2] With
this in mind, in section |4} we outline some of the (many) available options for analyzing the
puzzling properties of vague language, focussing on the frameworks that have received the
most attention recently in natural language semantics. Section [f| concludes with some remarks
about vagueness across categories and across languages. We provided some recommendations
for further reading in Section [6]



2 Our Classical Semantic Theories

The formal systems commonly used in natural language semantics almost uniformly have
their basis in a Tarskian semantics for first order logic (FOL); therefore, in order to properly
understand the challenges that vague predicates pose for semantic analysis, it is worthwhile
to review some of the properties of the semantics of this system here. There are many compre-
hensive introductions to FOL available in textbooks (Gamut, 1991; Van Dalen, 2004, among
many others), so, rather than defining the system, we will simply note the following features:

Firstly, in FOL, interpretations functions, Zs, map formulas containing predicates
(P,Q,R...), constants (a1,asz,as...), variables (v1,v2,vs...), quantifiers (V,3) and connec-
tives (-, V, A and —) to exactly one member of the two-element Boolean algebra of truth
values {0, 1} (aka {true, false}). The fact that there are only two truth values is known as the
Principle of Bivalence. The interpretation functions are total, so every formula composed of a
predicate and a constant P(aq) is either true (i.e. Z(P(aq)) = 1) or false (i.e. Z(P(a1)) = 0).
In other words, there are no truth value gaps. Likewise, the interpretation functions are
single-valued, so no formula is assigned more than one truth value; therefore, we say that
there are no truth value gluts.

Secondly, in FOL, the calculation of the interpretation of a formula is done in a recursive and
truth-functional way, meaning that which of the two truth values a formula is assigned is
determined by the meanings of its syntactic components. The components that are predicates
are assigned a set of individuals which have sharp boundaries. For a given predicate
denotation, an individual’s degree of membership is either 0 or 1: in the set or out of the set.
In this way, a unary predicate P naturally partitions the domain into the set of individuals
included in P and its complement.

A final feature of FOL that is relevant for the puzzle of vagueness is the interpretation of
negation. A formula of the form —P(aq) is true just in case the corresponding formula P(a;)
is false. In other words, =P(a;) is true just in case a; is in the complement of P in the
domain. Since an individual cannot be included and excluded from the interpretation of P,
there are no interpretation functions that can map Jx;(P(x1) A =P(z1)) to true. This fact
has an important effect on the semantic consequences of such formulas. We call a formula
¢ a consequence of a set of formulas I' (written I" E ¢) just in case when every member of T’
is true, ¢ is also true. Since no interpretations map 3x;(P(x1) A—P(x1)) to true, any formula
is a consequence of such a contradiction, as shown in .

(1)  Contradiction with Explosion:
For all formulas ¢, v,

{¢a _'d)} F ?P

Likewise, every individual must be in either the extension of a predicate P or its anti-extension
(its complement in the domain), and should not be in both. In other words, all interpretations
map P(a1) V =P(a1) to 1, for all a; in the domain (law of excluded middle), and all
interpretations map —(P(a1) A =P(a1)) to 1, for all a; (law of non-contradiction).

In the next section, we will outline the ways in which vague predicates appear to be in conflict
with these aspects of FOL.



3 Diagnosing Vagueness

In this section, we present the three main characterizations of vague language in the sense
relevant to semantics and discuss how the properties of vague language appear to be prob-
lematic for our classical semantic theories. These properties are the borderline cases property,
the fuzzy boundaries property, and the susceptibility to the Sorites paradox property. We will
first illustrate these properties and show how they cluster together with relative adjectives,
such as tall and friendly, and then we will discuss the distribution of these properties with
other kinds of adjectives.

3.1 Borderline Cases

The first characterization of vague predicates found in the literature, going back to |Peirce
(1902), if not earlier, is the borderline cases property. That is, vague predicates are those that
admit borderline cases: objects of which it is unclear whether or not the predicate applies.
Consider the following example with the predicate tall: If we take the set of American males
as the appropriate comparison class for tallness, we can easily identify the ones that are
clearly tall: for example, anyone over 6 feet. Similarly, it is clear that anyone under 5{t9" (the
average) is not tall. But suppose that we look at John who is somewhere between 5{t9" and
6ft. Which one of the sentences in is true?

(2) a. Johnis tall.
b. John is not tall.

For John, a borderline case of tall, it seems like the most appropriate answer is either “neither”
or “both”. In fact, many recent experimental studies on contradictions with borderline cases
have found that the “both” and/or “neither” answers seem to be favoured by NL speakers
(Ripley, [2011a; Alxatib and Pelletier, 2011; Serchuk et al., 2011} |Egré et al., 2013)). For
example, Alxatib and Pelletier| (2011) find that many participants are inclined to permit
what seem like overt contradictions of the form in with borderline cases, and |[Ripley
(2011a) finds similar judgements for the predicate near.

(3) a. Mary is neither tall nor not tall.
b. Mary is both tall and not tall.

At first glance, we might hypothesize that what makes us doubt the principle of bivalence
with borderline cases is that the context does not give us enough information to make an
appropriate decision of which (of two truth values) the sentence John is tall has; for example,
we are ignorant about John’s height. However, as observed by Peirce, adding the required
information does not make any difference to resolving the question: finding out that John is
precisely 5ft11" does not seem to help us decide which sentence in is true and which is
false, or eliminate our desire to assent to contradictions for classical logical systems like |(3)]

Clearly, the existence of borderline cases poses a challenge for our classical semantic theories.
As mentioned in the previous section, these systems are all bivalent: every sentence must have



one of the two Boolean truth values. Thus, we have a puzzle.

3.2 Fuzzy Boundaries and Tolerance

A second characterization of vague predicates is the fuzzy boundaries property. This is the
observation that there are (or appear to be) no sharp boundaries between cases of a vague
predicate P and its negation. To take a concrete example: If we take a tall person and we
start subtracting millimetres from their height it seems impossible to pinpoint the precise
instance where subtracting a millimetre suddenly moves us from the height of a tall person
to the height of a not tall person.

The fuzzy boundaries property is problematic for our classical semantic theories because we
assign set-theoretic structures to predicates and their negations, and these sets have sharp
boundaries. In principle, if we line all the individuals in the domain up according to height,
we ought to be able to find an adjacent pair in the tall-series consisting of a tall person and
a not tall person. However, it does not appear that this is possible.

Of course, one way to get around this problem would be to just stipulate where the boundary
is, say, at another contextually given value for tall; however, if we were to do this, we would
be left with the impression that the point at which we decided which of the borderline cases
to include and which to exclude was arbitrary!'. The inability to draw sharp, non-arbitrary
boundaries is often taken to be the essence of vagueness (for example, by Faral (2000))), and it
is intimately related to another characterization of vague language: vague predicates are those
that are tolerant. Following’s Wright| (1975) (and his formulation), we will call a predicate
tolerant with respect to a scale or a dimension © if there is some degree of change in respect
of © insufficient ever to affect the justice with which the predicate is applied to a particular
case. Wright proposed this definition of vagueness as a way to give a more general explanation
to the ‘fuzzy boundaries’ feature; however, versions of this idea have, more recently, been
further developed and taken to be at the core of what it means to be a vague expression
(ex. [Eklund| (2005)), [Smith| (2008]), [van Rooij| (2010)), |Cobreros et al.| (2012)). This property is
more nuanced than the ‘fuzzy boundaries’ property in that it makes reference to a dimension
and to an incremental structure associated with this dimension, and it puts an additional
constraint on what can be defined as a vague predicate: the distance between the points on
the associated dimension must be sufficiently small such that changing from one point to
an adjacent one does not affect whether we would apply the predicate. Immediately, we can
see that tall is tolerant. There is an increment, say 1 mm, such that if someone is tall, then
subtracting 1 mm does not suddenly make us call them not tall. Similarly, adding 1 mm to
a person who is not tall will never make us call them tall. Since height is continuous, we will
always be able to find some increment that will make tall tolerant. So, if we are considering
very small things for whom 1 mm makes a significant difference in size, we can just pick 0.5
mm or whatever.

3.3 The Sorites Paradox

One of the reasons that vagueness has received so much attention in philosophy (in addition
to linguistics) is that vague predicates seem to give rise to arguments, known as sorites



paradoxes, that result in contradiction in FOL. Formally, the paradox can set up in a number
of ways in FOL. A common one found in the literature is where ~p is a ‘little by little’
or ‘indifference’ relation?.

(4)  The Sorites Paradox

a. Clear Case: P(a;)

Clear Non-Case: —P(ay)

Sorites Series: Ja; ...a,Vi € [1,n](a; ~p a;t1)
Tolerance: VaVy((P(x) Ax ~py) — P(y))
Conclusion: P(ax) A ~P(ag)

o oo o

Thus, in FOL and other classical systems, as soon as we have a clear case of P, a clear non-case
of P, and a Sorites series, through universal instantiation and repeated applications of modus
ponens we can conclude that everything is P and that everything is not P. We can see that
tall (for a North American male) gives rise to such an argument. We can find someone who
measures 6ft to satisfy and we can find someone who measures 5{t6" to satisfy In
the previous subsection, we concluded that tall is tolerant, so it satisfies and, finally, we
can eagsily construct a Sorites series based on height to fulfil Therefore, we would expect
to be able to conclude that this 5ft6" tall person (a non-borderline case) is both tall and not
tall. We stress again that the Sorites is not only a paradox for Classical FOL. As discussed
above, the semantic theories that linguists most commonly employ all assume bivalence and
validate excluded middle, and modus ponens. Thus, the puzzles that vague predicates raise
are widespread and shake the very core of the logical approach to natural language semantics.

3.4 Relative vs Absolute Adjectives

Although the vast majority of work done in semantics and philosophy of language has fo-
cussed on what are called relative adjectives like tall, we can observe similar (although not
identical) properties with other classes of predicates. For example, what are called absolute
scalar adjectives (predicates like dry, wet, empty, straight, bent, among others (Crusel, 1986}
Kamp and Rossdeutscher| (1994} [Yoon, 1996; Kennedy and McNally| [2005; Kennedy, [2007)))
show a different pattern.

The first thing to observe about absolute predicates is that, as observed by (Pinkal, [1995¢
Kennedy, [2007, among others), these adjectives can sometimes be used precisely. For example,
in contexts, when we use the predicate straight, we will want to pick out exactly those objects
that are perfectly straight. A context that would favour the precise use of straight (which is
discussed in Kennedy]| (2007)) is one in which we would say a sentence like |(5)|

(5) The rod for the antenna needs to be straight, but this one has a Imm bend in the
middle, so unfortunately it won’t work.
(Kennedy, [2007), 25)

Most of the time, however, these predicates are not used in this way; rather, we can often use
an absolute predicate to pick out individuals that deviate from the precise use of the predicate
in some (contextually insignificant) way. For example, it is perfectly natural to say something



like even if there are some (insignificant) bends in the road. Likewise, depending on
context, it may be natural to say something like even if there are a couple of partiers
at the club.

(6) a. This road is straight.
b. The nightclub is empty tonight.

Furthermore, we can observe that, in these ‘loose’ uses, predicates like straight or empty (what
are known as total to universal absolute adjectives (Cruse, 1986; Kamp and Rossdeutscher,
1994} Yoon, 1996, and much subsequent work)) satisfy the tolerance principle. For example,
suppose we want to go on a car trip, and one of us gets car sick very easily, so we only want
to drive on straight roads. But, of course, it is not necessary for our purposes that the roads
we drive on be perfectly straight; indeed this is most likely not possible. In this context then,
we can pick ‘+ a Imm bend’ as an indifference relation for straight, because how could adding
or subtracting a single millimetre bend make a difference to whether or not we would call a
road straight? In this context then, is true, and so straight appears to give rise to a sorites
argument.

(7) For all roads x,y, if x is straight and x and y differ by a single millimetre bend, then
y is straight.

Although the positive forms of total absolute adjectives can give rise to Sorites arguments, we
can observe (following [Egré and Bonnay| (2010); Burnett| (2012, 2014)) that these predicates
are different from relative adjectives in that their negations (i.e. not straight or not empty) do
not satisfy the tolerance principle. Suppose we pick exactly the same context (we want to go
on a road trip; I don’t want to get carsick. .. ); therefore, + a lmm bend is still an indifference
relations for straight. However, if we try to form a sorites argument with the negative form of
sentences containing straight, we cannot. In particular, in the context described, is false.

(8) For all roads z,y, if x is not straight and « and y differ by a single lmm bend, then y
is not straight.

In particular, the appropriate counter-example is the case when we move from a road with
a lmm bend (i.e. a road that is not straight) to a perfectly straight road (i.e. a road that
is not not straight). More generally, unlike relative adjectives, absolute adjectives display
certain non-symmetries in their judgments of indifference; that is, although, depending on
the context, we might consider an object that is not perfectly straight to be straight (and
we do this all the time), we will never consider an object that is perfectly straight to be not
straight.

Thus, we see a first difference in Sorites susceptibility between the relative and total abso-
lute adjectives. We can see another such difference when we compare total predicates with
another subclass of absolute adjectives: what are called partial (or existential) absolute scalar
adjectives (ex. wet, bent, sick, dirty etc.). Unlike total predicates, these adjectives give rise to
a Soritical argument when used in negative sentences. For example, suppose I am getting out
of the shower and looking for a towel to dry myself with. I need to pick a towel that is not



wet; however, it doesn’t really matter if there are a couple of drops of water on it. Thus, in
this context, we can pick the relation 4+ one drop of water as an indifference relation for wet,
and wet satisfies the negative version of the tolerance principle @

(9) For all towels x, y, if « is not wet, and = and y differ by a single drop of water, then y
is not wet.

This time, however, it is the positive form of the predicate that is not tolerant: is false,
and I again highlight the existence of non-symmetry in judgments of indifference with these
predicates: although, depending on context, we might consider an object that has one drop
of water on it to be not wet (and we frequently do), we will never consider a bone-dry object
to be wet.

(10) For all towels x,y, if « is wet and = and y differ by a single drop of water, then y is
wet.

In summary, we see a diverse set of fine-grained patterns of sorites-susceptibility within the
adjectival domain in languages like English. In the rest of the paper, however, we will limit our
attention to the previously proposed solutions to the challenges posed specifically by relative
adjectives; however, see (Pinkal, [1995; Kennedyl [2007; Toledo and Sassoon, 2011} Burnett,
2014, among others) for extensions of contextualist, epistemicist and multi-valued accounts
of vagueness to absolute predicates.

3.5 Higher-order vagueness

A large topic that we will be unable to do true justice to in this chapter is higher-order vague-
ness (HOV). Part of what makes higher-order vagueness complex, is that there are arguably
different phenomena that could be characterised as evoking vagueness of a higher-order. In no
particular order, some of these are detailed below. These are clearly not all independent from
each other, but tend to lead to the framing of related questions with a different emphasis.?
In Section [4], we will occasionally highlight how different semantic accounts of vagueness fare
with respect to these different conceptions of HOV.

Lexical HOV. If a semantic theory captures vagueness of first order natural language pred-
icates (e.g. tall and green), does the same theory get the right results for second-order (or
n'M-order) natural language predicates such as really and very (applied to relative adjectives),
completely and totally (applied to absolute adjectives), definitely, truly and certainly (as VP
modifiers). As long as, for example, combining the semantics of first and higher order predi-
cates makes the right predictions, even for iterations of applications (really tall, definitely (is)
really tall etc.), addressing Lexical HOV can be a relatively bounded enterprise.

Formal HOV: One hallmark of vagueness is that there is a tension in identifying the bound-
ary between a vague predicates positive extension and its negative extension. If a semantic
theory accommodates vagueness by discriminating one or more areas in the extension of a
predicate beside those for which the predicate is true simpliciter or false simpliciter, what can
be said about the boundary between the positive (or negative) extension and the interme-



diate areas. For example, if a sharp cut-off between positive extension Z(P*) and Z(P~) is
assuaged by the introduction of an intermediate extension Z(P%), should we feel concerned
if there are sharp cut-off points between Z(P*) and Z(P*) and between Z(P¥) and Z(P~)?

Formal HOV is usually framed in terms of a formal A (definiteness) operator. For example,
if Z(P) = {a1,a9,a3} and Z(=P) = {a4,as,as}, then the sharp cut-off between P and —P
can perhaps be assuaged by thinking about what is definitely P and definitely not-P. For
example, if A(P) is {a1,a2} and A(=P) is {as,as}, then at least there isn’t a sharp cut-off
between what is definitely P and definitely not- P. However, this yields no respite, since there
is now a sharp cut-off between A(P) = {a1,as} and -A(P) = {as3, a4, as,a6}. Asking what
is definitely definitely P (A(A(P))) may remove the sharp cut-off at the second order, but
introduces one at the third (between A(A(P)) and =A(A(P))), and so on.

Metasemantic HOV: What we call here metasemantic HOV frames issues of HOV in terms
of e.g, justification, entitlement, and correctness of e.g., belief or assertion. The problem of
HOV, in this form, is discussed at length by |Wright| (1975)). In simple terms, the problem
is the following: No matter what a semantic theory says about the extension of P (or the
truth conditions of P), are we still left with a problem of under what conditions one would be
justified /correct/entitled to assert/believe P? For example, if a theory of vagueness results
in a completely smooth transition between P and —P (be it in terms of degrees of truth or
something else), are we left with any answer to which point one should cease to use P in,
for example a P-based sorites series? In other words, even if we get vague truth conditions
right, does a related problem arise for e.g., correct or justified use-conditions? In other words,
vagueness is arguably about blurriness and/or borderline cases, but agents must sometimes
apply a predicate, not apply a predicate (or hedge). Two options seem to be available: (A)
Develop a semantics which has sharp boundaries. This allows an easy mapping between when
it is right to apply P (or not, or hedge), but does not necessarily make for a satisfactory theory
of vagueness. (B) Develop a semantic theory of vagueness that provides graded denotations
of predicates. This arguably gives a better account of the truth conditions of vague predicate,
however, it cannot straightforwardly map semantics into, say, a theory of correct assertion.
Furthermore, if we pick option (B), and then try to give a theory of e.g., correct/justified
assertion, then we seem to be forced to either (B1) pick a point on the graded scale as the
last point at which one can correctly assert P, or (B2) endorse a graded view of e.g. justified
assertion. If we choose (B1), we arguably have an unsatisfactory account (a small difference
in a object can make a big difference in whether we are justified in applying P). However, if
we pick (B2), we have just shifted the problem one level up (to when we are e.g. truly justified
in applying P).

On this conception of HOV, giving an account of vagueness looks like a matter of deciding at
which level it is acceptable to have sharp cut-off points, since massaging them away at one
level seems to force them to reappear at another.

4 Major Approaches to the Analysis of Vague Predicates

In section [2 we set out an overview of a simple semantics based on CFOL which included a
number of principles and theorems of this system. A good way to understand the plethora
of theories of vagueness is to see exactly where each theory departs from this classical FOL



foundation. In this section, we have selected some exemplars of each approach, and detail
what divergences from the classical position each makes, the consequences of doing so, and a
few outstanding challenges each type of account faces.

We will proceed in a semi-chronological order so that we may detail how the challenges with
earlier approaches to analysing vagueness led to further developments. We will also group
approaches together, as far as possible in terms of their semantic similarity, however, this will
occasionally interfere with the chronological ordering.

Although there are still defenders of versions of all of the approaches to be detailed, there
is a pattern with respect to the dominance, or at least, prominence, that some theories have
had over the decades. In the 1960s and 70s, Fuzzy logical approaches were developed (
These depart significantly from classical approaches. The problems with such radical depar-
tures from classicism lead, in the 70s to non-classical theories that retain classical theorems
such as supervaluationism and some forms of contextualism (see §§4.24.3)). In the 90s and
2000s, attempts were made to remain entirely classical in the form of epistemicism, degree-
based semantics, and probabilistic accounts ( More recently, however, further departures
from classicism have been suggested such as the Tolerant, Classical Strict approach (TCS)
(see §4.5), and defences of new versions of older positions have been made (such as more
sophisticated fuzzy logical approaches).

4.1 Fuzzy Logical Approaches

Formal systems for multiple valued logics (including infinite-valued logics) were first devel-
oped by Lukasiewicz| (1922/1970)). However, following later (independently developed) work
into fuzzy sets (Zadeh, [1965) and the development of a logic based on fuzzy sets (Goguen,
1969), proposals for analysing vague predicates have been made within a fuzzy-logical
framework. The main motivation for fuzzy-logical approaches is twofold. Vagueness seems
fundamentally to be (i) a matter of degree, and (ii) a failure of bivalence. A natural thought,
therefore, is to replace standard classical set theory with a set theory based on degree where
an element is only a member of a fuzzy set to some degree in the range [0,1]. In terms of
logic, this replaces the two classical truth values {0, 1} with a range of degrees of truth [0, 1],
and connectives are degree-of-truth-functional. There is room for alternatives in defining
connectives, but those standardly presented are for negation, conjunction, and disjunction.
There have also been different suggestions for fuzzy conditionals. The original suggestion
from |Lukasiewicz (1922/1970)) is given below (he was also the first to suggest the negation
rule).’

Definition 4.1. Interpretation of Fuzzy Logical Propositions.
For an interpretation function for fuzzy values Iy, and for all propositions ¢,:

1. Z¢(9) € [0,1]

2. Ir(=¢) = 1 — Iy (¢)

3. Ly(op ANv) = min{Zs(¢),Zs (1)}
4- y(oV ¥) = maz{Zs($),Zs(¥)}



1, if Z(¢) < Zy(¢)
1 =Ty (¢) + Zs(y) if Tp(0) > Ty (¥)

The degree of truth of a proposition is inversely proportional to the degree of truth of its
negation. A conjunction can only be as true as its least true conjunct. And, a disjunction is
as true as its truest disjunct. Such a fuzzy system is classical if restricted to values at the
limit, but an inclusion of the continuum of values makes fuzzy systems depart from classical
logic in many other ways. The Principle of Bivalence clearly fails since the truth values of
propositions are a continuum. It should be evident that neither excluded middle nor non-
contradiction are preserved in a fuzzy system. Assuming that k in a fuzzy system preserves
absolute truth, propositions of the forms ¢ V —¢ and —(¢ A =¢) cannot be theorems. Values
for such propositions fall in the range [0.5, 1], and so represent up to a 0.5 drop in truth value.

5. If(¢—>'¢) = {

With respect to the sorites series, there is room for interpretation within a fuzzy system,
specifically on how the conditional is defined, and whether validity is defined in terms of
preservation of absolute truth or preservation of degree of truth. Common to all approaches,
however, is that the clear case premise is perfectly or near perfectly true, the clear non-
case premise is perfectly, or near perfectly false, and values for intermediate cases form a
gradation in between. If the sorites is viewed as a series of applications of modus ponens, then
the conclusion of each step is marginally falser than at the previous step.

This being said, fuzzy logics have been widely criticised ((Kamp) |1975; Williamson, |1994;
Edgington) 1997) among many others). Most objections to fuzzy approaches derive from one
feature of fuzzy systems that is hard to swallow, namely that flat contradictions receive values
in the range [0, 0.5]. Many have reacted negatively to the idea that a flat contradiction can be
anything other than completely false. Yet, things are worse for fuzzy logic than that. As we
saw in section there have been empirical observations that “F and not F” responses to
borderline cases of vague predicates are common. Perhaps, then, flat contradictions needn’t
always be false as the philosophical orthodoxy would suggest. However, taking these diverging
intuitions at face value, either a flat contradiction should be valued as totally false, or, in
borderline cases, as totally acceptable/true. Unfortunately for fuzzy logic, flat contradictions
made about central borderline cases receive values of 0.5 which satisfies neither intuition. That
said, one could defend a view that intuitions regarding flat contradictions track acceptability
as opposed to limit-value degrees of truth. If this were so, then, provided that, for example,
the acceptability of an outright assertion of a flat contradiction could be, say 0 when its degree
of truth value is 0.5, then some intuitions can be accommodated. (See e.g. Smith (2008) for
such a proposal.) Ultimately, the success of such a position will turn on defending the view
that intuitions surrounding contradictions track acceptability and not (absolute) falsity. Other
challenges arise, too. For example, a sorites argument could now be formulated surrounding
acceptability, namely a metasemantic HOV problem (see Wright| (1975) for discussion, [Smith
(2008)) for a reply, and Sutton| (2017) for discussion of difficulties with proposals such as
Smith’s).

However, a recent development of a fuzzy approach (Alxatib et all [2013)) has embraced the
idea that flat contradictions can be completely true. This is achieved by a scaling operation.
Simplifying somewhat, [Alxatib et al|define intensional connectives. For example, the value of
an intensional conjunction @ is calculated in terms of Z;(¢ A ), but also the floor value (the
minimal possible value for the fuzzy conjunction) f(¢ A ), the ceiling value (the maximal
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ceiling possible value for the fuzzy conjunction) c(¢ A 9):

Ip(6 A ) if £(6 A ) = c(6 A )
20 HOOVI=N T s nv) o nw)
(oA ) —E(OA D)

otherwise

The floor and ceiling of Z¢(¢ A —¢) are 0 and 0.5 respectively, so for an absolute borderline
case the proposition ¢ ® —¢ receives a value of 1 (0.5 — 0 divided by 0.5 — 0).

However, a further species of problem has been raised against fuzzy logic based accounts.
The following is based on an example in |Edgington| (1997)). Suppose that, as a contingent
matter, Z;(F(a)) = 0.5 and Z;(F (b)) = 0.4. This means that a is a little more F' than
b. If a is a little more F' than b, then it should not be possible for b to be F when a is
not, thus the proposition F'(b) A =F(a) must have a perfectly false (or at least very low
truth value). However, on a fuzzy system, such a proposition is far from perfectly false:
Z¢(F(b) N—F(a)) = min{0.4,1 — 0.5} = 0.4.

Furthermore, this species of counterargument arguably applies to intensional fuzzy conjunc-
tion. The conjunction of two different propositions should on [Alxatib et al.s independent
logic system have a floor of 0 and a ceiling of 1 (since the F-ness of a and b is contingent), in
which case Z¢(¢ @ 1)) reduces to Z¢(¢ A 1p). We still do not get a low enough value.

The difficulty of capturing logical dependencies between propositions (“truths on a penumbra”
in Fine| (1975))), led some to move further towards classicism. Supervaluationism, for instance,
retains fuzzy logic’s rejection of bivalence, but does not adopt degree functionality.b

4.2 S’valuationism

S’valuationism is a coverall term for two related but distinct approaches: supervaluationism
and subvaluationism.” Both are associated with a semantic analysis of vagueness in that
vagueness is characterisable in terms of the meanings of terms. The principle adjustment
S’valuationism makes to the classical approach is to drop the total interpretation function
assumption. Vague predicates are vague because their interpretations underdetermine their
extensions. However, a problem with truth value gaps in partial models is that one must
decide how to interpret logical constants. If @ is in the extension gap of P, what value should
be given to, for example P(a) A =P(a) and P(a)V —P(a)?

Both s’valuationisms adopt a similar strategy in answering this question, but differ on the
final valuation rule. Partial models determine for some elements of the domain whether they
are or are not in the extension of a predicate P. Call those that are, the positive extension
(T P), and those that aren’t, the negative extension (~ P). The basic idea is then that partial
models can be extended to be classical models (interpretation functions can be made total).
The extension of a partially interpreted predicate to a classically interpreted one is called a
precisification. For a partial model, there will usually be more than one way to extend /precisify
it. For example, if a,b € TP, e, f € “P, and c,d are in the extension gap of P, then there
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are multiple ways to extend the model (Z, is a total extension of the partial interpretation
function Z):

Zsy(P) = {a, b}
(21) s, (P) = {a,b,c}
Zs,(P) ={a,b,c,d}

Since functions Z,, are total, they sort all members of the domain into either the extension of
the anti-extension of a predicate. S’valuationism restricts possible extensions of models in two
ways. First, no extension can shift an object from the positive extension of a predicate into it’s
classically evaluated anti-extension. For example, both of the following would be inadmissible
interpretations:

I
v

(P)
(P) =

(22) {Z,}b, c,d, e}

#2

The second restriction turns on what [Fine (1975) calls penumbral connections. Assume that
(a,b,c,d,e) are individuals ordered in terms of decreasing P-ness. One cannot include in
Zs,(P) an individual that is less P than an individual not included in Zg, (P). For example,
the following would be an inadmissible precisification:

(23) Zs,,(P) ={a,b,d}

8#3

S’valuationisms then compute the S’value of a proposition in terms of all (supervaluationism)
or some (subvaluationism) of these classical extensions to partial models.

4.2.1 Supervaluationism

Pioneered as an approach to vagueness by Mehlberg (1958)) but brought to more prominent
attention by [Fine| (1975)), [Kamp| (1975)) and Kamp and Partee| (1995), a proposition is true iff
it is true on all valuations and false iff it is false on all valuations.® It is neither true nor false
if it is not true and not false. Supervaluationism is an advance on merely “gappy” accounts
since one can supervaluate complex propositions as well as atomic ones.

All classical theorems are valid on a supervaluational approach (however the consequence
relation differs in a way to be specified shortly). For example, instances of excluded middle
are all true because they are true on all classical precisifications (Fgyperval ¢ V —¢). Instances
of contradiction are all false because they are false on all classical precisifications (Esuperval

(A=)

One key difference with classical models is that the metasemantic Principe of Bivalence does
not hold in a supervaluationist system, since a proposition can, when supervaluated, be neither
true nor false (i.e. true on some admissible precisifications and false on others). That is to say
that, as a gappy theory, supervaluationism is weakly paracomplete (Hyde| 2008). Classical
logic does not distinguish between the following consequences. For any proposition v, one can
conclude the multiple conclusion ¢, —¢ (at least one of ¢ and —¢ is entailed), or that ¢ V —¢
is true.

PEcL &V —o
(24) Vror 6,
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One way to think about this is that semantic models based on CL have only one valuation (a
classical one). Hence, for any valuation in which ¢ V —¢ holds, the same valuation will mean
that either ¢ or —¢ holds. In contrast, supervaluationist consequence supports one but not
the other:

¢ ':superval ¢ \ _‘¢
25
( ) wﬁsuperval ¢7 _'(b

The reason for this is that on every classical valuation, it must be true true that ¢ V —¢,
however, since we are now working with truth across all classical valuations, it is possible
that neither ¢ nor —¢ are true across all valuations, hence one cannot conclude that one of ¢
and —¢ are true.

Edgington| (1997, p. 310) provides some natural language examples of when such inferences
to go through, albeit in defence of her verities view ( For example, “A library book
can be such that it is not clear whether it should be classified as Philosophy of Language or
Philosophy of Logic; but if we have a joint category for books of either kind, it clearly belongs
there.” There is, however, some debate about whether such examples are persuasive (Hyde,
2008, ch. 4).

With respect to sorites arguments, supervaluationism can answer why there is no sudden
transition from true instances of a predicate to false ones, because there are many cases in
between of which the predicate is neither true nor false. Supervaluationism deems sorites
arguments valid but unsound. The false premise is the tolerance premise. So for any variable
assignment:

(26) Lsuperval (V2Vy((P(x) A ~py) = P(y))) =0

On every classical precisification, there is a false instance to the premise (making it false), so
therefore the tolerance premise is supervaluated as false. At least some of the instances of the
tolerance premise (the tolerance conditionals) are neither true nor false (they are true/false
on some but not all classical precisifications).

This diagnosis of the sorites has a down side, however. The most prominent objection to
supervaluationism is that, although the falsity of the tolerance premise might seem appealing,
its negation is true on all valuations (Zsyperval(Fz3y((P(x) Az ~p y) A—P(y))) = 1). Yet this
existential premise can be interpreted as saying, counterintuitively, that vague predicates
have sharp boundaries. See [Hyde, (2008, ch. 4) for a review of the different supervaluationist
reactions to this problem.

4.2.2 Subvaluationism

Subvaluationism (defended, for example, in Hyde| (1997)), and more recently in Hyde and
Colyvan| (2008); |Cobreros| (2011)) has, perhaps until lately, received a good deal less attention
that its supervaluational sister. On subvaluationism, a proposition is true if it is true on at
least one admissible classical precisification, and false if it is false on at least one admissible
classical precisification (alternatively, a proposition is true if not all classical interpretations
make it false). In other words, subvaluationism is the dual of supervaluationism.
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Unlike supervaluationism, subvaluationism has no truth value gaps. Since every proposition
is either true or false on every precisification, every proposition will be either true or false
on at least one precisification. Instead, however, we get truth value gluts. Whereas the super-
valuational truth function is partial (some statements are supervaluated as neither true nor
false), the subvaluational truth ‘function’ is not properly speaking a function at all, since it
assigns more than one value to some propositions.

All classical theorems that are supervaluationally valid are subvaluationally valid, albeit for
different reasons than with supervaluationism. For example, instances of excluded middle
are all true because they are not false on any classical precisifications. Instances of non-
contradiction are all false because they are not true on any classical precisifications. Although
Non-Contradiction holds (Fgypval —(¢A—¢)), the semantic equivalent of non-contradiction fails,
namely, it is not true on subvaluationism that no proposition is true and false. However, the
extent to which subvaluationism is paraconsistent is constrained. Subvaluationism is weakly
paraconsistent. For classical logic, both a single premise contradiction and a set of inconsistent
premises lead to explosion holds):

¢ N gEcr ¢
27

&) 66 koL 6
However, subvaluationism distinguishes the assertion of a contradiction (¢ A —¢) from a clas-
sically inconsistent set of premises (e.g., {¢, —¢}):

¢ A _'¢'=Subval ¢
#) 6,6 Feubnal 6
In other words, does not hold. This follows because on all classical precisifications, every
statement of the form ¢ A —¢ is false, hence for no statement of the form ¢ A —¢ is it the case
that some classical precisifications are true and others false. However, for some statement ¢,
it may be the case that ¢ is true on some precisifications, but false on others (therefore ¢ can
be both subvaluationally true and subvaluationally false).

Given this feature of subvaluationist logic, the classical and subvaluationist consequence re-
lations diverge with respect to conjunction introduction:

¢, YEcL ¢ AN Y
(29) §Z5, wksubval ¢ A w

One thing that comes as an immediate benefit of adopting a subvaluationist logic is that it
captures some of the empirical data that supervaluationism cannot, namely, that it seems
very natural, for borderline cases of applying vague predicates, to say that something is
both P and not-P. Nonetheless, there is an anomaly. If @ is a borderline case of F', then a
subvaluationist can say that ‘a is F”’ is true and ‘a is F’ is false. However, it seems just as
natural to express this as a is F' and not F'. But normally, this would be modelled as the
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proposition F'(a) A—F(a) which is subvaluationally false! So the subvaluationist has to engage
in something akin to doublethink when describing borderline cases, or, at least deny that “a
is F and not F” expresses the proposition F(a) A =F(a).”

The major stumbling block that subvaluation faces, however, is perhaps more cultural and
historical. The dominant philosophical influence in semantics is the Russell-Carnap-Quine
tradition which de facto, even if not de jure, makes a dialethic position such as Subvaluationism
harder to convince people of. An exemplar of this conservative stance towards the impact of
vagueness on logic is Williamson| (1994) (but also see Sorensen| (1988, [2001))). For more in-
depth discussion of defences of subvaluationism, see Hyde| (2008, ch. 4).

4.2.3 Higher-Order Vagueness in S’valuationism

Both forms of S’valuationism face the challenge of higher-order vagueness. Predicates such
as “tall” are vague, but predicates such as “clearly tall”/“truly tall” are also vague. Yet
the partial models which are extended in this framework are most intuitively interpreted
as determining the clear extensions of predicates. However, if this is so, then clearly/truly-
P comes out as non-vague, since it will be interpreted either as the set of entities in P
under every precisification (supervaluationism), or as the set of entities not in =P under any
precisification (subvaluationism). However, under other renderings of higher-order vagueness
problems (such as those based on “gap principles”), subvaluationism has been argued to
outperform both supervaluationism and classicism (Cobreros, 2011)).

4.3 Contextualism
4.3.1 An exemplar of a contextualist account: (Kamp), [1981)

An early contextualist approach to vagueness is explored in |[Kamp (1981). Kamp, who orig-
inally defended supervaluationism (Kamp, [1975), became dissatisfied with a consequence of
the supervaluationist treatment of the sorites mentioned in Namely, the falsity of Toler-
ance (the truth of =VaVy((P(z) Ax ~p y) — P(y))) implies Jz3y((P(x) Az ~p y) A=P(y))
which could reasonably be interpreted as a denial of the vagueness of P.

Kamp’s novel suggestion was to add a restriction on the truth of a universal sentence that
means that it can be false without the equivalent existential sentence being true.'® This is
achieved via a complex account of dynamically updating interpretations in context, where
the falsity of a universal can also occur when there is no coherent context in which all of its
instances are true.

Whereas S’valuationism defines classical extensions of partial models, Kamp’s contextualism
includes contexts in the model. Interpretations of predicates relative to contexts also include
positive and negative extensions, but although there might be gaps in an interpretation rel-
ative to a context, contexts can be extended to include an interpretation of sentences in the
gaps. So, one model, not many. Tolerance holds on Kamp’s account. Where 7, is Kamp’s
interpretation function, U is the domain, and B(c) is the set of background assumptions in
context c:
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T (P(zi))(c) =1 iff Ja € U(a ~ Ii(z;) N P(a) € B(c))

An object is in the extension of a predicate at a context if the object is tolerantly similar
to some object in the extension of the predicate by background assumption. Contexts are
dynamic, and so the acceptance of a statement as true modifies the context (which also adds
this statement to the background assumptions). Hence sorites series progress via acknowledg-
ing tolerance relations. Doing this modifies the base context (thus extending the background
assumptions in it). However, as the context is increasingly modified, one may reach a point
where a statement is added to the background assumptions that contradicts a statement al-
ready in that set. This happens when the acknowledgement of tolerance relations extends far
enough to reach the negative extension of the predicate in the base context. The inclusion of a
contradiction in the background assumptions means that the (extended) context is incoherent.

Hence, although every instance of a tolerance statement VaVy((P(z) Az ~p y) — P(y))
might be true at a context, if the context is incoherent, the universal statement is nonetheless
false. However, unlike supervaluationism, the falsity of the tolerance premise does not entail
the truth of a sharp boundary proposition. So:

VaVy(P(x) Az ~py) = P(y)) #x 323y((P(z) Az ~py) A=P(y))

thus remedying the problem Kamp highlighted with supervaluationism.

Like many other approaches, a form of higher-order problem emerges. As Kamp discusses, it
is awkward to explain why ceasing to progress along the sorites series at a particular moment
is more plausible if created by a switch into an incoherent context, rather than due to a sharp
boundary. A similar point is that there may be a point at which, for some a, a is the last true
instance of a P in any coherent context. A tentative conclusion is then to see the notion of
coherence as itself vague, or coming in degrees. However, that amounts to leaving a new form
of vagueness to be explained.

Kamp’s contextualism shares with many other analyses to the sorites the commitment that
the tolerance premise is false. However, it does seem to assuage this problem in its resolution
of an unintuitive result of supervaluationism: Every tolerance conditional can be accepted
as totally true. However, as Kamp carefully sets about describing, the formal properties of
this approach are hard to establish. In particular there are numerous possibilities for how the
logical consequence relation could be specified within such as system.

The lasting impact of Kamp’s contextualism is apparent in subsequent vagueness research.
Kamp introduced into the vagueness literature the idea of dynamically updating contexts
which in turn affect the interpretation of propositions containing vague predicates. Manifesta-
tions of related ideas are prevalent in subsequent literature. This includes the psychologically
described contextualism of Raffman! (1994, [1996), the contextualism of [Tappenden| (1993),
van Deemter| (1995) and Soames| (1999), the dynamic semantics-based approaches of Barker
(2002)) and Lassiter| (2011)), and in the similarity sensitivity of the TCS approach (see Section
and references therein).
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4.3.2 The connection between vagueness and context sensitivity

The exact relationship between context sensitivity and vagueness is discussed in various places
(Williamson, {1994; Raffman|, 1996, 2014; [Faral 2000; Shapiro, 2006, amongst many others).
One concern is that context-sensitivity is orthogonal to vagueness. Although it is widely
accepted that vague predicates are context-sensitive (the conditions for tall said of a mountain
differ from tall said of a chair), it is disputed whether context-sensitivity is the source of
vagueness. Even if we make information about the context highly rich, it does not mean that
we will be able to discern where the boundaries in the extensions of predicates lie. We are
not freed from vagueness if, for example, we know that tall is being applied to a chair, or to a
highchair, or to a highchair for 2-3 year olds, since the boundary line for tall in each of these
contexts is still blurred (and/or tall still admits of borderline cases).

One response to this kind of argument is that context switches are dynamic (e.g. Kamp,
1981; [Ratfman), |1996| 2000) and to some extent arbitrary (Raffman) [1996| 2000; Rayo, [2008]).
Simply being posed certain questions or shown certain stimuli can evoke a shift in (internal)
context. This can mean that, even though there is a (more or less) classical underpinning to
our reasoning, the boundaries of vague predicates are elusive in that small changes in context
lead them to slip out of our grip. For example, if such context shifts occur even across the
assertion of a conjunction, then a contextualist position may be able to explain how one can
assert ‘P and not-P’ without abandoning classical logic or asserting a flat contradiction. If
context shifts subtly between the first and second conjunction, then the context to evaluate
each context is different. In other words ‘P and not-P’ could be analysed as asserting ‘P
(from one perspective), but, at the same time, not-P from another’.

For more discussion of borderline contradictions (not only in relation to (more or less) clas-
sical approaches) see, amongst others, Bonini et al.| (1999), |Alxatib and Pelletier| (2011)), and
Egré and Zehr (2017). For a discussion regarding the kinds of context sensitivity relating to
vagueness see, amongst others, Shapiro| (2006)), Ripley| (2011b).

4.4 Epistemically Oriented Theories
4.4.1 Epistemicism

Given the problems generated by departing from classical semantics, the simplest way to avoid
such problems is perhaps not to account for vagueness in semantics at all, but rather to explain
vagueness as an epistemic phenomenon. This is the proposal that the philosophers |Sorensen
(1988, |2001) and [Williamson| (1992, 1994) suggested in a position that became known as
epistemicism.'’ What we mistake for indeterminacy, is actually ignorance about (or perhaps
uncertainty of) the facts.

On epistemicism, no revision to classical semantics based on FOL is necessary. The sorites
argument is valid, but unsound because the Tolerance premise is false. The tolerance premise
is false because one of its instantiations is false (all the others can be true). Vagueness is a form
of ignorance about where this sharp cut-off point is. One might think that epistemicism leaves
little work to be done by semanticists working on vagueness since Williamson’s and Sorensen’s
proposals for epistemicism endorse the view that vagueness should leave semantics unaffected

17



(vagueness lies in our epistemic relationship to the meanings of expressions). However, as we
shall see in sections [4.4.2] and [4.4.4], other more semantically intricate proposals share with
epistemicism the conclusion that vagueness is a form of ignorance, or, at least, uncertainty.
Hence we shall only briefly outline the epistemicist proposal here.

On Williamson’s version of epistemicism, for example, ignorance about sharp boundaries is
fleshed out in terms of margin for error principles (Williamson, 1994, chs 7-8), namely, that
to know that p requires knowing that p with a sufficient margin for error. If our grounds for
believing p is too close to a situation in which not p (if it is within a margin for error), then
we cannot know p since we would have believed p even if p were false. More specific to the
case of vagueness, we know, to some extent, what the extensions of vague predicates are. For
example, we probably all know that two metres is tall for an adult human being. However,
we do not know exactly what what the extensions of vague predicates are. Our linguistic
knowledge is inexact. A person might believe that 186cm is the cut off point for tall, and
even if this is true, had the cut-off point been 187cm, she would not have altered her belief in
virtue of this difference. Her belief was only true by luck. If a point is too close to the actual
boundary (including the boundary point itself), we cannot know whether or not that point is
the boundary, because our putative knowledge of the meaning of the predicate is too inexact
to track any subtle differences in meaning there might have been that would have placed the
boundary in a slightly different position.

Nonetheless, a broadly epistemic position is compatible with a range of semantics based
on CFOL.'? We will consider two positions below. One (Fara, 2000; Kennedy, [2007, i.a.)
incorporates degrees into the semantics of vague expressions but locates uncertainty in a
slightly different place than epistemicism. The other (Lassiter,|[2011) enriches dynamic models
with Bayesian probability calculus to show how we might be able to track the standards in
play for vague expressions without ever being likely to know what these standards are.

With respect to higher order vagueness, since epistemicist accounts reduce vagueness to igno-
rance about sharp boundaries, a higher order vagueness problem would be, for example, that
we would know exactly what would be definitely P, even though definitely P is vague. How-
ever, taking Williamson’s account and treatment of higher-order vagueness as an example,
higher-order vagueness problems can only arise on the basis of endorsing the KK principle (if
you know that ¢, you know that you know that ¢). Yet there is good reason not to embrace
this principle. There are, arguably, things that we know, but that we don’t know that we
know. Nonetheless, this advantage is won only at the cost of bitting a fairly large bullet with
respect to the ignorance we have regarding the meanings of the expressions in our language.

4.4.2 Degree Semantics

Fuzzy approaches reject bivalence and build degrees into semantics. Supervaluationism at-
tempted to resolve some of the resulting problems by removing degrees, but by still rejecting
bivalence. Epistemicism does neither, but results in a position which many have found hard to
swallow. Another alternative is to incorporate degrees and maintain bivalence. Degree-based
semantics has its roots in [Bartsch and Vennemann (1972]); |Cresswell (1977)); |[Bierwisch/ (1989)
(amongst others). Here we will focus on the proposals of Fara (2000) and Kennedy| (2007).
(In sections and two more approaches that adopt this strategy will be discussed.)
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The first departure from the traditional (albeit not first-order) semantics is to add an extra
semantic type d (for degree) to the familiar e and ¢. Gradable adjectives are typed as (e, d).
Suppose a degree based interpretation function Zy:

Zd(Ta”(e,d) (ae)) =d

This expresses that a is tall to degree d. Degree based approaches very successfully capture
comparative constructions. Expressions such as ‘more’ or morphemes such as ‘-er’ are inter-
preted as functions to inequalities over degrees AP.Ay.\x.F'(x) > F(y). So a is taller than b
(Tall(a) > Tall(b)) is true iff the degree of height of a is greater than that of b.

For ‘bare’ or ‘positive’ uses of gradable adjectives, a null morpheme pos is postulated which
has the logical form AF.Az.F(xz) > Xp, where Xp is of type (d) on a scale determined by
the adjective substituted for F'. As noted by [Fara| (2000) and Kennedy| (2007), if whatever
we supplement for Xz is not itself context sensitive, then we do not have a very satisfactory
analysis of vagueness. Say, for example, that X is interpreted as something like the average
degree to which entities in the relevant class are I, then the ‘cut off’ point for F' will remain
fixed given the contingent facts about entities which are in the extension of F. However,
this does not explain why vague predicates admit of borderline cases. We briefly present two
solutions to this problem. Interest relativity (Fara, 2000), and domain of discourse restriction
(Kennedy, [2007).

Fara (2000) proposes three modifications to the meaning of pos: an inclusion of a comparison
class property P; NORM, a function from a measure function to a function from properties
to degrees;!® and !> a ‘significantly greater than’ inequality:

[poS|tara = AFAPXx.(F(x) !> (NORM(G)(P)))

So, given that the relevant property is BB (being a basketball player), this yields the propo-
sition for ‘a is tall (for a basketball player)’ as the following:

Tall(a) !> (NORM (Tall)(BB))

Where this is interpreted as “a has a significantly greater degree of height than the degree of
height that is normal for a basketball player". Crucially, ‘significantly greater than’ is interest
relative. What might count as ‘significantly greater than’ will vary depending on/relative to
the agent’s interests. The further claim, that yields a treatment of the sorites is that the exact
requirements of an agent’s interests need not be epistemically accessible to the agent. Hence
we are not ignorant of the meanings of vague expressions, but we might be ignorant of exactly
what, in a context, the cut off point for being significantly greater than is.

Kennedy| (2007) notes an objection to an interest relative account (Stanley, 2003), namely
that some bare uses of adjectives seem to be true/false independent of an agent’s interests.
For example, ‘Mount Everest is tall for a mountain’, uttered by Jo seems capable of being true
irrespective of the interests of the agent involved in asserting it, since the same utterance could
have been true even if Jo had never existed (Stanley, 2003 p. 278). Kennedy does not rule
out that interest sensitivity may be at play in many cases (Kennedy, 2007, p. 17), but tries
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to bypass such objections with his context sensitive account on which whether an entity is F
is based on distributional, agent insensitive, criteria. Kennedy introduces a context sensitive
function, s, from measure functions to degrees. The output to this function is a standard of
comparison adjective F' but sensitive to the context of utterance.

[p0S]kennedy = AF.Ax.(F(x) > s(F))

s selects a degree of F-ness, above which an object ‘stands out’ as F'. The idea is that, unlike
the comparative form, the positive form of a gradable adjective is incompatible with “crisp
judgements”. If ¢ is 187cm in height, and b is 186¢m in height, one can felicitously say “a is
taller than b”, but cannot felicitously say “a is tall compared with b”.

For positive form statements, such as “a is tall (for a basketball player)”, the function s
determines a degree of height above which, individuals have a height which, in distributional

terms, “stands out” within that class:!

(Bb(a).Tall(a)) > s(Bb.Tall)

We can therefore know the meanings of expressions such as “tall”, but what we may be
uncertain of is exactly what the contextually determined standard in play is.

This idea, of uncertainty about standards in a context is not analysed much further in
Kennedy’s account. However, this issue is directly modelled in the Probabilistic Linguistic
Knowledge account of [Lassiter] (2011)) to be discussed in section [4.4.4]

4.4.3 Probabilistic Approaches I: Verities

Edgington| (1992, 1997) argues that a logic for vagueness shares a structural similarity with
classical Bayesian probability calculus. In particular, a logic based on degrees that is similar
in structure to probability calculus is in a better position than fuzzy logic to capture logical
relations between propositions. Edgington also adopts a range of values [0, 1], however, these
are not meant to be degrees of truth, nor are they meant to be degrees of certainty.'® Instead,
they are “degrees of closeness to clear cases of truth” which Edgington dubs as wverities. In
other words, Edgington sees no contradiction in embracing bivalence, but also in assuming
a logic for reasoning in cases of vagueness that tracks closeness to clear cases of bivalent
values. Verity connectives obey equivalent rules to probabilities. Where Z,, is the verity
interpretation function:

Definition 4.2. Interpretation of Propositions as Verities.
1. Z,(¢) € ]0,1]
2. Ty(=¢) = 1 = Zu(9)
3. Lo(¢ A1) = Lo() X Lu(v|9)
4 T(9 V) = To(¢) + Lu(v) — Lu(p A )
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Edgington’s system also has another connective, |, whose interpretation is slightly trickier.
Z,(¥|¢) should be understood as the degree of closeness to clear truth of 1, given that 1
is clearly true. Like fuzzy approaches, degrees are written directly into the semantics and
interpretations of propositions, however, unlike fuzzy approaches, the connectives A and V
are not strictly degree-functional, since Z,(¢[t)) is not computable from only Z,(¢) and Z,(1)).
Furthermore, unlike fuzzy systems, verities preserve classical theorems. For example, for all
¢, Iy(¢ AN =¢) = 0 (non-contradiction), and Z,(¢ V =¢) = 1 (excluded middle). The difficult
cases for fuzzy logic are also resolved. If Z,,(P(a)) = 0.4 and Z,(P(b)) = 0.5 (b is slightly more
clearly P than a), it is still clearly false that a is P, but b is not (Z,(P(a) A—P(b)) = 0), since
L,(P(a)|-P(b)) = 0.

Notice, however, that, like supervaluationism, a verity-based account also results in a diver-
gence from classical consequence for multi-premise conclusions. Given [4] in Definition it
is possible that Z,(¢ V ¢) = 1 when Z,(¢) < 1 and Z,(¢)) < 1. To this extent, a verity based
approach must answer some of the same criticisms as supervaluationism with respect to this
result.

Sorites arguments, on a verity-based account, are analysed as valid but unsound. Every tol-
erance conditional is almost perfectly close to being clearly true, but over repeated steps of
modus ponens, small degrees of distance from clear truth are introduced. The universal Tol-
erance premise which is interpreted as a conjunction of its instances is either totally or near
completely false, despite having almost completely clearly true instances, and its negation
Jx3y((P(z) ANz ~p y) A—P(y)) (interpreted as a disjunction of its instances) is either clearly
false or very close to clearly false despite all of its instances being almost entirely clearly
true. (This differs from supervaluationism in which such existentially quantified statements
are true.)

Some philosophical criticisms of Edgington’s proposal have been made. For example the in-
terpretation of conditional verities has been questioned (Keefe, 2000). Eddington’s account
has also been criticised by fuzzy theorists (see, for example, |Smith! (2008)). The main point of
contention is conjunction. Fuzzy accounts face difficulties with logical dependencies between
propositions (see section . However probabilistically grounded accounts face a difficulty
with independent propositions. Say that Danny is borderline (0.5) tall and borderline (0.5)
old. Fuzzy approaches assign a value of 0.5 to the proposition ‘Danny is tall and old’. How-
ever, on a Bayesian based calculation, given the independence of the conjunctions, the value
is 0.25. Potentially even more worrying is that the decrease of value is exponential (0.5") with
the number of conjuncts n. For more discussion see Schiffer| (2003, §5.4), [MacFarlane, (2010])
Smith| (2008, §5.3), |Sutton| (2013, §8.2).

Despite these criticisms, Edgington’s proposal stands as one of the first contemporary appli-
cations of Bayesian tools to the problem of vagueness,'® and has been influential in helping
to inspire others to pursue similar probabilisitic avenues.

4.4.4 Probabilistic Approaches II: Probabilistic Linguistic Knowledge
Barker| (2002)) develops a non-probabilistic account of vagueness within the dynamic semantics

paradigm. He focuses less on the sorites, and more on the impact of uses of vague expressions
on the context of discourse. In particular, utterances can carry metalinguistic as well as fac-
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tual/worldly information. For example: if Ashley is unfamiliar with the standards for tallness
in her context, but knows that Billie is 185cm in height, then hearing an utterance of ‘Billie
is tall’ can help Ashley narrow down the standards for tallness in that situation, namely, that
the threshold for height must be above 185cm.!”

Lassiter (2011) builds on this work enriching a Barker-type framework with Bayesian proba-
bility calculus so as to be able to model gradience in the interpretations of predicates.'® Just
as there is a good case for being able to represent varying levels of uncertainty in our beliefs
about the world, especially as a result of updating our beliefs on the basis of a non-wholly-
reliable source, there is also a case for introducing uncertainty about how words are being
used.

Lassiter defines a probabilistic belief space that can reflect both worldly and metalinguis-
tic uncertainty. Roughly, worldly uncertainty comes out as a probability distribution over
possible worlds. Metalinguistic uncertainty is captured as a probability distribution over pre-
cisifications of natural language terms. Formally, Lassiter defines a probabilistic belief space
(W, L, 1), and a probability function p : (W, L) — [0,1] where W is a set of possible worlds
and L is a set of possible languages. The probability an agent assigns a possible world will
then be the sum of the probabilities of the world-language pairs it occurs in, mutatis mutandis
for a possible language. Utterances using vague terms will then be interpreted as Bayesian
updates on the probabilistic belief space.

Here is an example. For simplicity, assume that our model contains just one possible world (so
we have no worldly uncertainty), which is characterised as a proposition about Cam’s height.

wy = {height(cam) = 188cm}
However, we may be uncertain about what the standard for tall (T") is. Assume that our
probability space contains five sharp interpretations of tall (7;):
T = Ax.height(x) > 150cm; Ty = Ax.height(x) > 160cm; T3 = Az.height(z) > 170cm
Ty = \x.height(xz) > 180cm; T5 = \x.height(xz) > 190cm

Then p will be a function that assigns probabilities to world, language pairs. For example:

n = {<<w1,T1>,O.05>, (<w1,T2>, 0.15>, <<w1,T3>, 0.3>, <(w1,T4>, 0.4>, <(w1,T5>, 01>}

From this we can calculate the probabilities of w; being actual (worldly uncertainty), and of
each sharp meaning of tall being the one being used in the context!? (metalinguistic uncer-
tainty):

p(wi) =1

u(T1) = 0.05, u(T2) = 0.15, pu(T3) = 0.3, u(Ta) = 0.4, u(T5) = 0.1
The probability that ‘Cam is tall’ is true, is then calculated as the sum of the probabilities of

the world, language pairs in which it is true that Cam is tall, weighted against the probability
that the world in the pair is the actual world. There is only one world language pair in which
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it is false that Cam, at 188cm in height, is tall, namely (w1, T5). This gives the probability of
the truth of ‘Cam is tall’:

p(Cam is tall) = 0.05x14+0.15x14+03x1+04x1
= 09

As with the other epistemic approaches, there are on Lassiter’s approach, sharp boundaries
for vague predicates. At least, however, on this probabilistic variant, we regain a notion of
gradience (in terms of slowly increasing/decreasing probabilities of the truth of propositions
as the sorites series progresses). Furthermore, via the dynamic aspects of this account, we
also have a more systematic explanation of how agents can keep track of shifting standards
of interpretation in context.

A suggestion for a treatment of lexical higher order vagueness is given in |Lassiter| (2011)). NL
expressions are interpreted as distributions over possible precise meanings. Expressions such
as ‘clearly tall’ can also be interpreted as such. We may know that the threshold for ‘clearly
tall’ is higher that the threshold for ‘tall’, but there is no reason to think that we should
be any more certain where the former threshold lies. Furthermore, although not explicitly
mentioned by Lassiter, a more detailed approach could be derived as a fairly obvious extension
of Lassiter’s work on epistemic adverbs such as certainly and possibly which also includes a
representation of uncertainty about the evidence for which one makes an assertion (Lassiter,
2016)).

Many further developments have been made for applying probability theory to vagueness that
we are unable to address here. For an alternative way of applying probability theory to the
semantics of gradable adjectives, see Sutton| (2015) (and see Sutton| (2017)) for a comparison).
For a Bayesian pragmatics approach to vagueness see Lassiter and Goodman (2015). For an
account based on probabilistic estimations of magnitude see Egré| (2017)).

4.5 Tolerant, Classical, Strict

The final proposed solution to the puzzles of vague language that we will discuss is the Toler-
ant, Classical, Strict solution (Cobreros et all 2012)). This system is one of a series of recent
logical systems (such as [Frankowski, 2004; |Zardini, 2008; Smith), 2008, among others) that
explore the use of a permissive consequence relation in the resolution of semantic paradoxes
such as the sorites and the liar. In other words, in TCS and other systems like it, rather than
expressing the relation of the preservation of a distinguished truth value, the consequence
relation allows a ‘weakening’ of standards when going from premises to conclusion.

The TCS system was originally developed as a way to allow vague predicates to be tolerant
(that is, to satisfy VaVy[P(x) & = ~p y — P(y)], without running into the sorites paradox.
The paradox is avoided in this system through adopting a consequence relation that has dif-
ferent properties from the one found in FOL. More specifically, TCS departs from classical
logic in that it adopts three notions of satisfaction: classical truth, tolerant truth, and its
dual, strict truth. As such, the system violates the principle of bivalence. Formulas are toler-
antly /strictly satisfied based on classical truth and predicate-relative, possibly non-transitive
indifference relations, which are encoded in the model. For a given predicate P, an indifference
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relation, ~p, relates those individuals that are viewed as sufficiently similar with respect to
P. For example, for the predicate tall, ~;4;; would be something like the relation “not looking
to have distinct heights".

Formulas in TCS are interpreted into T(olerant) models, defined as follows:

Definition 4.3. T(olerant) Model. A t-model is a tuple (D, m,~), where (D,m) is a model
(as defined in section @) and ~ is a function that takes any predicate P to a binary relation
~p on D. For any P, ~p is reflexive and symmetric (but possibly not transitive).

In TCS, classical satisfaction (written £€) is just that: it has all the properties that we discussed
in section 2} Therefore, the classical interpretation function Z is total. Additionally, in order to
be able to refer to indifference relations in formulas, the TCS language has, for every predicate
P, a binary predicate Ip, which is classically interpreted as denoting the indifference relations
associated with P (i.e. for terms tq,to, Z E€ t11pty iff Z(t1) ~p Z(t2)).

Tolerant and strict satisfaction (F! and E®) are defined based on classical satisfaction and
the ~ relations. Informally, in this framework, we say that John is tall is tolerantly true
just in case John has a very similar height to someone who is classically tall (i.e. has a
height greater than or equal to the contextually given ‘tallness’ threshold). Likewise, we say
that John is tall is strictly true just in case everyone whose height is similar to John’s is
classically tall. Formally, the definitions are given as follows for atomic formulas, formulas
with indifference relations or negation, the conditional and the universal quantifier. The
definitions of satisfaction for other connectives and other quantifiers are straightforward:

Definition 4.4. Tolerant/Strict satisfaction(c'/®). Let T be an interpretation. For all
predicates P and terms t1,ts:
1. TE' P(ay) iff Jag ~p a1 : T £° P(as)
T et tyIpty iff Z(t1) ~p Z(t2)
T =g iff TES ¢
T ¢ = iff if T ¢ or TE
T £t Va1 iff for every ay in D, Zlay/x1] €' ¢

AN I

Z E* P(ay) iff Yag ~p a1 : T £ P(a2)

T % t1Ipty iff Z(t1) ~p Z(to)

Tes—¢ iff T¥ ¢

TS — Y iff if TE ¢ or TES 4

10. T &% Nx1¢ iff for every ay in D, L[ay/x1] 5 ¢

L > NS

Note that the predicates that refer to indifference relations are interpreted ‘crisply’ (in the
words of |Cobreros et al.| (2012)): their interpretation is the same on all kinds of satisfaction.

The framework has three notions of satisfaction, and from these notions we can derive 9
consequence relations (defined in a similar manner to the consequence relation of FOL (see
section . As discussed in (Cobreros et al.| (2012)), these relations are in the following lattice
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order (based on inclusion), where ™" stands for reasoning from m interpreted premises to

n interpreted conclusions. Note (as shown in Cobreros et al. (2012)) that £ is equivalent to
consequence in classical FOL (i.e. reasoning from classical premises to classical conclusions).
Furthermore, E® is equivalent to consequence in Priest| (1979)’s Logic of Paradoz (LP), and
E%S is equivalent to strong Kleene logic (K3).

/\

PN
N

Figure 1 — Consequence relations in TCS

In their article, |Cobreros et al.| (2012) argue that the system that is the most appropriate
for modelling natural language reasoning is the %! system; that is, reasoning from strictly
interpreted premises to tolerantly interpreted ones. As such, TCS (with E*!) explains the
puzzling properties of vague language in the following way: Firstly, although classical negation
partitions the domain (like it does in FOL), the definition of tolerant negation actually allows
for P(a1) and —P(a;) to be tolerantly true for some individual a;. Individuals like a; are the
borderline cases. The reason that we have difficulty deciding whether a borderline individual
is part of a predicate’s extension or anti-extension is that such an individual is actually part of
both sets. In other words, at the level of tolerant truth, TCS is paraconsistent: contradictions
involving borderline cases do not result in explosion (like they do in classical logic). Secondly,
TCS preserves the intuition behind the fuzzy boundaries/tolerance property because the
principle of tolerance is, in fact, valid at the level of tolerant truth. Note that it is neither
classically valid nor strictly valid.

How this system avoids the sorites paradox is a bit more complicated. Firstly, following
(Cobreros et al., 2012, 27), we can distinguish two syntactic versions of the argument. The
first version proceeds directly from indifference relations:

(11)  Sorites version 1:

a. P(ay)
b. Vi e [1, n](ailaiﬂ)

C. P(ak)

This version of the Sorites is st-invalid. However, what is interesting is that TCS (with E5')
validates each step along the way, which seems appropriate.
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(12)  Step-wise Tolerance

a. P(al)
b. alfag
C. P(ag)

The reason that |[(11)|is invalid, despite the validity of |(12)[ for all individuals adjacent on the
scale, is that £*! is not transitive.

There is, however, a second version of the Sorites which is more similar to the formulation
presented in and is st-valid:

(13)  Sorites version 2:
a. P(al)
b. Vie [1, n](aifpaprl)
¢. Vavy((P(x) Axlpy) — P(y))

d. P(ak)

However, we still avoid paradox. Although is valid, it is not sound. Recall that, with
£, we are reasoning from strict premises to tolerant conclusions. As mentioned above, the
principle of tolerance is neither c-valid nor s-valid; thus, [(13-c)| will never be strictly true.

Although, with its non-classical consequence relation, the TCS system allows for the (tol-
erant) validity of the tolerance principle, an important open question in this framework is
the treatment of higher order vagueness. Unlike some of the approaches discussed above,
TCS solution to the first-order sorites does not immediately extend to possible higher order
sorites created by the introduction of operators like clearly/definitely/determinately. How-
ever, as (Cobreros et al.| (forthcoming) point out, whether this is such a big problem is not so
clear. Since something like a ‘determinately/clearly’ operator is already implicitly built into
the definition of strict satisfaction, it turns out that properly formulating the higher-order
vagueness paradox within TCS (with £%!) is a bit trickier than for some other theories. This
is because the clearly/definitely operators themselves would have to be given strict and tol-
erant interpretations, and so there may be room for avoiding a higher order paradox through
defining the tolerant /strict interpretations of operators in an appropriate way or even through
prohibiting them altogether. This being said, even if we set the question of determinateness
operators aside, within the TCS system, borderline cases still do have sharp boundaries, so
the treatment of ‘borderline cases of borderline cases’ is left open at this point?°.

4.6 Summary
Table [I] includes a summary of the key semantic differences between the approaches just

discussed. Some details are not mentioned however, such as the subtle ways in which the
consequence relation differs between different accounts.
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Classical FOL Fuzzy Super- Sub- Kamp’s Epistemicism, Tolerz.mt,
. .. .. . Degree Sem. Classical
theorems and Logic valuationism| valuationism| Contextualism . .
definiti Verities Strict
efinitions PLK st
Yz E Iz v v v X v v
Total Z function v X X v v v
No gaps X X v v v X s v ¢
No gluts v v X v v v s X ¢
Excluded Middle X v v v v XV,
Non-contradiction X v v v v v s X ¢

Table 1 — Logico-Semantic Commitments of Theories of Vagueness

5 Conclusion

Research on vagueness over the last forty years has become both increasingly inter-disciplinary
and increasingly vast. Here we have given an overview of what we take to be some of the most
important lines of research for linguists and semanticists. To conclude this overview, we wish
to make a few observations about past and present research, but also speculate a little on the
future.

From a theoretical-historical perspective, vagueness research has, up until recently, been a
story of increasing semantic conservatism. Looking at Table [I} one can notice a slow move
towards classicism from fuzzy logical approaches, to supervaluationism, to contextualism,
to epistemic theories. However, far from it being a lesson learned by semanticists to avoid
even trying to model vagueness, the epistemicist attitude towards the impact of vagueness on
logic and semantics has not become dominant within linguistics. Granted, many descendant
positions of epistemicism do employ epistemic explanations with respect to the presence of
sharp boundaries at some point in their respective theories, however it is notable how even
these theories differ from epistemicism with respect to the need for semantic innovation as
a reaction the phenomena of vagueness. We suspect that the move away from epistemicism
within linguistics has principally been motivated by some of the empirical factors we have
mentioned.

First, the impact of empirical considerations can be seen in the examination of the difference in
scale structure between relative and absolute adjectives which has an empirical grounding in
the interaction between adjectives and absolute intensifiers (completely /totally #tall/straight).
The enrichment of semantics with degrees has also been the result of trying to accommodate
comparative constructions, and especially the seeming non-vagueness of comparative forms
compared with positive forms (taller than is not (as vague as) tall in its positive form).

Second, attention to communication and the impact of context has led to some departures
from epistemicism. A good example of this is Lassiter| (2011), who criticises epistemicism
for the implausibility of divorcing meaning from humans’ knowledge of its use: “To those
who view the study of language as part of (or at least closely connected to) the study of
human psychology and sociology, this consequence of [Williamson’s] epistemicism tends to
come across as a reductio ad absurdum of the theory.” (Lassiter, 2011, p. 128). Barker and
Lassiter’s innovations were intended to begin to get a handle on how the way an expression
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is used in a situation can give one metalinguistic information with which to narrow down the
possible interpretations available for that expression.

Third, the empirical data mentioned in section [3.1] has led to new developments too. An
empirically based theory of vagueness cannot ignore the large amount of evidence that people
typically use either F' and not F' or neither F' nor not F constructions when faced with
judging borderline cases using a vague predicate F'. Hence some more recent departures from
classicism (such as subvaluationism and TCS) have the express purpose of being able to
interpret such utterances literally without deeming the speakers helplessly irrational.

Looking to the present, a large number of questions regarding the modelling of vagueness
remain open to debate. For example, there is still no consensus as to whether vagueness is,
at root, a semantic or an epistemic/doxastic phenomenon. At one point in time, the question
of higher-order vagueness looked to lean in favour of more epistemically oriented accounts,
however, as we saw in section[£.5]there are prospects for more semantically oriented approaches
to account for higher orders of vagueness, too.

Looking to the future, although we are sceptical that any one account of vagueness will emerge
any time soon as the answer to all of the subtle facts to be accommodated, we are also opti-
mistic about the direction of vagueness research. As we have seen, it is still widely held to be
a desideratum of a theory of vagueness that it provides a non-paradoxical outcome for sorites
arguments, however, as we have just discussed, current and more recent accounts of vagueness
increasingly aim at covering much broader sets of syntactic, semantic, and pragmatic data.
If there is, as there seems to be, a rich source of such data, both discussed and yet to be
discussed in the literature, the study of vagueness probably has a long future within linguistic
and semantic theory.

6 Further Reading

We have not been able to cover all of the topics relating to vagueness in semantics. Most
notably, we have not been able to address vagueness in lexical semantics. For further discussion
of the issues discussed in this chapter, and for discussion of some of the issues not discussed
here, see chapters in Handbooks such as van Rooij (2011]) and [Kamp and Sassoon! (2016),
and volumes of collected papers on vagueness such as Dietz and Moruzzi (2009), Bgré and
Klinedinst| (2011)), Nouwen et al.| (2011), and |Cintula et al.| (2011)).

Notes

!This has been observed since [Borel| (1907/2014)), see also [Egré and Barberousse| (2014).

2Note that, technically speaking, the Sorites argument is not stateable in the system that we set out above
because the language does not contain binary predicates like ~p. Thus, the Sorites must be formulated in a
slightly enriched language.

31t should however be noted that some have questioned whether or not HOV even exists (Wright), [2009) or
whether first-order vagueness is, in fact, higher-order vagueness (Bobzien, [2015).

4See [Sutton| (2017) for further discussion with a focus on probabilistic approaches to vagueness.
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SFor a useful overview of fuzzy connectives, please see [Smith| (2008] §2.2.1).

5In Section we shall consider accounts that incorporate degrees into semantics and maintain bivalence.
Also, it is possible to incorporate degrees into a supervaluationist model (Williams| 2011J).

"The term is first used by [Ripley| (2013b)) and [Cobreros et al| (2011]).
8There is also an early outline of a degree based notion of supervaluationism in [Lewis (1970).

9We do not wish to be unduly unfair on subvaluationism. A similar anomaly actually infects a number of
approaches to vagueness, except when applied to Bivalence and excluded middle. For example, if a a borderline
case of F', supervaluationists can assert F'(a)V—F(a), but cannot assert that Either F'(a) is true or F'(a) is false.
Similarly, on a probabilistic verities based approach (see section , it is perfectly true that F(a) V =F(a),
but it may be far from clearly true that F(a) and far from clearly true that —=F(a).

10Tt should be stressed that although Kamp’s exploration into a solution for this problem is very detailed and
careful, it is also tentative. Kamp presents a number of possible logical alternatives with respect to adjusting
the classical consequence relation, and we will not be able to do the subtleties of his paper justice here.

HSince it has influenced some of the positions to be outlined below, we will focus on Williamson’s form of
epistemicism. Many philosophical subtleties will be overlooked.

12 Also see [MacFarlane (2010) for a proposal for wedding epistemicism with fuzzy logic.

13 Assuming properties to be of type (e, ), this would make NORM of type {({e,d), {{e,t),d)). Fara does not
rule out properties as being interpreted as kinds, however.

MPollowing [Heim and Kratzer| (1998), “if f is a function of type (7, 0), then Av : g(v).f(v) is a function just
like f except that its domain is the subset of things of type 7 that satisfy g.” (Kennedy) 2007)

5 However, see [Sutton (2015) for a proposal which interprets utterances in a situation theoretic, Bayesian
framework based on the probability of a described situation, given some discourse situation.

S However see [Egré and Barberousse| (2014) for a discussion of Emile Borel’s account of vagueness, likely
the earliest statistical account of vagueness in the 20" century.

17 Although itself interesting and influential, we do not further elaborate upon Barker’s work here.
18 Also see [Frazee and Beaver| (2010).
19Tn this case, both are pretty trivial given that we have only one possible world.

20For example, (Cobreros et all [forthcoming], 18) say, “Whether we can accommodate indefinitely iterated
borderline cases is an issue that goes beyond the scope of this paper, but our main point, once more, is that
the semantics of determinateness is a matter distinct from strict assertion proper." (Ripley, [2013a, §4) gives
an account of HOV in S’valuationism and LP, which would probably be applicable to TCS; however, the
exploration of this idea is out of the scope of this review paper.
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