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Abstract In this work we present an attempt to replace an a posteriori MOOD loop used in a high
accurate Finite Volume (FV) scheme by a trained artificial Neural Network (NN). The MOOD loop,
by decrementing the reconstruction polynomial degrees, ensures accuracy, essentially non-oscillatory,
robustness properties and preserves physical features. Indeed it replaces the classical a priori limiting
strategy by an a posteriori troubled cell detection, supplemented with a local time-step re-computation
using a lower order FV scheme (ie lower polynomial degree reconstructions). We have trained shallow
NNs made of only two so-called hidden layers and few perceptrons which a priori produces an educated
guess (classification) of the appropriate polynomial degree to be used in a given cell knowing the
physical and numerical states in its vicinity. We present a proof of concept in 1D. The strategy to
train and use such NNs is described on several 1D toy models: scalar advection and Burgers’ equation,
the isentropic Euler and radiative M1 systems. Each toy model brings new difficulties which are
enlightened on the obtained numerical solutions. On these toy models, and for the proposed test
cases, we observe that an artificial NN can be trained and substituted to the a posteriori MOOD loop
in mimicking the numerical admissibility criteria and predicting the appropriate polynomial degree
to be employed safely. The physical admissibility criteria is however still dealt with the a posteriori

MOOD loop. Constructing a valid training data set is of paramount importance, but once available,
the numerical scheme supplemented with NN produces promising results in this 1D setting.
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1 Introduction

Undoubtedly there is a frenetic activity revolving around the key words ’Machine Learning’, ’Arti-
ficial Intelligence’, ’Neural Networks’, etc. in most, if not all, branches of science. While there has
been some genuine success brought by the use of those seemingly new tools, some unreasonable ex-
pectations (overstated by the media, the society and, sometimes, the scientists themselves) creep in
the scientific laboratories. Unfortunately the deep understanding of those ’revolutionary tools’ is still
far. This has generated some misunderstanding or exaggeration, leading unavoidably to fantasy and
urban legends on their true usefulness or applicability. One of our goal in this paper is to test some
of these ML tools in a genuine simple computational fluid dynamics (CFD) 1D framework.
We will focus more specifically on the sub-field of Neural Networks (NN) which begun in the early
1940’s when the formal idea of using neural networks as computing machines was introduced in [31],
and in [24] where the first rule for self-organized learning was proposed. In the following years a key
person, Rosenblatt, yet another psychologist, introduced the McCulloch-Pitts model of a non-linear
neuron [37, 38]; the Rosenblatt’s perceptron. The perceptron, a single neuron with adjustable weights
and bias, is the simplest form of a NN used for the classification of twofold separable patterns. This
model was an inspiration for a whole generation of scientists (engineers, mathematicians, physicists,
etc.) in the 1960s and 1970s, and this model is still in use nowadays. Later in [32] a precise mathe-
matical analysis of a perceptron was proposed showing that it was not capable of representing many
important problems. The important learning procedure called backpropagation of error was probably
first introduced in [47] which, associated to the increase of the computer power, led to the applica-
tion of multi-layer NN for pattern recognition, such as handwritten characters. Many applications
later on have been added to the list of success while the access to more and more powerful computers
opened the path for so-called deep learning using massive NNs. It is simply impossible to exhaustively
cite or list all the applications using NNs nowadays, such as image recognition, language processing,
etc. however many interesting historical or broad overviews have recently been produced such as
[28, 23, 40] amongst many others on the web.
In this work we only consider and test feed-forward NN also called multi-layer perceptron network.
Despite its obvious success, employing a NN in the field of numerical analysis and simulation, or, to
design more efficient numerical methods is not yet a classical tool amongst all practitioners. Some
researchers use NN to learn PDEs from data, to approximate numerical solutions of PDEs in com-
plex geometries, to replace the underlying physical model by a NN, to predict the uncertain model
parameters and many other examples. This broad range of applications appear in more and more
complex CFD environments maintaining a mysterious aura for newcomers in the field.
Contrarily in this work we propose to present an ultra-simplified situation to test how a NN can be
used within the design of a numerical scheme in one dimension. Very recently some works from the
numerical analysis community (and numerical scheme designers) have partially brought some answers
[35, 36, 45, 34, 1, 21]. We will follow their path and propose the simple testing bed constituted by a
1D high order finite volume (FV) scheme solving hyperbolic systems of partial differential equations
(PDEs). All high order FV schemes are subject to the generation of spurious numerical oscillations in
the vicinity of discontinuities. In this work we rely on an a posteriori MOOD loop (Multi-dimensional
Optimal Order Detection) [8, 12, 13, 29] which allows the use of arbitrary accuracy. Indeed this a

posteriori approach detects if the unlimited candidate solution (at the next time-step) fulfills some
validity criteria: computer (NaN), physical (positivity preserving) and numerical admissibility (essen-
tially non-oscillatory behavior based on relaxed Discrete Maximum Principle (DMP)). This stage
is in fact a troubled cell detector [25, 35, 15, 18]. Then for any troubled cell, the numerical solu-
tion is discarded and locally recomputed starting again at the beginning of the time-step with a
more robust and less accurate scheme. In the simplest approach one reduces the degree of the local
polynomial reconstructions. This generates a new candidate solution which is again tested against
the validity criteria, possibly detecting other troubled cells, etc. The resulting MOOD loop ensures
that the converged solution is always valid according to the detection criteria provided that the
lowest order scheme, the so-called parachute scheme, provides such a solution. Here we use the 1st
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order accurate FV scheme. While the MOOD paradigm is in use in several codes see for instance
[16, 5, 2, 9, 11, 3, 33, 6, 17, 41, 4, 43], some weaknesses can be pointed.
First the a posteriori MOOD loop breaks the parallel efficiency because some cells demand more at-
tention than others: they are possibly recomputed several times while (most) others are accepted at
the end of the very first MOOD iteration. Second, the MOOD paradigm has a fundamental explicit
nature due to the a posteriori check and the local degree decrementing. Even if some recent works
explore its extension to implicit schemes [10, 27], a fully a priori version would be more convenient
and presumably more efficient even in parallel. Third, the numerical admissible detection criteria
based on a relaxed DMP in the detection is not based on a rigorous theoretical and mathematical
base and demands one parameter to be fixed. Moreover amongst the troubled cells (about 10% of the
total amount of cells on average), the vast majority is flagged by this relaxed DMP. Therefore being
able to a priori predict which ones are such cells would certainly accelerate their treatment.

The environment of this study is made as simple as possible on purpose

• only a posteriori MOOD FV schemes are considered [8, 12, 13, 29];
• the accuracy is restricted to 2nd, 3rd or 4th order using polynomial reconstruction with centered

stencil and Strong Stability Preserving Runge-Kutta (SSPRK) time discretization [42, 19];
• only 1D experiments are carried out on four models of hyperbolic PDEs of increasing complexity:

advection and Burgers’ equation, isentropic hydrodynamics and M1 systems of conservation laws;
• only shallow NNs of exactly two hidden layers are addressed and trained via the MATLAB Deep

Learning ToolboxTM R2019b;
• optimal performance or implementation are not considered here.

The goal is to built a 1D proof of concept that a shallow supervised NN can be trained to replace the
a posteriori MOOD loop. We present the difficulties of this construction and the numerical evidences
of their impact on the numerical results. This paper is organized as follows. In the first section, an
arbitrarily high order FV scheme based on polynomial reconstructions and an a posteriori MOOD
stabilization loop is presented thoroughly for a generic system of conservation laws. Then we briefly
recall the concepts underlying Neural Network and comment its use in our framework. The third
section is devoted to the replacement of the a posteriori MOOD loop by a supervised trained NN.
The NN is constructed and trained with four different hyperbolic PDE models: advection, Burgers’,
isentropic Euler and M1. Numerical evidences are gathered in their dedicated sections. Several clas-
sical and demanding test cases are proposed and the NN-FV-MOOD scheme is compared with the
classical a posteriori FV-MOOD scheme. A conclusion and perspective section terminates this paper.

2 High accurate Finite Volume scheme with a posteriori MOOD loop

In this section we present the governing equations and the high order FV scheme used to solve
them. This family of FV schemes is devoted to solve hyperbolic system and, as such, is subject to
the generation of spurious numerical oscillations in the vicinity of the discontinuities. Consequently,
some form of limitation must be supplemented to stabilize the high order method. In this work we
rely on an a posteriori MOOD loop (Multi-dimensional Optimal Order Detection), see [8, 12, 13, 29]
and some applications in [16, 5, 2, 9, 11, 3, 33, 6, 17, 41, 4, 43]. This approach a posteriori checks
if the unlimited candidate solution fulfills some validity criteria (computer, physical and numerical
admissibility) and accordingly recomputes the current solution locally in space and time with a more
robust but less accurate scheme by reducing the polynomial degree of the local reconstruction.
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2.1 Finite volume scheme solving hyperbolic system of conservation laws

2.1.1 Governing equations

As stated earlier, 1D hyperbolic systems of conservation laws are considered in this work. They can
therefore be written

∂W

∂t
+
∂F(W )

∂x
= 0, (1)

where W is the vector of conservative variables, F(W ) is the associated flux vector, t and x are the
time and space variables respectively. Four increasingly difficult 1D models are taken into account.
First a scalar linear advection/transport equation

W = w ∈ R, F(W ) = w. (2)

Second, Burgers’ equation [7]

W = w ∈ R, F(W ) =
1

2
w2, (3)

Third, the isentropic Euler equations :

W = (ρ, ρu), F(W ) = (ρu, ρu2 + p), (4)

where ρ is the gas density, u its velocity and p the pressure. We restrict the study to polytropic gases
for which p = p(ρ) = κργ , with γ = 1.4 and κ = 1. This system of PDEs is hyperbolic provided that
the state remains admissible, see [44], that is within

A =
{
W = (ρ, ρu)> ∈ R2 / ρ > 0

}
. (5)

Fourth, the M1 model for radiative transfer in transparent media

W = (E,F ), F(W ) = (F, c2P ), (6)

where E is the radiative energy, F the radiative flux, c the speed of light and P = P (E,F ) is the
radiative pressure [14]. The set of admissible states is the following one

A =
{
W = (E,F ) ∈ R2 / E > 0, |F | < cE

}
. (7)

2.1.2 Finite Volume discretization

The computational domain Ω is paved with M cells of constant size ∆x. The cell centers are noted xi
and the cell interfaces xi−1/2 and xi+1/2 for i = 1, . . . ,M . The time step is denoted ∆t and changes
during the simulation according to the CFL condition.
In a FV context, a constant per cell approximation is considered which approximates the mean value
of the solution W (x, t) over the cell at time tn

Wn
i '

1

∆x

∫ xi+1/2

xi−1/2

W (x, tn) dx. (8)

Using the method of lines with the explicit time discretization, a FV scheme for (1) writes

Wn+1
i = Wn

i −
∆t

∆x

[
Fni+1/2 −F

n
i−1/2

]
, (9)

where Fni+1/2 = F
(
W̃n
i (xi+1/2), W̃n

i+1(xi+1/2)
)

is the numerical flux at interface i+1
2 and W̃n

i (xi+1/2)

is its extrapolated state. In this work the Rusanov flux is considered for the sake of simplicity

F (WL,WR) =
F(WL) + F(WR)

2
− bLR

WR −WL

2
(10)

where bLR is related to the fastest characteristic speed of the approximate Riemann problem involving
WL and WR. However, other classical first order schemes could have been considered.
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Representation and reconstruction. In order to compute the extrapolated left and right states at each
interface a polynomial per cell reconstruction is performed. It consists in finding the polynomial of
degree d > 0 in each cell denoted W̃ d

i (x) such that the mean value in the current cell is conserved

1

∆x

∫ xi+1/2

xi−1/2

W̃ d
i (x) dx = Wi . (11)

The chosen polynomial is the one that best fits the mean values in the least-square sense on a stencil
of neighbor cell Sdi , i.e the polynomial coefficients are set by minimizing the cost function

J(W̃ d
i ) =

1

2

∑
k∈Sd

i

∣∣∣∣∣
(

1

∆x

∫ xk+1/2

xk−1/2

W̃ d
i (x) dx

)
−Wk,

∣∣∣∣∣
2

. (12)

Obviously, the centered stencil Sdi should contain at least d+ 1 cells to fulfill (11)-(12). In practice,
a few more cells are considered to reduce oscillations, usually about b3

2 (d+ 1)c is employed [8].

Time discretization. The time discretization is performed using SSP (Strong Stability Preserving)
Runge-Kutta methods (see [20] for instance). The same order is used for time and space approxima-
tions for the sake of consistency. The SSP property allows to preserve convex sets so that the effort in
the limiting is entirely undertaken in the space discretization. As an example, the third order scheme
used in this work is the classical SSP-RK(3,3) scheme

W
(1)
h = Wn

h +∆tL(Wn
h ) (13)

W
(2)
h = W

(1)
h +∆tL(W

(1)
h ) → W ∗

h =
3

4
Wn
h +

1

4
W

(2)
h (14)

W
(3)
h = W

(2)
h +∆tL(W ∗

h ) → Wn+1
h =

1

3
Wn
h +

2

3
W

(3)
h . (15)

where L is the spatial discrete operator associated to the current FV scheme. The SSP-RK(2,2) and
SSP-RK(5,4) schemes are used whenever second or fourth orders are respectively required.

2.2 A posteriori MOOD loop as limiting strategy

A high order method is subject to the generation of spurious oscillations in the vicinity of shock waves,
contacts, steep gradients, etc. An a posteriori MOOD loop is used here to stabilize the numerical
scheme in these cases. The MOOD paradigm consists in a posteriori checking the admissibility of a
candidate numerical solution at time tn+1 through relevant criteria. Whenever a cell does not fulfill
these criteria, a local re-computation employing a more robust scheme is performed. The principle is
illustrated on figure 1.

2.2.1 Cascades and parachute schemes

As a consequence, in a MOOD loop one must design a cascade of increasingly robust schemes (and
usually decreasingly accurate ones). At least two schemes must compose this cascade: the most
accurate but possibly oscillatory scheme and a less accurate but robust one called the ’parachute
scheme’. The unlimited (d + 1)th order scheme is the starting and most accurate scheme and the
first-order one as the parachute. In between these two some intermediate schemes are considered. For
instance we will employ the following cascade: d = 3→ 2→ 1→ 0 although shorter cascades such as
d = 3→ 1→ 0 are also possible.
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2.2.2 Detection criteria: Computer, Physical and Numerical admissibility

Detection criteria are used to determine if a candidate solution in a given cell is admissible or must
be sent back for re-computation (see figure 1). These are the three sets of detection criteria used in
this work for a given candidate solution Wn+1,∗

i in cell Ωi:

Computational - CAD. This criterion detects floating point exceptions i.e. the numerical solution
passes the Computer Admissible Detection criteria if it does not contain any NaN (Not-a-Number),
Inf (Infinite), etc.

Physical - PAD. The numerical solution in cell is validated by the PAD criterion if it remains in the
set of admissible states A. The PAD criteria must hence be adapted to the physics embedded into
the model of PDEs. In the case of scalar equations (advection and Burgers), this is replaced by
checking that the solution remains in-between the bounds of the initial data.

Numerical - NAD. The numerical solution in cell Ωi is said to be Numerically admissible if it is es-
sentially non-oscillatory. In this work we rely on a Relaxed Discrete Maximum Principle (RDMP)
on the conservative variables, which writes for variable A as

−δ +md
i ≤ A

n+1,∗
i ≤Md

i + δ, (16)

where the bounds are given by md
i = mink∈Sd

i
(Ank ), Md

i = maxk∈Sd
i
(Ank ) and the relaxing param-

eter δ is fixed to δ = min
(

10−4, 10−3|Md
i −m

d
i |
)

. Notice that if δ = 0 then the strict DMP is

enforced and the accuracy in L∞ norm is bounded by 2.

Obviously, the criteria are crucial for the detection to be neither too permissive nor too preventive.

2.2.3 MOOD loop

The MOOD loop usually embraces the FV scheme solver. At the beginning of each time step tn the
maximal accuracy d is set for all cells and the FV scheme of order d+ 1 is employed to produce the
so-called candidate solution Wn+1,∗

h . Then the detection procedure separates the valid cells which are
accepted from the troubled ones.These cells demand to be re-computed by the next and more robust
scheme in the cascade. The direct neighbors of a troubled cell are also sent back for re-computation
because some common flux may change. Note that only the troubled cells and their neighbors are re-
computed, which make the subsequent iterations of the MOOD loop relatively inexpensive. The next
scheme in the cascade then produces a new candidate solution which is processed by the detection
criteria. If some bad cells are still present then another iteration of the MOOD loop is performed
using the next robust scheme from the cascade. If the parachute scheme has been reached, then the
candidate solution is admissible by construction. In figure 1 we schematically present a high accurate
a posteriori MOOD numerical scheme (bottom) in comparison with a classical a priori FV one (top).

2.3 Drawbacks of an a posteriori MOOD loop

The three main drawbacks of using an a posteriori MOOD loop are : 1- the parallelization efficiency
is not optimal due to the different treatment of bad cells, 2- the explicit nature of the a posteriori

treatment complexifies the design of an efficient implicit version, see [27, 9], and 3- the NAD criteria
are not firmly based on mathematical concepts and the δ parameter in (16) still needs to be tuned.
A Neural network could possibly mitigate these drawbacks. In particular the a posteriori detection is
used to predict which scheme is the most appropriate in a given cell at the beginning of a time step
without invoking a precautionary principle. A well trained neural network may be able to make an a

priori educated guess. If so, then the a posteriori detection procedure could be reduced to its strict
minimum, that is, only the CAD and PAD, to assure the fail-safe property of the scheme. Because
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Fig. 1 Top: sketch of a FV limited scheme, for instance with slope limiter, WENO strategy, moment limiter,
artificial viscosity, etc. — Bottom: a FV scheme stabilized by an a posteriori MOOD loop. The limiting box is
replaced by an a posteriori MOOD loop

extremely few cells endure a CAD or PAD failure, then the parallelization would only be marginally
impacted. Moreover, the neural network will guess the appropriate scheme to be used, only based on
a priori data, therefore employing an implicit scheme becomes again practicable.

3 Neural Networks and high order FV schemes

In this section we present the basis of Neural Network (NN) theory and how it can fit in a high
order FV scheme. The NN we are interested in is a feed-forward NN called a multi-layer perceptron
network, see [28, 23, 40].

3.1 Perceptron

A NN is a network of elementary building blocks called perceptrons (later called neurons) which
are organized in several layers. A perceptron δj is an entity illustrated in figure 2. It receives so-
called input entries ŷj = (yp)p=1,...,P and delivers an output yj . The perceptron operates a linear
transformation on the input data via real weights wp,j as

uj =
P∑
p=1

wp,j yp, (17)

then, introduces non-linearity by means of an activation function f such that

yj = f(uj − bj), (18)

with a bias bj ∈ R. The activation function is usually common to all perceptrons of a layer and can
be chosen among a lot of different functions. We use in this work a sigmoid, f(x) = tanh(x) for all
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layers but the last one for which a linear function f(x) = x is employed. The degrees of freedom are
the weights and the bias which we gather into one vector w̃j = (w1, . . . , wP , bj) for the perceptron δj .
They are determined by training so that the output matches some target value (see section 4.1).
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Fig. 2 Left: Illustration of the action of a perceptron δ. From a entry vector (ŷj)j=1...P , the perceptron constructs

the output yj = f(uj − bj) where uj =
∑P

p=1 wp,j yp — Right: Sketch of a neural network made of 2 inner/hidden
layers of 4 neurons δj and the input and output layers, made respectively with 3 and 1 neurons. The weights are
denoted by wp,j while the bias for each neuron is bj . A weight is the link between two consecutive neurons from
layer `− 1 and `. The input vector is X = (x1, x2, x3) and the output vector Y = (y1) for illustration purposes. (A
global numbering is adopted on this illustration to lighten the notation.)

3.2 Multi-layer perceptron (MLP) network

A multi-layer perceptron (MLP) network is a collection of perceptrons associated in L layers ` =
1, . . . , L of P` ≥ 1 perceptrons. The first (` = 1) and last (` = L) layers are respectively called the
input/source and output. The in-between layers are the hidden ones. Each perceptron δ`,p can be
identified by its layer index ` and its index within the layer 1 ≤ p ≤ P`. The signal resulting from a
perceptron δ`,p is denoted y`,p and the signal produced by a layer is the vector y` = (y`,p)p=1,...,P`

.
A perceptron of layer `, δ`,j , receives as input data the signals y`−1 from the perceptrons located
in the previous layer. From these data using the linear and non-linear operations (17) and (18), the
perceptron produces a single output signal y`,p, that is

y`,j = f(u`,j − b`,j), with u`,j =

P`−1∑
p=1

w`p,j y`−1,p. (19)

y`,j is then sent to all subsequent perceptrons in the next layer `+ 1.
A MLP network is therefore an association of massively inter-connected parameters i.e the set of
all the weights and the biases for all the perceptrons. We denote the vector of input values by
X = (x1, x2, . . . , xI) while the vector of output values by Y = (y1, y2, . . . , yO) where I > 0 and O > 0.
The total number of perceptrons, weights and bias in a network is then given by

P =
L∑
`=1

P`, W =
L−1∑
`=1

P`P`+1, and B = P. (20)

A network is said to be deep when it has a large number of layers, and wide when it has a large
number of perceptrons on at least one layer. In this study, only shallow networks of four layers (two
hidden ones) are considered. The numbers of perceptrons in each layer is not trivial to determine
and we will resort to numerical experiences to estimate them. For instance the network in figure 2
made of L = 4 layers made of P1 = 3, P2 = 4, P3 = 4 and P4 = 1 perceptrons each demands the
determination of B = 12 bias and W = 32 weights, hence 44 unknowns.
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3.3 Input and output of the NN in a FV context

A NN in an explicit MOOD FV context can be used as a decision support system in a way that is
close to the approach of a multinomial logistic regression. It is designed to predict which polynomial
degree di to use in a given cell Ωi. In order to update the FV data Wn+1

i , the FV scheme demands

the knowledge of all cell values Wn
k in the stencil of the polynomial reconstruction, i.e for all k ∈ Ski .

Therefore, the input of the NN will be composed of (at least) (Wn
k )k∈Sk

i
, and, the output would

be the degree of the polynomial reconstruction di to be employed. More precisely, the output of the
NN is a real vector of ’probabilities’ that degree d would have been used by the MOOD scheme. For
instance for a fourth order scheme Yi = (pd)d=0,1,2,3 where pd is the probability to use polynomial
degree d. The NN should provide an ouput vector from which a clear and unique choice of degree can
be extracted i.e. with only one value pd ' 1. If it is not the case, then the closest pd to 1 is selected.
Ultimately the NN should replace the NAD criteria in the MOOD loop (see figure 4) .

3.4 Training the NN

The training methodology is one of the key points to build an efficient NN. Since the objective is to
replace the detection criteria in the MOOD loop by the prediction of the NN, it is trained to mimic
the behavior of the whole MOOD scheme including all detection criteria. To this end, a training data
set is built by running the simulation of a training case during a few time steps with the MOOD
scheme using all detection criteria. Elements of the training database are then created by associating
an input (all cells in the stencil for a given case) to its corresponding output (the polynomial degree
d of the reconstruction effectively used by the reference MOOD scheme).
In other words given data Xn

i , MOOD creates the target vector

Y MOOD
i = ed+1, (21)

the (d + 1)th unit vector which is then stored in the data set. This means that for a Nt time-steps
simulation made on Nc cells,the data set size is Nt×Nc. The training methodology employed to build
a MOOD-compatible NN is depicted on figure 3.

Remark 1 At first glance for instance for a 2nd order RK scheme, the MOOD scheme determines for
any cell the degree d1

i for the first RK step, then d2
i for the second one. The pair could be taught to

a NN. For a higher order RK scheme, even more degrees should be predicted which would demand
larger NNs. In order to simplify the framework even further, in this study, one stores only the first
step of the RK scheme. As such the NN has no notion of time discretization.

Once the training dataset is built, the genuine training ought to minimize the error made by the
NN on it. That is, until convergence is reached, the following iterative procedure is applied: at each
epoch, m patterns (Xi)i=1...m are randomly picked in the database, then the weights and biases are
adjusted taking into account the error (Y MOOD

i − Yi) with a Levenberg-Marquart algorithm ([30],
see also [22] for its application in the context of NN) used to compute the minimum of functional

J(X1, . . . ,Xm) = (Y MOOD − Y )>(Y MOOD − Y ),

where Y = (Y >1 , . . . ,Y >m )> and Y > denotes the transpose of Y .

Obviously the NN should endure a relatively heavy supervised training period with a large num-
ber of patterns Xi. These patterns should be representative of situations encountered during FV
simulations, that is smooth, irregular and discontinuous profiles of all kinds. This training data set
should be adapted depending on the system of PDEs solved to be a valid representation of the true
encountered situations. The different choices made to build this data set are explained in section 4
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Fig. 3 Sketch of a neural network training with a MOOD FV scheme. Bottom part: Given a pattern Xi (a stencil
of Sdi FV data for cell Ωi) the 4th order MOOD scheme computes the updated solution. During the MOOD
detection/decrementing procedure the scheme has determined the appropriate polynomial degree d ≡ di to use for
the reconstruction procedure, leading to an output vector Y MOOD = ed+1 the (d + 1)th unit vector — Top part:
The NN should recognize or match at best the given pattern and predict the probability that MOOD would use the
degree di = 0, 1, 2, or 3 in this situation. The degree for which the maximal probability is attained, is then selected.

3.5 NN and FV MOOD scheme

As already mentioned the NN is intended to replace the NAD detection procedure of a MOOD
scheme. Instead of starting with di = dmax

i and dropping the degree according to the cascade, here,
a trained NN makes an educated guess on di. If the candidate solution obtained with this degree is
detected as invalid due to PAD or CAD criteria, then, the degree is dropped to di = 0, otherwise the
solution is accepted. As a consequence the number of MOOD loop is reduced to a strict minimum
because the cascade is restricted to di → 0 where di is a priori predicted by the NN. As a rough
estimate, for classical simulations, on average, few percents of troubled cells are detected. Among
those cells the vast majority is flagged due to the NAD criteria and several MOOD loops (and
polynomial reconstructions) are then performed. We expect to spare the associated CPU time if the
NN evaluation cost is reasonable. Notice that the cost related to fixing PAD and CAD troubled cells
was already negligible in a classical MOOD scheme, and, it remains so here. We can also anticipate
a decrease in CPU time by parallelizing the NN more efficiently than the a posteriori MOOD loop.
In figure 4 we present a sketch of the MOOD scheme supplemented with an a priori NN (red block).

4 Numerical experiments on the transport equation

In this section, the use of a NN as a predictor in the MOOD scheme is tested on the transport
equation. This simple case will allow to obtain valuable insights on the practicability of the process.

4.1 Training and Validation sets for the Neural Network

Constructing training and validating data sets for the advection equation. In order to construct the train-
ing data set, we consider an initial condition H plotted on figure 5-left, which is a compound signal
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Fig. 4 sketch of a generic MOOD FV scheme with Neural Network a priori prediction of local polynomial degree
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on domain Ω = [0, 10] made of Heaviside, linear, sine functions separated by plateaus. This initial
condition contains all the important features for this equation. Periodic boundary conditions are
considered. The numerical solution is computed by the high order MOOD scheme until a final time
T = 1 on M = 200 cells. Consequently we can build a training data set by associating the mean
values of the stencil, Wn

k where k ∈ Sd
max

i , gathered into Xn
i and the output vector Y n

i = ed+1 with
d = dni . Hence, a pattern Xn

i is coupled to Y n
i for each cell i and time-step index n. The input data

is normalized between −1 and +1 in order to reduce the size of the data set and to make it more
convenient.

Remark 2 Neighborhood. For a 2nd order accurate MOOD scheme, the polynomial degrees can be
0 or dmax = 1, and, due to the two-step RK method, the actual neighborhood N d

max

i spans cells
i− 3, . . . , i+ 3. Likewise, for a nominally 4th order accurate MOOD scheme, the polynomial degrees
can be d = 0, 1, 2 and dmax = 3, and, due to the three-step RK method, the neighborhood N d

max

i

spans cells i − 12, . . . , i + 12. This effect is illustrated on Figure 6 for the 2nd order scheme. In this
section we employ N d

max

i = 7/9/11 for 2nd/3rd/4th order schemes respectively.

Remark 3 Normalisation. In all applications but this one, the input vector Xn
i is supplemented

with a real scalar per variable corresponding to the normalisation factor and the Courant num-
ber. This signed normalisation factor F = sign(x)(x − x) is local to each stencil and computed
with x = mink∈Ndmax

i
xk and x = maxk∈Ndmax

i
xk. An entry x is then re-scaled with formula:

x̃ =
(
x− x+ x

2

)( 2

x− x

)
. As such F does not produce any shift in the data. This normalisation has

obviously no impact on linear equations and therefore is omitted in this first application.

Remark 4 The design of our NNs is performed under the assumption that this normalisation factor
spans a subset [F−;F+] ∈ R+ which corresponds to some physically relevant jump sizes depending
on the non-linear system of PDEs and on the mesh resolution. Our investigations have shown that a
crude sampling for F (three samples) and the Courant number allows the NNs to handle unknown
situations.

Remark 5 Output functional. The output functional is not a softmax like function because we want
to be able to exclude bad predictions, i.e output components negatives or greater than one, from
acceptable ones. This operation is easier when the output vector is not re-scaled by a softmax output
function. Moreover the numerical results generated when using the softmax output function gave
unsatisfactory results for the test cases simulated in the numerical section.

Proceeding likewise for any of the Nt time-steps we can gather a set of M × Nt couples (Xn
i ,Y

n
i )

for 1 ≤ i ≤ M and 1 ≤ n ≤ Nt, leading in our case to 4800 training units. Among those, 20% are
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randomly chosen to construct the so-called Validation data set, V, onto which the NN is further
evaluated. The remaining 80% training units form the Training data set, T .

Fig. 5 Initial compound signal H used to build the training data set — Left: for the advection equation, H
is constructed as a succession of discontinuities, linear and sine profiles — Right: for Burgers’ equation, H is
constructed as a succession of discontinuities and sine profiles.

0 1 2 3 4 5 6 7 98 10 11 12 13−1−2−3−4−5−6−7−8−9−10−11−12−13

0 1 2 3 4 5 6 7 98 10 11 12 13−1−2−3−4−5−6−7−8−9−10−11−12−13

0 1 2 3 4 5 6 7 98 10 11 12 13−1−2−3−4−5−6−7−8−9−10−11−12−13

reconstruction
stencils

RK 1

RK 2

influence

zone light cone

influence
zone

Order 2

Fig. 6 Light cone for second-order FV methods: influence zone for a given cell 0 for a two-step Runge-Kutta
method.

From the training data set T we randomly pick a couple (Xn
i ,Y

n
i ) and, knowing Xn

i the NN
attempts to predict Y n

i . The NN then learns from its mistakes and adapts its weights and biases
accordingly. This random picking, predicting and learning operations continue up to convergence, i.e

no mistake is no more made by the NN, or, if 3 epochs do not lead to any improvement. Then the
training period is considered to be complete, the NN is stored and ready to use within the simulation
code, see figure 4. The NN training performance is measured by the associated number of epochs and
the misclassification percentages, that is the percentage of errors still made by the NN on the sets T
and V (see table 1). More precisely these errors are computed as

Err. on S := 100
#errors made by the NN on the dataset S

#elements in S ,

where S is either T or V. It is important to recall that the validation set is composed of training
units never seen by the NN. Moreover even if the NN performs perfectly on T and V it may still
produce erroneous predictions for unknown situations. At last, two equivalent NNs trained with this
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Archi. Trainer Epoch Err. Err. Predic CPU
Scheme Ord. NAD Neigh. # on T on V >0.95 s

A
d
ve
ct
. 3×3 MOOD o3 DMP 5 1657 9.2% 9.9% 23.1% 17

5×5 MOOD o3 DMP 7 4230 5.8% 7.8% 20.0% 80
10×10 MOOD o3 DMP 9 2608 2.5% 4.8% 15.6% 188

B
u
rg
er
s 3×3 MOOD o3 DMP 7 5399 8.5% 9.1% 22.6% 63

5×5 MOOD o3 DMP 9 1580 6.3% 7.3% 22.2% 74
10×10 MOOD o3 DMP 9 382 4.9% 6.3% 18.5% 78

Table 1 Neural Networks’ architectures tested for the advection and Burgers’ equation solved with a 3rd order
accurate FV MOOD scheme. Recall that T is the training data set, while V is the validation one (made of 20%
randomly picked units from T ).

procedure may generate slightly different biases and weights in an uncontrollable way. For this reason
each of the NN in this paper has been retrained 5 times ensuring that its good behavior is observed
at least 4 times and is not due to (un)fortunate random effects. The network used to produce the
figures is then randomly picked among the 4 successful ones.

Some diagnostics on Neural Networks training. We present some diagnostics for the NN training in
table 1 (top part) for the advection equation. In particular the number of epochs, the misclassification
errors on T and V, the percentage of prediction in the range [0.95, 1.0], and the CPU time of training
for three networks of 3rd order. We observe that the larger the network, the less error is produced
during the training and validation. Also more confidence in its predictions is measured. Obviously
the CPU time increases with larger architectures.

4.2 Test case description

Now, the trained NNs are used as a priori predictors of polynomial orders in the MOOD scheme on
the following test-case. The computation domain is Ω = [0, 10] and the profile used for the simulation
is made of four signals : a triangle, a square, a bump and an ellipsoidal profiles [26, 46]

W (x) =



|x− 2| if 1.5 ≤ x ≤ 2.5,
1 if 3.5 ≤ x ≤ 4.5,
−4(x− 5.5)(x− 7.5) if 5.5 ≤ x ≤ 7.5, 1− 2

√
1
4 − (x− 7.5)2 if x < 8

1− 2
√

1
4 − (x− 8.5)2 if x ≥ 8

 if 7.5 ≤ x ≤ 8.5,

0 else.

(22)

The same number of cells M = 1000 is employed and the simulations end at tfinal = 100 after ten
rotations of the initial profile. Obviously the exact solution at t = tfinal corresponds to the initial
profile. However due to the presence of discontinuities and irregular profiles, the Gibbs phenomenon
will be triggered for any high order scheme.

4.3 Numerical results: second- and third-order numerical schemes

We present the results for

• Unlim: the unlimited 1st, 2nd and 3rd order accurate FV schemes,
• MOOD: the classical 2nd or 3rd order MOOD scheme with PAD and DMP criteria,
• NN: the proposed 2nd or 3rd order FV schemes supplemented with a NN trained by MOOD.
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In figure 7 we present the results obtained with a first and high order (unlimited) FV schemes along
with the a posteriori MOOD scheme against the exact solution. The second/third order schemes
results are depicted on the left/right panels. As expected the first order scheme is overly dissipative
while the unlimited high order schemes generate spurious oscillations. On the contrary, the a posteriori

MOOD scheme is able to overcome those drawbacks. Let us emphasize that while the third-order
MOOD scheme produces genuinely acceptable solutions, the second-order one presents some artefacts
which are particularly visible on the last two shapes on figure 8. Even though we could tweak a relaxed
DMP principle to produce a second-order MOOD scheme that would overcome those issues, this is
not the goal here. Contrarily we wish to show that the NNs will reproduce all scheme behaviors,
should they be good or bad.
Several NN architectures’ results are displayed in figure 8, namely 3 × 3 (top panels in red), 5 × 5
(middle blue), and 10 × 10 (bottom green) for second and third-order schemes on left and right
panels respectively. All the schemes are consistently reproducing MOOD solutions, even with the
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Fig. 7 Advection equation — 500 cells — 10 full turns — Exact solution in black straight line, MOOD solutions
in black symbols against the first order FV scheme (blue symbol) and the and unlimited high order FV scheme (red
symbols) — Left: nominally second-order schemes — Right: nominally third-order schemes.

smallest NNs. We will see on the next sections that the 3 × 3 NN is generally not wide enough
for more complex models. However, they behave correctly here and the differences are extremely
small, meaning that these NNs are able to mimic an a posteriori MOOD scheme for both second-
and third-order schemes. Notice that the spurious effects for the second-order MOOD schemes are
also retrieved, which is expected because the NNs have learned from this trainer, consequently there
should be no surprise to observe the NNs also reproducing its bad behaviors.

Next, we present some quantitative results on the cell polynomial degrees chosen by the MOOD
scheme and the NN versions of it. In figure 9 we present a space/time plot of the reconstruction
degrees chosen by the 3 × 3 NN for all steps of RK, all time-steps and every 4 cells (to lighten the
visualization). The results of second- and third-order schemes are respectively presented on the left
and right panels. The classical a posteriori MOOD scheme results are displayed on top panels, while
the current NN results are on bottom ones. From the plots we can observe that the vast majority of
cells are updated with the maximal possible reconstruction degrees (1 for the second-order scheme and
2 for the third-one). The remaining ”low” order cells are those crossed by one of the discontinuities
present in the profiles. They gather on oblique and parallel lines, which is expected for these constant
velocity advection simulations. Notice that the third-order scheme presents some P1 updated cells,
justifying that this intermediate order between 3rd and 1st may be useful. The comparison with
MOOD results indicates that the NNs seem less active, with nonetheless no negative impact on the
final solution. Probably this extra-activity of MOOD schemes occurs on almost flat region which can
accept any reconstruction degree anyway.
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Fig. 8 Advection equations — 500 cells — 10 full turns — Exact solution in black straight line, MOOD solution
in black symbols, NN solution in colored symbols. Left/right panels: second (cross)/third (circle)order schemes —
Top panels: solutions for a 3× 3 NN driven FV scheme (red)— Middle panels: solutions for a 5× 5 NN driven FV
scheme (blue)— Bottom panels: solutions for a 10× 10 NN driven FV scheme (green).

A more quantitative statement is gathered in table 2 where we report the reconstruction degrees
used during the simulations for the 3 × 3 NNs and the MOOD scheme. From the NN results we
observe that more than 97% of updates are made with the maximal degree and less than 1 − 2%
updates are made with other degrees. Even if those percents are low, they are absolutely mandatory
to avoid spurious effects or failure of the code. Meanwhile MOOD schemes employ about 90 − 96%
of maximal degrees and 3−6% of lower orders. This shows that the NN is able to mimic the classical
a posteriori MOOD scheme without too much extra dissipation, nor spurious oscillations. Also we
report on the last column, the number of inadequate predictions made by the NN compared to the
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Fig. 9 Advection equation — Space/time plot — Reconstruction degree selected for each RK step and each time-
step, every 4 cells — Top panels: MOOD results — Bottom panels: NN results — Left: NN order 2, P1 in blue and
P0 in red — Right: NN order 3, P2 in green, P1 in blue and P0 in red.

classical MOOD scheme starting from the very same data at time tn. One observes about 4 to 10% of
’wrong’ prediction. Notice that most of those updates lay on smooth or flat zones, which has, indeed,
no visible impact on the solution quality.

5 Numerical experiments on Burgers’ equations

Let us increase the difficulty by considering Burger’s equation. The problem is hence still scalar but
non-linear. As a consequence, the initial profile is no more transported but the creations of shocks
and rarefaction waves are expected.

5.1 Neural Network design and training

The NNs are trained starting from an initial function H shown in figure 5-right, constituted of several
Riemann problems supplemented by a piece of sine function. The training database is constructed
following the procedure described in section 4.1 by using the MOOD scheme with PAD and NAD
criteria on M = 200 cells to produce a numerical solution up to time tfinal = 2.0, which is about
Nt = 135 time-steps. Shock and rarefaction waves are generated as expected, but for this short final
time no wave interaction has yet occurred. The only difference with the advection training is that
the signed normalization factor is now taken into account. Examples of such NNs are given in table 1
and we observe that the 3× 3 NN has had some difficulty to converge. After 5400 epochs, the error
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Equ. Scheme Total Degree % Error
M ×Nt ×RK Degree 0 Degree 1 Degree 2 Degree 3 vs MOOD

Advection MOOD, o2 1000 × 210 × 2= 15669 404331 — — —
420 000 3.7% 96.3% — — —

Advection MOOD, o3 1000 × 210 × 3= 36447 227249 566304 — —
630 000 5.8% 4.3% 89.9% — —

Advection NN 3×3, o2 1000 × 210 × 2= 6503 413497 — — 17731
420 000 1.5% 98.5% — — 4.2%

Advection NN 3×3, o3 1000 × 210 × 3= 11012 3207 615781 — 69395
630 000 1.7% 0.5% 97.7% — 11%

Burgers MOOD, o2 1000 × 210 × 2= 12806 407194 — — —
420 000 3.0% 97.0% — — —

Burgers MOOD, o3 1000 × 210 × 3= 19486 7455 603059 — —
630 000 3.1% 1.2% 95.7% — —

Burgers MOOD, o4 1000 × 210 × 5= 30346 9601 5512 1004541 —
1 050 000 2.9% 0.9% 0.5% 95.7% —

Burgers NN 5×5, o2 1000 × 210 × 2= 11871 408129 — — 9838
420 000 2.8% 97.2% — — 2.3%

Burgers NN 5×5, o3 1000 × 210 × 3= 13848 7015 609137 — 23073
630 000 2.2% 1.1% 96.7% — 3.7%

Burgers NN 5×5, o4 1000 × 210 × 5= 22304 5667 0 1022029 61427
1 050 000 2.1% 0.5% 0.0% 97.3% 5.9%

Table 2 MOOD and NN based FV schemes tested for the advection and Burgers’ equation solved with a nominally
2nd, 3rd and 4th order accuracy. Diagnostics on the reconstruction degree used. Nt is the number of time-steps, M
the number of cells and RK the number of Runge-Kutta steps. M ×Nt × RK is the total number of cell updates
during the simulation. The last column reports the number of ’wrong’ predictions of the NN compared to the answer
of the classical MOOD scheme starting from the same data at each beginning of time-step.

is still of the order of 10% on non-plateau data. When more perceptrons are added in the NNs, the
convergence is faster with lower errors (∼ 5 − 7%) The NN makes bullet-proof prediction for about
80% of the data set1.

5.2 Simulations

A test-case is performed using an initial condition given by the same function as for the advection
equation (22). The final time is set to tfinal = 2. At this time each discontinuity generates one
rarefaction and one shock wave, possibly interacting, see figure 10 top panels. The presence of these
wave interactions is interesting since no interaction is present in the training database. A reference
solution is computed with the first-order MOOD scheme using M = 20000 cells, and is referred to as
’exact’ in the figures. In this section we check the efficiency of NNs with a higher order method (fourth
order instead of third order like in the previous section) to see how it can be handled. On the bottom
panels of figure 10 we present the results for the first-order FV scheme and the second (left panel)
and fourth-order (right panel) unlimited FV schemes. As expected, the high-order schemes without
any limiting strategy do oscillate at shocks while the first-order scheme, while being slightly more
dissipative, remains oscillation free. MOOD second- and fourth-order schemes seem to associate the
best of these two behaviors. The results obtained by a 3×3 NN (top panels in red), a 5×5 NN (middle
panels blue) and a 10 × 10 NN driven FV scheme (bottom panels in green) are shown on figure 11.
The left/middle/right panels present the second/third/fourth-order results respectively. Different NN
architectures’ results are displayed from top to bottom. The smaller networks systematically produce
some (small but) visible over- or under-shoots. This shows the inability of some NNs to reproduce
the ultimate MOOD behaviors if they do not have weights (perceptrons and/or layers). On the other
hand, the 10 × 10 NN solutions seem free from spurious oscillations and are able to reproduce the

1 We must be careful that the NN may be certain of its prediction, even if it is a wrong one.
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Fig. 10 Burgers’ equation — M = 1000 cells — tfinal = 2 — Top: initial and exact solutions (left) and intermediate
time solutions (right) — Bottom: MOOD solutions in black symbols against the first order FV scheme (blue symbols)
and the unlimited high order FV scheme (red symbols) — Left: nominally second-order scheme — Right: fourth-order
scheme.

expected behavior even when fourth-order schemes are used.
Likewise for the advection equation, the space/time plot of the reconstruction degrees chosen by

the 5 × 5 NN for all steps of RK, all time-steps (but every 3 cells to enhance the main features) is
shown on figure 12. The vast majority of cells are updated with the maximal possible reconstruction
degrees. The ”low” order cells are located on the discontinuities generated by the initial solution
and further transported. They arrange on oblique lines/curves up to their interactions, after which
reflected and refracted waves may be generated. The comparison with MOOD results on top-panels
indicates that the NNs seem slightly less active, but unlike the advection case, this has an impact on
the solution. In particular the waves present on MOOD results around x ∈ [3 : 5] do not seem to be
well anticipated by the second and third-order NN based FV schemes. This explains the presence of
spurious oscillations in the simulations. On the contrary the fourth-order NN results seem to mimic
well MOOD behaviors.

On the bottom part of table 2 we have reported the reconstruction degrees used during the
simulations of figure 12. One observes again that about 97% of updates are made with the maximal
degree and less than 3% with lower degrees. Notably, for the fourth-order accurate scheme, the P2

reconstruction is never selected by the NN. This may be explained by the fact that the solution is
either flat, linear or irregular, leading to seldom use of P2 reconstructions. The last column reports
how many ’wrong’ predictions were made by the NN compared to the use of MOOD scheme starting
from the same data, leading to about from 2 to 6%. We also report the results of MOOD schemes for
which a little more cells are selected with low degrees, but the main tendencies are comparable. As a
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Fig. 11 Burgers’ equation — M = 1000 cells — tfinal = 2 — Exact solution in black straight line, MOOD solution
in black symbols, NN solution in colored symbols. Left/right panels: second (cross)/third (circle)/fourth (square)
order schemes — Top panels: solutions for a 3×3 NN driven FV scheme (red)— Middle panels: solutions for a 5×5
NN driven FV scheme (blue)— Bottom panels: solutions for a 10× 10 NN driven FV scheme (green).

temporary conclusion, as long as large enough NNs are considered, they are again able to correctly
guess the polynomial orders so that the approximation is very close to the one provided by the
classical MOOD scheme. Fourth-order simulations are well reproduced, as well as wave interactions,
despite the fact that they are not learned during training. Note that some simulations have also been
carried out considering an initial condition shifted by 1, that is 1 ≤ w(t = 0, x) ≤ 2. The problems
are of course no longer equivalent because of the non-linearity of Burgers’ equation. However, no
significant discrepancy was encountered, and consequently the curves are not presented here.

6 Numerical experiments on isentropic Euler equations

We now turn to the case of systems and start with the isentropic Euler equations, whose stiffness
remains generally moderate. In addition to the inherent difficulty of using a system, it is now also
necessary to preserve the set of admissible states (5), namely the positivity of the density here.

6.1 Neural Network design and training

The input data are constituted of both the cell density ρ and the velocity u in each cell of the stencil
in addition to the CFL number and the normalisation factor for each variable. The size of the input
vector depends on the size of the stencil N which depends on the maximal polynomial degree dmax.
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Order 2 Order 3 Order 4

Fig. 12 Burgers’ equation — Space/time plot — Reconstruction degree selected for each RK step and each time-
step, every 3 cells — Top panels: MOOD results — Bottom panels: 5× 5 NN results — Left: NN order 2, P1 cells in
blue and P0 ones in red — Middle: NN order 3, add P2 cells in green — Right: NN order 4, add P3 cells in white.

ρL uL ρR uR
RP1 1 0 0.5 0
RP2 0.5 0 1 0
RP3 1 -1 0.5 1
RP4 1 1 0.5 -1
RP5 1 -1 1 1
RP6 1 1 1 -1

Table 3 Riemann problems used to train the NNs in the case of the hydrodynamics system of PDEs.

This means that for a stencil of size |N | = s, the size of the input data is 2s+ 3. The output vector
is constituted by the actual polynomial degree used by the target MOOD scheme using all detection
criteria. The training data set is constructed by solving the following Riemann problems (and their
symmetric version) depicted in table 3, with 5 different CFL numbers (0.2, 0.4, 0.6, 0.8 and 0.95),
leading to 72 states. The target MOOD scheme of appropriate order is used with M = 2000 cells
(∼ 25 cells per state) on ΩT = [0 : 1] up to time t = 0.002, leading to Nt = 21 time-steps, yielding
about 55000 training units in the database. Notice that with only 21 time-steps, interactions between
waves do not occur, meaning that the training does not explicitly take into account such situations.

6.2 Simulations

Riemann Problem (RP). We first test the prediction of NNs on a problem of average difficulty, namely
a Riemann problem which, if not available in the database, corresponds to the RP1 for which the
data are only doubled. The computational domain is set to Ω = [−1 : 1] meshed with M = 100 cells
with the following initial conditions

H0(x) = (ρ0(x), u0(x)) =

{
(2.0, 0.0) if −1 ≤ x ≤ 0,
(1.0, 0.0) if 0 ≤ x ≤ 1,

(23)

leading to a left moving rarefaction and a right moving shock waves. The exact solution is presented
in figure 13 and zoomed on [−0.75 : 0.75] at final time tfinal = 0.25. On the same figure we also
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plot the numerical solutions obtained with a first, second (left panel) or fourth-order (right panel)
unlimited and MOOD schemes. In figure 14 we present the density obtained by the 2nd and 4th order

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

Unlim Order 2
Order 1

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

Unlim Order 4
Order 1

Fig. 13 Isentropic Euler equation — Riemann problem — Simulation at tfinal = 0.25 — Comparison of the 1st and
2nd order unlimited FV schemes and 2nd order MOOD against the exact solution (black line). Density variable.

FV schemes supplemented with a 3×3, 5×5 and 10×10 NNs (from top to bottom panels) against the
associated classical MOOD schemes. We observe that the smallest NN does not seem to be able to
reproduce MOOD results for 2nd order, meaning that the first-order scheme (degree 0) is chosen too
often leading to excessive diffusion. Clearly this NN was not able to train appropriately, it was not
large enough for this task. For the 4th order scheme, the NN predicts more ’good’ choices amongst
high degrees: 3, 2, 1. The larger NNs seem to reasonably well reproduce MOOD results, although
some minor inaccuracies occur. In figure 15-16 we present the polynomial degrees employed by the
second and fourth-order MOOD (left and right panels) and the three NNs FV schemes for the two
RK steps respectively (top to bottom panels). The possibilities are restricted to degrees d = 0 (red)
and 1 (blue) for the second-order schemes and degrees d = 0, 1, 2 and 3 for the fourth-order one. On
these figures, we can clearly see the areas in which the NNs predict different orders than MOOD does.
Apart from the plateaus, on which the prediction does not significantly impact the results, one can
clearly see that the other differences have an impact on the quality of the solution. The main waves
seem to be detected by all NNs. However the smallest and largest NNs are more conservative, leading
the activation of more first-order cells. Without any clear explanation MOOD seems to detect some
troubled situation around position x ' 0, which is a plateau as soon as the waves move away. The
NNs have the same prediction but only for very few time steps.

A Riemann problem with wave interactions and close-to-vacuum states (RP2). This next test case is
designed to be challenging for NNs. To this end, we propose to simulate situations which have
never been taught to them, including wave interactions and close-to-vacuum states. This test-case is
genuinely difficult because it involves very low densities with values under machine precision. The
computational domain is set to Ω = [−2 : 2] meshed with M = 500 cells. The initial conditions

H0(x) = (ρ0(x), u0(x)) =


(0.5, 0.0) if x ≤ −1,

(0.1,−4.0) if −1 ≤ x ≤ 0,
(0.1, 4.0) if 0 ≤ x ≤ 1,
(0.5, 0.0) if x > 1,

(24)

lead to an almost vacuum area close to x = 0 after two rarefaction waves move outwards, following
two faster diverging shock waves. Ultimately, at later time, the central rarefaction waves interact with
the shocks, see figure 17 for a time evolution of the solution and zooms on interesting regions. The

21



 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 3x3 o2

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 3x3 o4

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 5x5 o2

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 5x5 o4

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 10x10 o2

 1

 1.2

 1.4

 1.6

 1.8

 2

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

D
e

n
s
it
y

Position

Exact
MOOD

NN 10x10 o4

Fig. 14 Isentropic Euler equation — Riemann problem — Simulation at tfinal = 0.25 — Density — Left-panels:
2nd order NN vs MOOD schemes results — Right-panels: 4th order NN vs MOOD schemes results — Top: 3 × 3
NN — Middle: 5× 5 NN — Bottom: 10× 10 NN — The exact solution is displayed in straight black line.

final time is set to tfinal = 0.25 and the CFL number is set to 0.8. The minimal density of the exact
solution is roughly 10−12 and the first order FV scheme produces densities of the order 2 × 10−17.
This usually generates robustness difficulty for any high order numerical method.

A first set of results is given by the first-order FV scheme which is naturally able to handle the
close-to vacuum state as well as the shocks without oscillations to the price of an excessive numerical
dissipation, see figure 18. From a M = 10000 cell mesh we have computed a reference solution with
the first-order FV scheme. We also display the numerical solutions produced by a 2nd and 4th order
FV scheme a posteriori limited by the PAD only; that is, only the occurrence of negative density does
trigger the decrementing procedure, yielding to a fail-safe FV scheme not preventing any spurious
oscillations2. At last we present in figure 19 the results obtained by the genuine MOOD schemes and

2 Notice that without the a posteriori MOOD loop the 2nd and 4th order schemes crash due to the occurrence
of negative densities.

22



 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

T
im

e

Position

 0

 1

 2

 3

R
e

c
o

n
s
tr

u
c
ti
o

n
 d

e
g

re
e

 5

 10

 15

 20

 25

 30

 35

 40

 45

 50

-0.6 -0.4 -0.2  0  0.2  0.4  0.6

T
im

e

Position

 0

 1

 2

 3

R
e

c
o

n
s
tr

u
c
ti
o

n
 d

e
g

re
e

Fig. 15 Isentropic Euler equation — Riemann problem — Simulation at tfinal = 0.25 — Polynomial degrees for
MOOD scheme — Left-panel: 2nd order NN results — Right-panel: 4th order NN results

a FV scheme using the following NN architectures: 3× 3, 5× 5 and 10× 10, from top to bottom and
2nd and 4th order scheme (left and right panels respectively).
As expected the MOOD schemes, used to train the NNs behave appropriately, while the NNs seem

to perform nicely with almost the same quality as MOOD. Some slight over or undershoots may
however been observed. Nonetheless all schemes are robust in the presence of almost vacuum states
and after the wave interactions.
Notice that due to the statistical nature of the training, the NNs of the same structure do not produce
exactly the same numerical solutions. A few NNs have presented slight spurious over/undershoots
close to the shock waves while others were producing good results. The polynomial degrees employed
by MOOD and the NNs is also shown on figures 20-21. First of all the a posteriori MOOD loop for
the positivity is truly active in a zone starting at position x = 0 and spanning up to [−0.5 : 0.5] at
final time (recall that red cells correspond to first-order updated cells). Then the main discontinuities,
i.e the head and tail of rarefaction and shock waves, are captured and followed in time. They are
captured and followed by the NNs for second and fourth-orders. Again the plateaus are approximated
by the maximal polynomial degree but for the 5×5 NN the 4th order scheme uses P0 reconstructions
without any visible problem even if it is not expected. This highlights the importance for the NN to
be right mainly in the important or difficult situations, elsewhere the impact of a wrong prediction is
less dramatic. Notice that the colors in figure 21 correspond only to the prediction of the NN before
the a posteriori positivity loop. Therefore the central zone is not colored in red, but, nonetheless,
those cells are necessarily updated with first-order. It is important to note that the a posteriori

MOOD loop has to be maintained for the PAD criteria in order to guarantee a failsafe algorithm by
ensuring that the numerical solution remains in the admissible set A in (5). Aside from this, it seems
that the use of well trained NNs leads to approximate numerical solutions of the same quality as the
original MOOD scheme.

7 Numerical experiments on the M1 model

Finally, the behavior of NNs to predict polynomial order is investigated on the M1 model for radiative
transfer in transparent media (6). For such a model, if SI units are used then generally quantities
very far from 1 are observed, such as characteristic times in nanoseconds and large amplitudes for E
and F . In addition, there is a definite stiffness at the limit of the admissibility domain when |F | ' cE.
Finally, Riemann’s problems are genuinely different from those for Euler’s equations [39]. Among
the notable differences are the shape of the Hugoniot curves, the profile of the rarefaction waves
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Fig. 16 Isentropic Euler equation — Riemann problem — Simulation at tfinal = 0.25 — Polynomial degrees —
Left-panels: 2nd order NN results — Right-panels: 4th order NN results — Top: 3× 3 NN — Middle: 5× 5 NN —
Bottom: 10× 10 NN.
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Fig. 17 Isentropic Euler equation — (RP2) — Density — Time evolution of the solution on the full domain (left)
and zooms in the central rarefied region (middle) and wave interaction and shock region (right)

and the fact that the variables used to solve the problem are complex nonlinear combinations of the
conservative variables.
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Fig. 18 Isentropic Euler equation — (RP2) — Density — Comparison of the first and 4th order schemes (unlimited,
classical MOOD and NN) against the reference solution (black line) at final time tfinal = 0.25.

EL FL ER FR

RP1 E0 × 10−6 0 1.0× 10−6 0
RP2 E0 × 10−6 0 E0 × 10−6 -100
RP3 E0 × 10−6 -100 1.0× 10−6 100
RP4 E0 × 10−6 100 E0 × 10−6 -100
RP5 E0 × 10−6 100 1.0× 10−6 -100

Table 4 Riemann problems used to train the NNs in the case of the M1 model system of PDEs.

7.1 Neural Network design and training

The input data are constituted of both the radiative energy and the radiative flux in each cell of the
stencil in addition to the normalisation factor for each variable. This means that for a stencil of size
s, the size of the input data is 2s + 2. The output vector is constituted by the actual polynomial
degree used by the MOOD scheme using all detection criteria. The training data-set is constructed
by solving the following Riemann problems (and their symmetric version) depicted in table 4, for 6
different values of E0 (E0 ∈ {2; 3; 5; 7; 10; 15}), leading to 66 states. The Riemann problems are solved
until time t = 1.0 × 10−10 with a 2000 cell mesh, leading to Nt = 150. The first 15 time-steps are
stored, then only one every five is further used to build the training data-set. This leads to a training
data-set of 27000 units.

7.2 Simulations

The computational domain is set to Ω = [−1 : 1] and the Riemann problem located at x = 0 is such
that the radiative energy is (EL, ER) = (1.211, 6.128) × 10−6 and radiative fluxes are set to 0. This
problem is obviously not in the training data set. At final time, tfinal = 2× 10−9 the exact solution is
composed of a left-moving shock wave located at xS ' −0.4204 and a right-moving rarefaction wave
between xF ' 0.1782 and xH ' 0.3462, see figure 22.

The numerical solutions obtained by the first-order (blue symbols), second-order unlimited (red
symbols) and MOOD schemes (black symbols) are plotted on figure 22-left versus the exact solution
at final time. A zoom on [−0.5 : 0.5] is displayed. As expected the first-order scheme produces
dissipative results while the 3rd order one creates spurious oscillations. On the other hand, the 3rd
order MOOD scheme is able to create an accurate and non-oscillatory solution. At last on the same
figure one plots the space-time distribution of the degree of the polynomial reconstructions for MOOD
scheme (for all cells and all RK steps). We extract from these data that the degree is d = 2 for 93%
of the updates, d = 1 for 1% and d = 0 for 5%, see table 5. Now, the results obtained with 3rd
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Fig. 19 Isentropic Euler equation — (RP2) — Density — Left-panels: 2nd order NN vs MOOD schemes results —
Right-panels: 4th order NN vs MOOD schemes results — Top: 3× 3 NN — Middle: 5× 5 NN — Bottom: 10× 10
— The exact solution is displayed in straight black line. at final time tfinal = 0.25.

order accurate schemes supplemented with a 10 × 10 and 20 × 20 NN are presented in figure 23.
The numerical results are extremely close to the original MOOD scheme. The bottom panels present
the polynomial degrees and we observe that the distribution does not match MOOD’s results from
figure 22. The two networks do not even fully agree with each other, the smallest one overestimates
the need for low order reconstructions, and both seem over-conservative on the rarefaction wave
compared to the classical MOOD scheme. These facts are visible on table 5 where these numbers are
reported altogether in terms of number of cells and percentages. The larger NN seems to be closer to
the expected behavior by selecting more second-order reconstructions and a lot less first-order ones,
following the lead of MOOD. These differences, which may seem enormous at first glance, should be
balanced by the fact that they are mainly located on plateaus. Now we specifically focus on the
three discontinuous features: shock, tail and head of the rarefaction waves, the position of which are
exactly known as a function of time, and denoted xw(t). The wave is located in a unique cell at any
tn, xw(tn) ∈ [xi−1/2, xi+1/2] and we consider 10 cells on each side of cell i. In figure 24 we re-plot
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Fig. 20 Isentropic Euler equation — (RP2) — Simulation at tfinal = 0.25 — Polynomial degrees for MOOD schemes
— Left-panel: 2nd order results — Right-panel: 4th order results. The large central red zone corresponds to the
positivity preserving action of the MOOD scheme which must decrement the accuracy to first-order on these cells.

Archi. Number of cells Percentages
P0 P1 P2 P0 P1 P2

MOOD 23492 6023 420485 5.2% 1.3% 93.4%
10×10 90886 3187 355927 20.2% 0.7% 79.1%
20×20 63149 7782 379069 14.0% 1.7% 84.2%

Table 5 M1 model test problem. Number of cells treated with first-, second- and third-order accurate reconstruc-
tions (for all cells, all time-steps and all RK steps) and their relative percentages.

the polynomial degrees from figure 23-22 but for these cells only. The cell containing the wave is
centered in the middle of its band. We can precisely observe what are the degrees predicted by the
schemes in front and after the waves. Qualitatively the NNs are able to predict the MOOD degrees
for those very important regions. This explains why the NNs produce good solutions even if some
(less important) regions seem wrongly predicted. It is important to note that in the case of the M1
model, the training dataset has revealed to be extremely sensitive during the NN construction. Some
inappropriate construction of the data-set inexorably leads to oscillatory solutions.
Another feature encountered here is the fact that many cells were predicted by NNs with a relatively

low confidence level, sometimes even artificially large or negative values are computed. In order to
investigate the impact of this fact, two additional tests are carried out for a 20× 20 NN and a third
order FV scheme. The first one, shown in figure 25 was obtained by randomly choosing the polynomial
degree between 0, 1, and 2 (top panels). The goal is to see if a pure random choice may not produce
the same solution quality. We directly observe that, as expected, some excessive diffusion is generated
by such an approach and the overall accuracy corresponds to no more than a first-order FV result,
see figure 22.
The second test is performed by resorting to a randomly chosen polynomial degree whenever the
NNs produce unsure predictions. In other words if we have not 0.9 ≤ pk ≤ 1.1 then the degree is
randomly chosen. The results are presented on the bottom panels of figure 25. The overall quality
of the solution is not changed. This figure proves that even if the NN produces seemingly uncertain
predictions, then those are still the ”best” ones according to its training. Moreover the NN is confident
about its predictions around the shock wave, which is the most sensitive location.
The FV scheme with NNs produce acceptable numerical solutions with a reasonably small number
of perceptrons. The M1 model being stiffer a 5× 5 NN is not large enough and produces oscillatory
results, while 10 × 10 and 20 × 20 NNs can match MOOD solution quality. Even if some NNs lack
of certainty in large zones, it still produce better results than a pure random choice method. At last
we present a rough estimate of the CPU times generate by the classical 1D MOOD scheme against
its NN versions in table 6 solving the first Riemann problem of this section with 3rd order accurate
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Fig. 21 Isentropic Euler equation — (RP2) — Simulation at tfinal = 0.25 — Polynomial degrees — Left-panels:
2nd order NN results — Right-panels: 4th order NN results — Top: 3 × 3 NN — Middle: 5 × 5 NN — Bottom:
10× 10 NN.

MOOD NN 5×5 NN 10×10 NN 20×20
CPU time (s) 4.87 3.95 4.57 6.22
Ratio 1.0 0.81 0.93 1.28

Table 6 M1 model — 1st Riemann problem — CPU times and ratio — Classical 1D MOOD scheme against NN
versions with 3rd order accurate schemes.

schemes. Using the 10×10 NN instead of the MOOD loop is roughly equivalent in terms of CPU for
this test. However these figures are highly dependent on the test case, more precisely, on the number
of recomputed bad cells. On a smooth problem the MOOD scheme would certainly be less expensive,
while in presence of many bad cells the NN may become extremely performing. The genuine study
of efficiency is postponed to a future work in multi-dimensions where we expect true gains.
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Fig. 22 M1 model — Left panel: Numerical solutions obtained by the first-order (blue symbols), second-order
unlimited (red) and MOOD schemes (black) vs the exact solution at final time tfinal = 2 × 10−9 — Right panel:
space-time distribution of the degree of the polynomial reconstructions for 3rd order MOOD scheme for all cells and
all RK steps.
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Fig. 23 M1 model — Simulation at tfinal = 2× 10−9 for 10× 10 (top) and 20× 20 NN — Left panels: numerical
solution for the MOOD+NN and a posteriori MOOD schemes — Right panels: space-time distribution of the degree
of the polynomial reconstructions for all cells and all RK steps.
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Fig. 24 M1 model — Simulation at tfinal = 2 × 10−9 for 20 × 20 NN — Polynomial degrees for 20 cells around
the shock (left band), the tail (middle) and the head (right) of the rarefaction waves. Left panel: MOOD results —
Middle panel: 10×10 NN results. Right panel: 20×20 NN results.
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Fig. 25 M1 model — Simulation at tfinal = 2× 10−9 — Left panels: numerical solutions schemes — Right panels:
space-time distribution of the degree of the polynomial reconstructions for all cells and all RK steps — Top panels:
third-order FV scheme for which the polynomial degrees are randomly chosen — Bottom panels: third-order FV
scheme with 20× 20 NN for which only uncertain predictions are replaced by a random choice.
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8 Conclusion and perspectives

In this paper we have investigated the use of a shallow Neural Network in replacement of the a

posteriori Numerical Admissibility Detection MOOD loop within a high accurate FV scheme. Indeed
a MOOD scheme of nominal order dmax picks the most appropriate reconstruction degree di ≤ dmax in
each cell which generates the best solution according to a set of detection criteria checked a posteriori

on the candidate solution at time tn+1. If the criteria are not fulfilled then the cell is recomputed
decrementing the polynomial degree up to degree 0 in the worse case scenario. This is the philosophy
behind an a posteriori MOOD limiting strategy. Our goal was to train a shallow NN by such a MOOD
scheme expecting that it could a priori predict the correct cell polynomial degree. We have made the
1D framework as simple as possible avoiding most subtle choices like which variables to use in the
training, varying the NN architectures, having large training data set, multiplying the input data
(more neighbors, more variables), etc.
The goal was to observe how a NN behaves facing a relative simple task. To this end, multi-layer
perceptron networks containing two hidden layers are trained in a supervised way, employing the
MOOD scheme as the reference. We have observed that the NNs are able to recognize the vast
majority of the training patterns and predict the correct polynomial degrees. We have presented
how to build an appropriate training data-set for the scalar advection and Burgers’ equation in 1D,
train and use several of them for the 2nd up to 4th order accurate schemes. (Notice that there is
no formal limitation in the approach to deal with higher order schemes, only practical limitations
may apply.) Moreover we have extended the procedure to deal with the isentropic Euler and M1
systems of conservation laws. For all four models we have been able to reproduce MOOD results
using network architectures which are small enough to consider their use in practical simulations
in the future. The number of perceptrons never exceeds a few dozen. The input vector is restricted
to 5 to 20 components and the training data-set is made of about 5000 to 50000 units. We have
analyzed the space-time distribution of the polynomial degrees. Some evidences show that the NN is
more permissive than a classical MOOD scheme. However it does not seem to generate large spurious
parasitical phenomena.
The NN high accurate FV scheme in the case of system cannot be freed from the a posteriori loop
checking for physical admissibility. In fact the intrinsic statistical nature of the NN training does not
assure that the numerical solution will always remain physically valid. As a consequence we have
coupled the a priori NN prediction of reconstruction polynomial degree with an a posteriori MOOD
loop on positivity (and NaN) detection. Usually a lack of positivity leads to the failure of high accurate
non-robust FV schemes, which is not the case for our schemes enjoying a fail-safe property rendering
them extremely robust. Scalar equation and systems of equation seem to be similarly solved with the
same quality by MOOD FV schemes or the FV schemes supplemented by a NN. Obviously a large
enough number of weights should be considered to ensure that the NN can learn the training data
set. On the downside remain some classical drawbacks of NNs:

• different training usually does not produce the same NNs, some may have a poor prediction
capability;

• the constitution of the training data-set is of paramount importance to ensure good prediction
capability. Our shallow NNs can possibly recognize unlearned patterns only if they remain close
to already seen situations. As such one shallow NN which has been trained for a given non-linear
model of PDEs can not in general be employed blindly with another model;

• if the NN prediction is wrong and some oscillation occurs, then the NN cannot recover from this
situation because the training data-sets have not been specifically designed to teach such failures.

While those drawbacks could possibly be mitigated by using larger training data-sets and NN archi-
tectures, they may nonetheless remain. However it does not lower the interesting feature of having a
NN replacing the a posteriori MOOD loop in a high order FV scheme.
In the future, relying on this first proof of concept in 1D, we will extend the approach to 2D and 3D
MOOD FV schemes for which the number of input data will grow a lot. Consequently the number of
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perceptrons and layers may also increase demanding the use of parallel machinery for the training and
the use within the scheme. However we expect to reach a better efficiency compared to the a posteriori

MOOD loop (with detection and decrementing). Moreover extending the approach to deal with more
complex or larger systems of PDEs possibly with stiff source terms seems also our achievable.
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