
HAL Id: hal-03070582
https://hal.science/hal-03070582

Submitted on 15 Jan 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

A model intercomparison of atmospheric 137Cs
concentrations from the Fukushima Daiichi Nuclear
Power Plant accident, phase III: Simulation with an

identical source term and meteorological field at 1-km
resolution

Yousuke Sato, Thomas Sekiyama, Sheng Fang, Mizuo Kajino, Arnaud Querel,
Denis Quelo, Hiroaki Kondo, Hiroaki Terada, Masanao Kadowaki, Mazayuki

Takigawa, et al.

To cite this version:
Yousuke Sato, Thomas Sekiyama, Sheng Fang, Mizuo Kajino, Arnaud Querel, et al.. A model inter-
comparison of atmospheric 137Cs concentrations from the Fukushima Daiichi Nuclear Power Plant
accident, phase III: Simulation with an identical source term and meteorological field at 1-km resolu-
tion. Atmospheric Environment, 2020, 7, pp.100086. �10.1016/j.aeaoa.2020.100086�. �hal-03070582�

https://hal.science/hal-03070582
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


ATMOSPHERIC ENVIRONMENT: X 7 (2020) 100086

Contents lists available at ScienceDirect

Atmospheric Environment: X

journal homepage: http://www.joumals.elsevier.com/atmospheric-environment-x

-1 oiy

A model intercomparison of atmospheric Cs concentrations from the 
Fukushima Daiichi Nuclear Power Plant accident, phase III: Simulation 
with an identical source term and meteorological field at 1-km resolution

Check for 
updates

Yousuke Satoa’*, Tsuyoshi Thomas Sekiyamab, Sheng Fangc, Mizuo Kajinob, Arnaud Quereld, 
Denis Quélod, Hiroaki Kondoe, Hiroaki Teradaf, Masanao Kadowakif, Masayuki Takigawag, 
Yu Morinoh, Junya Uchidah, Daisuke Gotoh, Hiromi Yamazawai
a Faculty of Science, Hokkaido University, Sapporo, Hokkaido, Japan 
b Meteorological Research Institute, Tsukuba, Ibaraki, Japan
c Institute of Nuclear and New Energy Technology, Tsinghua University, Beijing, China 
d Institut de Radioprotection et de Sûrete Nucléaire (IRSN), Fontenay-aux-Roses Cedex, France 
e National Institute of Advanced Industrial Science and Technology, Tsukuba, Japan 
f Japan Atomic Energy Agency, Naka-Gun, Ibaraki, Japan
g Japan Agency for Marine-Earth Science and Technology, Yokohama, Kanagawa, Japan 
h National Institute for Environmental Studies, Tsukuba, Ibaraki, Japan
i Department of Applied Energy, Graduate School of Engineering, Nagoya University, Nagoya, Aichi, Japan

ARTICLE INFO ABSTRACT

Keywords:
Model intercomparison project for 
atmospheric137Cs 
Atmospheric dispersion model 
Radionuclide

The third model intercomparison project (MIP) for investigating the atmospheric behavior of atmospheric 
caesium-137 (137Cs) emitted from Fukushima Daiichi Nuclear Power Plant (FDNPP) (3rd FDNPP-MIP), Japan, in 
March 2011, was conducted. A finer horizontal grid spacing (1 km) was used than in the previous FDNPP-MIP 
(2nd FDNPP-MIP, Sato et al., 2018; 3 km) to evaluate the models’ performance for high-concentration events 
measured near FDNPP. Nine of the models used in the 2nd FDNPP-MIP were also used in the 3rd FDNPP-MIP, 
and all models used identical source terms and meteorological fields. The performance of the models was 
evaluated through a comparison with observational data. Our analyses indicated that most of the observed high 
atmospheric 137Cs concentrations (plumes) were reasonably well simulated by the models, and the good per­
formance of some models improved the performance of the multimodel, highlighting the advantage of using a 
multimodel ensemble. The analyses also confirmed that the use of a finer grid resolution resulted in the mete- 
orological field near FDNPP being better reproduced in the 3rd FDNPP-MIP, and the performance of the models 
was better than that of the 2nd FDNPP MIP. The good representation of the wind field resulted in the reasonable 
simulation of the narrow distribution of high deposition amount to the northwest of FDNPP and the reduction of 
the overestimation in deposition amount over the area to the south of FDNPP compared to the 2nd FDNPP MIP. 
In contrast, the performance of the models in simulating plumes observed over the Nakadori area, the northern 
part of Gunma, and the Tokyo Metropolitan Area (TMA) was slightly worse than in the 2nd FDNPP-MIP.

1. Introduction

Large amounts of radionuclides, including caesium-137 (137Cs), were 
emitted to the atmosphere after the accident at Fukushima Daiichi Nu- 
clear Power Plant (FDNPP) in Japan, which was triggered by an earth- 
quake and seismic sea wave in March 2011. The radionuclides were 
widely dispersed by atmospheric advection and subsequently deposited

over the land and ocean. After the accident, a number of studies inves- 
tigated the behavior of the atmospheric 137Cs through observations (e.g., 
Adachi et al., 2013; Honda et al., 2012; Igarashi et al., 2015; Kaneyasu 
et al., 2012; Moriizumi et al., 2019; Oura et al., 2015; Sanada et al., 
2018; Science Council of Japan, 2014; Terasaka et al., 2016; Tsuruta 
et al., 2014, 2018) and modeling (e.g., Chino et al., 2011; Draxler et al., 
2015; Hu et al., 2014; Kajino et al., 2016; Katata et al., 2012;
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Korsakissok et al., 2013; Mathieu et al., 2018; Morino et al., 2011; Stohl 
et al., 2012; Takemura et al., 2011; Terada et al., 2012; Yasunari et al., 
2011). These studies demonstrated that modeling is a powerful tool for 
understanding the behavior of 137Cs. However, the numerical models 

themselves contained uncertainties originating from various factors, e. 
g., input data, including the meteorological field (Arnold et al., 2015), 
emission inventory (source term) (Li et al., 2019; Morino et al., 2013; 
Nakajima et al., 2017; Saunier et al., 2013), grid resolution (Sekiyama 
et al., 2015), distribution of cloud and precipitation (Saito et al., 2015), 
modeling of the physical processes of the radionuclides (Dacre et al., 
2020; Leadbetter et al., 2015; Morino et al., 2013; Quérel et al., 2015), 
and other factors. Due to these uncertainties, simulated atmospheric 
137Cs typically differed from model to model.

To understand and evaluate inter-model variation, model inter- 
comparison is useful. Several model intercomparison projects (MIPs) 
have been conducted to elucidate the inter-model spread of general 
circulation models (e.g., Eyring et al., 2016; Huneeus et al., 2011; Meehl 
et al., 2000; Myhre et al., 2013; Thibeault et al., 2010), large eddy 
simulation models (e.g., Ackerman et al., 2009; Blossey et al., 2013; 
Bretherton et al., 1999; Stevens et al., 2005; VanZanten et al., 2011), 
chemical transport models (e.g., Bessagnet et al., 2016; Dore et al., 
2015), and others. Draxler et al. (2015) conducted an MIP study of at­
mospheric dispersion models targeting 137Cs emitted from FDNPP. 
Following their MIP study, our group conducted two MIPs (Kitayama 
et al., 2018; Sato et al., 2018). Kitayama et al. (2018) conducted an MIP 
to study the atmospheric 137Cs emitted from FDNPP (the 1st 
FDNPP-MIP) using seven atmospheric dispersion models and high- 
lighted the advantage of a multimodel ensemble for simulating atmo- 
spheric 137Cs activity concentrations (henceforth we just refer to 
"atmospheric 137Cs concentrations") and 137Cs deposition. The advan- 
tage of the multimodel ensemble is "cancel out" of bad performance in 
some models through averaging whole models. Kitayama et al. (2018) 
also reported a large inter-model spread, although the reasons for this 
spread were unclear because each model used different source terms, 
horizontal and vertical grid resolution, domain size, and meteorological 
data. Thus, too many factors were involved to establish the reason for 
the inter-model variation.

Sato et al. (2018) conducted the second MIP for atmospheric 137Cs 

(the 2nd FDNPP-MIP; henceforth referred to as the 2nd MIP) using the 
same meteorological data, the same emission inventory, and the same 
horizontal grid spacing of 3 km to minimize the differences between the 
models as much as possible. They evaluated 12 models by comparing the 
results of each model with both atmospheric 137Cs measurements from 

the suspended particulate matter (SPM) network (Oura et al., 2015) and

aircraft measurements of 137Cs deposition (MEXT, 2011). Although their 
analyses also highlighted the advantages of using a multimodel 
ensemble, they did not evaluate the model performance for 
high-concentration events (henceforth referred to as “plumes”) 
measured at the SPM sites near FDNPP (i.e., the Haramachi, Soma, and 
Shinchi sites; Fig. 1b). This was because the resolution of the model (3 
km) was too coarse to evaluate its validity according to assessments of 
the effective resolution reported by Frehlich and Sharman (2008) and 
Skamarock (2004). Skamarock (2004) and Frehlich and Sharman (2008) 
reported that models cannot simulate phenomena with spatial scales 
smaller than 6-10 times the grid spacing; the distance from FDNPP to 
some of the sites was less than 6-10 times the grid spacing.

To overcome this problem and evaluate models’ performance, an 
MIP with fine grid spacing is required. In this study, we conducted the 
3rd FDNPP-MIP (henceforth referred to as the 3rd MIP) for atmospheric 
137Cs using the same emission inventory as in the 2nd MIP, finer grid 

resolution, and meteorological data with finer grid spacing (1 km) than 
in the 2nd MIP. Based on the results of the models using finer grid res­
olution, we evaluated their performance for simulating the plume 
measured over sites near FDNPP. In addition, the results of a recent 
observational study (Tsuruta et al., 2018) were also used in the 
evaluation.

In this paper, we present an overview of the 3rd MIP and an evalu- 
ation of models’ performance for the plume near FDNPP. We also 
highlight the advancements made in the 3rd MIP relative to the 2nd MIP.

2. Maternai and method

2.1. Participating models and experimental setup

In both the 2nd and 3rd MIPs, of the various radionuclides emitted 
from FDNPP, only 137Cs was targeted (Sato et al., 2018). The nine 
models listed in Table 1 were included in the 3rd MIP, and all of them 
were also included in the 2nd MIP. Except for SCALE, WRF-Chem-J and 
GEARN, the versions of the models used in the 3rd MIP were the same as 
those used in the 2nd MIP. In the time between the two projects, the 
dynamical cores of the GEARN and WRF-Chem-J models were updated 
from WRF version 3.6.1 to WRF version 4.1 and from WRF version 3.6 to 
WRF version 4.1.1, respectively. The SCALE components were updated 
as described in Table 1. The basic information for each model, such as 
resolution, Eulerian/Lagrangian, with/without dynamical core, refer- 
ence, and other parameters are listed in Table 1. As described in Table 1, 
the vertical resolution was different from model to model as in the 2nd 
MIP. Generally speaking, the vertical resolution has large impact on the

Fig. 1. Calculation domain with (a) (shaded) elevation of topography and (circle) location of the AMeDAS observation site, and (b) location of SPM observational 
sites used in (circle) Oura et al. (2015) and (square) Tsuruta et al. (2018). (c) Same as (b), but extended to Fukushima Prefecture. The red crosses in (a), (b), and (c) 
show the location of FDNPP. The names of the regions and observation sites are shown in black characters, and the names of prefectures are shown in grey characters 
in (b). The names of SPM sites discussed in the body of the manuscript are shown in (c). The maps in the figures were constructed using the Grid Analysis and Display 
System (GrADS: Institute for Global Environment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Web version of this article.)
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Table 1
Summary of the participating models and NHM-LETKF used for simulating the 
identical meteorological fields. E and L indicate Eulerian- and Lagrangian-based 
models, respectively. OD and ND indicate models that have their own dynamical 
(OD) core or have no dynamical core (ND), respectively. z, n, and o indicate the 
height coordinate, n-coordinate, and o-coordinate systems.

Model Name Resolution Model top Reference(s)
(E/L*1, OD/
ND*2) Horizontal Vertical*3 (Layer

number)

AIST-MM(E, 1 km Az = 10 ~ 300 5400 m (35) Kondo et al.
OD) m (2001)

ldX(E,ND) 1 km Az = 40 ~ 600 5000 m (17) Mathieu et al.
m (2012)

GEARN(L,OD) 1 km An = 0.003 ~ 100 hPa Terada et al.
0.019/Az = 20 (30)/15000 (2020)
~ 678 m*1 m (43)*1

WRF-Chem-J 1 km Ao = 0.0022 ~ 100 hPa Grell et al.
(E,OD) 0.0073 (49) (2005)

NHM-Chem(E, 1 km Ao = 0.002 ~ 18000 m Kajino et al.
ND) 0.03 (55) (2019a,

2019b)
WRF-CMAQ(E, 1 km Ao = 0.007 ~ 100 hPa Morino et al.

OD) 0.013 (34) (2013)
SCALE*2(E, 1 km Ao = 0.005 ~ 10000 m Kajino et al.

OD) 0.1 (19) (2019a,
Az = 40 ~ 656 20184 m 2019b)
m*2 (58) *2 Nishizawa 

et al. (2015)
Sato et al.
(2015)

WRF-Chem-T 1 km Ao = 0.0026 ~ 100 hPa Hu et al.
(E,OD) 0.0332 (30) (2014)

NICAM(E,OD) 1 km Az = 13.7 ~ 22619 m Satoh et al.
780 m (58) (2014)

Uchida et al. 
(2017)

NHM-LETKF 1 km Az = 40 ~ 656 20200 m Sekiyama and
m (58) Kajino (2020)

*1: GEARN used the n -coordinate system for its dynamical core and the height- 
coordinate system for its dispersion model. *2: SCALE was updated from the 2nd 
MIP to version 5.3.3; the meteorological field was calculated by its dynamical 
core with the z-coordinate system, and the radionuclide processes were calcu­
lated by offline coupling with NHM-Chem (Kajino et al., 2019a, 2019b), which 
uses the o-coordinate system.

results of the atmospheric dispersion models (Wang et al., 2019). This is 
also true in simulated 137Cs especially vertical diffusion of it, and the 
identical vertical resolution should be used to fully understand the 
reason of the uncertainties of the model. However, the vertical coordi­
nate system was also different from model to model, and it is difficult to 
set an identical vertical resolution for all participated models. We should 
examine the uncertainty originated from the difference in the vertical 
grid resolution as a future study.

The meteorological field simulated by the operational weather 
forecast model of the Japan Meteorological Agency (JMA) and the non- 
hydrostatic model (NHM) coupled with an assimilation system based on 
the local ensemble Kalman filter (LETKF) (NHM-LETKF) with a grid 
spacing of 1 km (Sekiyama and Kajino, 2020) was used by all partici- 
pating models. The meteorological field of NHM-LETKF was calculated 
by using the same assimilation system and the same data for the 
assimilation as those in the 2nd MIP whose grid spacing is 3 km 
(Sekiyama et al., 2017). Sekiyama and Kajino (2020) successfully 
increased reproducibility of the wind field by using the fine horizontal 
grid spacing and the fine topography. The detailed descriptions about 
the meteorological data are shown in Sekiyama and Kajino (2020).

The meteorological data were used to set the initial and boundary 
conditions, and nudging data for the models with their own dynamical 
core (OD models), or the data were used directly for dispersion models 
without their own dynamical core (ND models). The source term of 137Cs 
(Katata et al., 2015) was used for all models, as in the 2nd MIP. All 
dispersion models except for GEARN were of the Eulerian type. GEARN

is Lagrangian type dispersion model. In the 2nd MIP, we compared the 
performance of Eulerian type and that of Lagrangian type models and 
found no significant difference between the types. Such a comparison 
was not made because the number of Lagrangian type model was just 
one in the 3rd MIP. The calculation domain is shown in Fig. 1, with all 
models employing the same grid interval of 1 km (typically, 360 x 375 
horizontal grid), although the vertical grid spacing was not common. 
The calculation period was from 00 UTC on 11 March 2011 to 00 UTC on 
24 March 2011. The model results were output every hour.

In the 2nd MIP, Sato et al. (2018) evaluated the multimodel 
ensemble calculated by a weighting method and highlighted the 
advantage of using a score-weighted multimodel ensemble. Goto et al. 
(2020) evaluated the method used to calculate the multimodel 
ensemble. However, even if we selected the multimodel ensemble with 
equal weight, the performance of multimodel ensemble was better than 
most of the models in the 2nd MIP, and the multimodel ensemble with 
equal weight is sufficient to show the advantage of the multimodel 
ensemble. Thus, we used a multimodel ensemble with equal weights for 
all models because the main purpose of this study was to provide an 
overview of the 3rd MIP.

2.2. Sélection of the source term

In this study, we used the source term of Katata et al. (2015) as in the 
2nd MIP. Several previous studies proposed other source terms and 
discussed the uncertainties of the source term (e.g., Aoyama et al., 2016; 
Buesseler et al., 2017; Maki, 2015; Stohl et al., 2012; Terada et al., 
2020). The source term estimated by each study differs from each other, 
and therefore, the source term is one of the largest factors of the un- 
certainties as well as the grid resolution and the meteorological field. 
Further efforts to improve the source term are required. However, our 
studies (the 2nd and the 3rd MIP) target on model’s internal elements 
responsible for the uncertainties of the simulated 137Cs (e.g., the phys- 
ical process of 137Cs such as dry deposition and wet deposition). Since 
the source term is one of the external elements, the selection of the 
source term is the out of scope of this study. Thus, we used same source 
term of Katata et al. (2015) as in the 2nd MIP study.

2.3. Observational data

To evaluate the models, this study used observational data for sur­
face wind fields measured by the Automated Meteorological Data 
Acquisition System (AMeDAS) operated by the JMA, 137Cs deposition 

obtained from aircraft measurements (MEXT, 2011), and atmospheric 
137Cs measurements made at 99 SPM sites (Oura et al., 2015). These data 

were also used in the 2nd MIP (Sato et al., 2018). In addition, obser­
vational data from two SPM measurement sites (Tsuruta et al., 2018) 
and wind fields measured at FDNPP by Tokyo Electric Power Company 
Holdings (TEPCO) were also used. Tsuruta et al. (2018) measured at­
mospheric 137Cs concentrations at Futaba and Naraha, which are 3.2 km 
to the northwest and 17.5 km to the south of FDNPP, respectively. The 
Futaba site was too close to use in the evaluation of the model, so those 
data were not used. The location of the observational sites used by Oura 
et al. (2015), Tsuruta et al. (2018), and FDNPP are shown as black cir- 
cles, black squares, and red crosses, respectively, in Fig. 1b. Hourly 
observational data were used. The AMeDAS wind field data were aver- 
aged over the previous hour based on values recorded every 10 min.

2.4. Evaluation

The performance of each model and the multimodel ensemble was 
evaluated using the same scores as those used by Sato et al. (2018) to 
show the advances made in the 3rd MIP compared to the 2nd MIP. The 
scores were named RANK and RANK2 for the cumulative deposition and 
atmospheric concentration of 137Cs, respectively. The RANK and RANK2 
scores were created by combining several scores to evaluate atmospheric
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dispersion models (Sato et al., 2018). The définitions of RANK and 
RANK2 were as follows:

RANK = CC2 + (1 - IFB/21) + FMS/100 + (1 - KSP/100), (1)

RANK2 = FA2/100 + CAPTURE/100 + F x (1-OVER/100), (2)

where CC, FB, FMS, KSP, FA2, CAPTURE, and OVER are correlation 
coefficient, fractional bias, figure of merit in space, Kolmogor- 
ov-Smirnov parameter, factor 2, capture rate, and overestimate rate, 
respectively. F is 0 when OVER is 0; otherwise F is 1. The detailed 
definition of each score is shown in supplementary material and Sato 
et al. (2018). In addition to the evaluation based on the 137Cs concen­
trations, the wind field was evaluated using a Taylor diagram (Taylor, 
2001).

In Section 3.1, the evaluations for the whole calculation period and 
the whole calculation domain are explained to enable an overview of the 
results of the models used in the 3rd MIP. Next, in Section 3.2, the 
performance of the models for the plumes observed near FDNPP (e.g., 
Hamadori; Fig. 1b) was evaluated, as no evaluation of these plumes was 
conducted by Sato et al. (2018). The newly evaluated plumes were 
plumes 1, 5, and 6 (P1, P5, and P6 as defined by Tsuruta et al., 2014). 
The performance of the models for other plumes was also evaluated and 
compared with that in the 2nd MIP. The recorded occurrences of P1, P5, 
and P6 were “12 March 08 Japan Standard Time (JST) to 13 March 05 
JST,” “18 March 04 JST to 18 March 23 JST,” and “19 March 09 JST to 
20 March 04 JST,” respectively. The details of the plumes were 
described in Tsuruta et al. (2014). The target analysis area for the three 
plumes was “37.3oN~38.0oN, 140.5oE~141.0oE,” which covers the 
Hamadori area. The target analysis areas for other plumes were the same 
as in the 2nd MIP (P2, P3, P4, P7, P8, and P9), as shown in Table 3 of 
Sato et al. (2018). Plume area was defined as the grid for which the 
surface atmospheric 137Cs concentration exceeded 10 Bq m-3, which is 
10 times larger than that of the lower limit of the observation by SPM 
with confidence (Oura et al., 2015).

Because the grid points of the models were not always defined at the 
same point in the observation site, the model values subjected to the 
comparison were calculated as follows. First, we determined a model’s 
grid point for which the latitude and longitude were nearest to those of 
the observation site. Next, the model concentration value being 
compared was calculated as the average of 3 x 3 grids with the nearest 
grid at the center, as in Sato et al. (2018).

3. Results

3.1. Evaluation of the whole calculation domain during the whole 
calculation period

We evaluated the averaged model performance during the whole 
calculation period and over the whole calculation domain to provide an 
overview of the results of the 3rd MIP. Fig. 2 shows the cumulative 
deposition of 137Cs observed by aircraft measurement (Fig. 2a) and that 

simulated by the multimodel ensemble accumulated from 00 UTC on 11 
March to 00 UTC on 24 March (Fig. 2b). The results of each model are 
shown in the appendix (Fig. S1). The results of the multimodel ensemble 
used in the 2nd MIP accumulated from 11 March to 00 UTC on 24 March 
are also shown in Fig. 2c. The observed cumulative deposition was 
measured from June to November 2011, which was different from the 
calculation period. However, the deposition of 137Cs in March after the 

calculation period (i.e., from 00 UTC on 11 March to 00 UTC on 24 
March 2011) was low based on the analyses of the 2nd MIP (Sato et al., 
2018), and deposition in April to June was also low (Morino et al., 
2013). Thus, the comparison between the aircraft measurements and the 
simulated results was acceptable.

Compared with the results of the 2nd MIP, the models simulated the 
narrow distribution of high deposition (i.e., exceeding 105 Bq m-2) to the 
northwest of FDNPP reasonably well. In addition, the overestimation 
over the area to the south of FDNPP was considerably reduced. These 
two improvements probably originated from the use of a finer grid 
resolution in the 3rd MIP. The large horizontal diffusion obtained using 
the coarse grid resolution in the previous study resulted in a broader 
distribution of atmospheric 137Cs and hence a wider distribution of 
deposition. This was one of the improvements over the 2nd MIP made in 
this study. Despite these improvements, the overestimation over the 
northern part of the Tokyo Metropolitan Area (TMA) and the un- 
derestimations over the Nakadori area and the northern part of Gunma 
and Tochigi Prefectures were either not improved or were even worse 
than in the 2nd MIP. These results imply that the finer grid resolution in 
both the meteorological and dispersion simulations did not necessarily 
improve deposition patterns over areas more than several tens of kilo- 
meters from the source, although the finer representation of topography 
significantly improved the representation of the plume around FDNPP, 
as we discuss later.

The RANK score of the multimodel ensemble was 2.72, which was 
worse than that in the 2nd MIP (3.21), and most of the models had the 
same trend (Appendix, Table S1). From these results, we can conclude 
that the performance of the models in the 3rd MIP was poor relative to 
that of the models in the 2nd MIP with respect to the cumulative 
deposition in the whole calculation domain. This reduced performance 
mainly originated from the poor representation of deposition over the

Fig. 2. Geographical distribution of the cumulative deposition of 137Cs (a) observed by aircraft measurement, (b) created from the results of the multimodel 
ensemble in this study, and (c) created from the results of the multimodel ensemble in the 2nd MIP (Sato et al., 2018). The maps in the figures were constructed using 
the Grid Analysis and Display System (GrADS: Institute for Global Environment and Society (IGES), 1989).
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area far from FDNPP i.e. TMA.
Although the performance in terms of the cumulative déposition in 

the 3rd MIP was worse, models that perform well for cumulative 
deposition do not always perform well in terms of atmospheric con­
centration, and vice versa (Draxler et al., 2015). Therefore, we next 
evaluated the performance of the models in terms of atmospheric con­
centrations. Fig. 3a shows a composite of the temporal evolution of the 
atmospheric 137Cs concentrations normalized by the observed values at 
99 SPM sites (Oura et al., 2015) during the whole period of the simu­
lation. The temporal evolution of the plumes was well simulated, and 
the timing of the plume arrival simulated by the models was a few hours 
later than the observation in the 3rd MIP as in the 2nd MIP. The timing 
and concentrations at Naraha station were successfully simulated 
(Fig. 3b). The delay of the plume arrival at most of the stations was seen 
in both Fukushima area and TMA. As well as the time delay, we should 
note that the simulated 137Cs maintained high concentration level after 
the plume arrival, although observed 137Cs reduced after the plume 
arrival. These trends were similar to the results of the 2nd MIP, and 
therefore, we speculate that these trends were originated from the un- 
certainties in source term. Thus, the further improvement of the source 
term is required. In spite of the delay of the plume arrival, we can 
conclude that the models in the 3rd MIP successfully simulated the 
plume arrival for SPM sites as in the 2nd MIP.

3.2. Evaluation for plumes near FDNPP

The successful simulation of the temporal evolution of atmospheric 
137Cs concentrations encouraged us to evaluate the models’ perfor­

mance for each plume. In this study, we first focused on the plumes 
observed near FDNPP, i.e., P1, P5, and P6. The evaluation of these 
plumes was itself one of the advances from the 2nd MIP.

No precipitation was observed during the period when these plumes 
passed over the Hamadori area, where they were observed. Therefore, 
any contribution of wet deposition to a reduction in the atmospheric 
137Cs concentrations during the passage of the plumes can be ignored. 

The RANK2 scores of the multimodel ensemble were 1.42, 1.10, and 
1.76 for P1, P5, and P6, respectively (Table 2). A breakdown of the 
RANK2 scores is provided in the Appendix (Table S2). It should be noted 
that although the RANK2 scores of the multimodel ensemble for all these

Table 2
RANK2 scores for Plume 1, Plume 5, and Plume 6.

Model Plume 1 Plume 5 Plume 6

AIST-MM 0.57 0.41 1.12
ldX 0.51 0.13 1.17
GEARN 0.91 1.38 0.48
WRF-Chem-J 0.31 0.74 0.69
NHM-Chem 0.0 0.31 0.0
WRF-CMAQ 0.0 0.0 0.0
SCALE 1.79 0.0 1.77
WRF-Chem-T 0.94 0.12 0.0
NICAM 0.41 0.13 0.0
Ensemble Mean 1.42 1.10 1.76

plumes exceeded 1.00, the RANK2 score of some models was 0.0 because 
these models completely missed the plume. This tendency was clearest 
in P6. For P6, four models completely missed the plume, but its RANK2 
score in the multimodel ensemble was the highest of the three plumes. 
The high RANK2 score of the multimodel ensemble was achieved by the 
reasonable simulation of the 137Cs concentrations by some other models. 
These results indicate that error of most of the models was cancelled out 
through averaging, and the results imply that the multimodel ensemble 
had an advantage over the individual models in simulating plumes.

To understand the reason for the differences in performance among 
the models, the geographical distribution of atmospheric 137Cs con­
centrations simulated by each model is useful. Fig. 4 shows the 
geographical distribution of atmospheric 137Cs concentrations and the 

wind field at 11 JST on 19 March 2011 (P6), obtained from the multi­
model ensemble. The SCALE and NHM-Chem results are also shown in 
Fig. 4 and are representative of models with high and low RANK2 scores, 
respectively. In the SCALE results, a line of discontinuity in wind di­
rection, which corresponds to a local frontal structure, was simulated 
over the western part of the Hamadori area, i.e., the eastern edge of the 
Abukuma Plateau (Fig. 5c). An area with high 137Cs concentrations was 

simulated to the east of the line, including the SPM sites in the Hamadori 
area, where high concentrations were observed. In contrast, in the NHM- 
Chem results, the line of the wind direction discontinuity was simulated 
as being over the coastline, i.e., the local front was simulated more to the 
east by NHM-Chem than by SCALE. The 137Cs was sourced from the 
eastern side of the local front, and the discharged 137Cs could not be

Fig. 3. Temporal evolution of atmospheric 137Cs concentrations, normalized by the observed values averaged during the entire calculation time and averaged over 
(a) the SPM site used by Oura et al. (2015) in the calculation domain and (b) the Naraha SPM sites used by Tsuruta et al. (2018). Time (t) = 0 is the time point when a 
high 137Cs concentration event (>100 Bq m-3) was observed. The red, blue, and black lines show the observed values, model ensemble means, and medians of the 
models, respectively. The thick and thin grey bars indicate the range of the 25th to 75th percentiles and the minimum to maximum, respectively. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the Web version of this article.)
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Fig. 4. (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 11 JST on 19 March 2011 simulated by (a) the multimodel 
ensemble, (b) SCALE, and (c) NHM-Chem. The circles and squares show the atmospheric 137Cs concentrations measured at the SPM sites used by Oura et al. (2015) 
and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the locations of FDNPP and the surface wind field observed by AMeDAS and 
TEPCO, respectively. The arrows below each figure show the scale of wind velocity. The maps in the figures were constructed using the Grid Analysis and Display 
System (GrADS: Institute for Global Environment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred 
to the Web version of this article.)

Fig. 5. (a, b) (Shade) Geographical distribution of 137Cs and (grey arrow) the wind field at a height of 10 m at 19 JST on 20 March 2011 simulated by (a) the 
multimodel ensemble used in this study, and (b) the multimodel ensemble used in the 2nd MIP (Sato et al., 2018), and the elevation of the orography used by 
NHM-LETKF in (c) this study and (d) in the 2nd MIP (Sato et al., 2018). The circles and squares in (a) and (b) show the atmospheric 137Cs concentrations measured at 
the SPM sites used by Oura et al. (2015) and Tsuruta et al. (2018), respectively. The open triangle and black arrows in (a) show the location of FDNPP and surface 
wind field observed by AMeDAS and TEPCO, respectively. The arrows below (a) and (b) show the scale of wind velocity. The white circles in (a) and (b) show the area 
discussed in the body of the manuscript. The maps in the figures were constructed using the Grid Analysis and Display System (GrADS: Institute for Global Envi­
ronment and Society (IGES), 1989). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.)

transported across the front; hence, the plume did not reach the Ham- 
adori area in the NHM-Chem simulation.

The AMeDAS data over the Hamadori area were not available due to 
the power failure that resulted from the earthquake. However, the 
AMeDAS observation data at the Soma and Iitate sites indicate that the 
wind directions at the two sites were opposite each other. This is evi- 
dence of the existence of a local frontal structure, which was seen in the 
SCALE simulation results over the eastern edge of the Abukuma Plateau. 
The location of the frontal system differed, even though all models used

identical meteorological data. These differences originated from differ- 
ences in the nudging method, vertical resolution, and other factors. 
These results indicate that the models that performed well reasonably 
reproduced the wind field, i.e., the location of the frontal line over the 
Hamadori area.

Of all the models, only SCALE clearly reproduced the location of the 
local frontal structure. Consequently, the RANK2 score of SCALE was 
better than those of the other models. The RANK2 scores of the models 
were mostly <1.00 for P6; however, the RANK2 score of the ensemble
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mean was good (RANK2 = 1.76) due to the performance of SCALE 
(RANK2 = 1.77) and the other acceptable models (RANK2 = 1.12 to 
1.17). This means that the improvement in the RANK2 score of the 
multimodel ensemble was mostly due to the good performance of 
SCALE. This improvement is a good example of the advantages of using a 
multimodel ensemble.

Differences in the position of the frontal line between the models 
with high and low RANK2 scores were also apparent during the P1 event 
(Fig. S3). It was difficult to validate our simulation results because 
meteorological data were not obtained due to the power failure, and no 
AMeDAS data were available for the Hamadori area, including the Soma 
and Iitate sites, during the P1 period. In general, the location of frontal 
lines strongly affects atmospheric dispersion fields. Based on the good 
RANK2 scores, it is considered likely that atmospheric 137Cs transport in 

the P1 event was simulated reasonably well, as indicated by the 
acceptable wind field simulated by the better-performing models. 
Similarly, reasonable simulation of the wind field was also important for 
P5, as discussed in the supporting information (S1 and Fig. S3).

Based on the results reported in this section, we conclude that the 
wind field, including the location of the local front around the edge of 
the plateau, must be reproduced for reasonable simulation of P1, P5, and 
P6, which were measured near FDNPP. This conclusion of the 3rd MIP 
implies that representation of a local front is critical in simulating the 
atmospheric transport of radionuclides emitted from a nuclear facility 
located on the coast in the vicinity of highlands or mountainous areas. In 
Japan, these geographical features are common in areas near nuclear 
power plants.

3.3. Evaluation of the plumes observed in the Nakadori area

We evaluated the models’ performance for the plumes observed over

the Nakadori area (Fig. 1b), which is farther from FDNPP than is 
Hamadori, to show the differences between the 3rd MIP and the 2nd 
MIP. The plumes observed in this area were P3 and P8.

The RANK2 scores for the 2nd and 3rd MIPs are tabulated in Table 3. 
For P8, the RANK2 scores of about half of the models were higher in the 
3rd MIP than in the 2nd MIP, while the other half of the models had 
lower scores in the 3rd MIP than in the 2nd MIP. Despite these results, 
the RANK2 score of the model for P8 in the 3rd MIP was 1.87, which was 
better than that in the 2nd MIP (1.57), as shown in Table 3. This result 
also shows the advantage of the multimodel ensemble. As we discussed 
with respect to the 2nd MIP (Sato et al., 2018), the 137Cs in P8 was 
emitted from FDNPP around mid-day on 20 March (11:25 on 20 March; 
Katata et al., 2015). The emitted 137Cs was first transported north- 
westward by a southeast wind. After being transported northwestward 
to Nakadori, the 137Cs plume was advected to the southwest by a 
northeast wind, causing the high 137Cs concentration measured over the 
Nakadori area. The geographical distribution of 137Cs and the wind field 
near the surface simulated by the multimodel ensemble are shown in 
Fig. 5. The northeast wind through the Nakadori area is shown as the 
area enclosed within the white circle; the 137Cs migration to the 
southwest due to the northeast wind was clearly reproduced by the 3rd 
MIP model ensemble (Fig. 5a). On the other hand, in the multimodel 
ensemble of the 2nd MIP, the northeast wind was not apparent, and the 
137Cs stagnated around the northern part of Fukushima Prefecture 
(Fig. 5b). These results indicate that the wind field was simulated more 
reasonably in the 3rd MIP than in the 2nd MIP. Additionally, Taylor 
(2001) produced a diagram that, with respect to the wind field, indi- 
cated that most models and the multimodel ensemble in the 3rd MIP had 
a smaller bias than did the 2nd MIP (Fig. 6). This comparison, based on 
the diagram, revealed a better reproduction of the wind field in the 3rd 
MIP than that in the 2nd MIP, implying that the atmospheric dispersion

Table 3
RANK2 scores for Plume 2, Plume 3, Plume 7, Plume 8, and Plume 9. The RANK2 scores of the 2nd MIP (Sato et al., 
2018) are also shown. “-“ means that the model did not participate in the 3rd MIP. The red and blue characters 
mean that the performance of the model in the 3rd MIP was better and worse than the 2nd MIP respectively.

P2 P3 P4 P7 P8 P9

Model 2nd 3rd 2nd 3rd 2nd 3rd 2nd 3rd 2nd 3rd 2nd 3rd

AIST-MM 0.93 1.25 0.12 0.00 1.07 0.39 1.08 0.00 0.81 1.13 0.00 1.01

PELLO 1.16 - 0.64 - 1.40 - 0.76 - 1.25 - 0.15 -

HIRAT 1.50 - 0.48 - 0.00 - 0.70 - 1.43 - 0.00 -

ldX 1.21 0.01 0.09 0.00 0.52 0.00 0.01 0.40 1.51 1.38 0.00 0.10

GEARN 1.31 1.40 0.34 0.00 1.31 0.00 0.79 0.79 1.71 1.56 0.35 0.18

WRF-Chem-J 1.45 0.89 0.58 0.16 0.00 0.50 0.90 0.81 1.42 1.67 0.00 0.06

NHM-Chem 0.92 1.28 0.37 0.18 1.72 0.00 0.45 0.08 1.64 2.00 0.00 0.14

WRF-CMAQ 1.12 1.54 1.15 0.00 0.00 0.00 1.04 0.67 1.88 1.12 0.00 0.76

SCALE 1.06 1.17 0.50 0.26 0.00 0.00 0.00 0.00 1.18 0.45 0.00 0.00

Polyphemus 0.72 - 1.35 - 0.00 - 0.00 - 1.18 - 0.00 -

WRF-Chem-T 1.52 1.28 0.25 0.03 0.00 0.00 0.00 0.67 2.15 2.01 1.37 1.12

NICAM 0.93 1.28 0.58 0.13 0.00 0.00 0.79 0.48 1.02 1.41 0.05 0.08

Ensemble Mean 1.61 1.36 1.07 0.00 1.24 0.76 0.78 0.55 1.57 1.87 0.14 0.29
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Red: 3rd MIP (This study)
Black: 2nd MIP (Sato et al. 2018) 
+: AIST-MM 

O; GEARN 

• : WRF-Chem-J 

□ : NHM-Chem and ldX 

WRF-CMAQ 

SCALE 
0: WRF-Chem-T 
A: NIC AM 
▲ : Ensemble

Fig. 6. Taylor diagram (Taylor, 2001) for the 
wind field of (plus) AIST-MM, (open circle) 
GEARN, (closed circle) WRF-Chem-J, (open 
square) NHM-Chem, (closed square), 
WRF-CMAQ, (cross) SCALE, (diamond) 
WRF-Chem-T, (open triangle) NICAM, and 
(closed triangle) the multimodel ensemble, dur- 
ing the plume 8 period in the Hamadori and 
Nakadori areas. Black and red symbols indicate 
the results of the 2nd MIP (Sato et al., 2018) and 
the 3rd MIP, respectively. Blue cross indicates the 
observed result. To create the diagram, all avail- 
able AMeDAS data over the target area and dur- 
ing the P8 target period were used. (For 
interpretation of the references to colour in this 
figure legend, the reader is referred to the Web 
version of this article.)

of 137Cs was more reasonable in the present study than in the previous 

one. Some models performed worse in the 3rd MIP. For example, the 
relatively poor performance of WRF-Chem-J originated from the 
nudging method. In the 2nd MIP, WRF-Chem-J used AMeDAS data for 
nudging as well as the meteorological field of NHM-LETKF. On the other 
hand, AMeDAS data were not used in the 3rd MIP. However, the per­
formance of most models with respect to the wind field was improved 
from the 2nd MIP. From these results, it was concluded that the lower 
RANK2 score of the 2nd MIP originated from the poor representation of 
the northeast wind passing through the Nakadori area. Improvement of 
the wind field using a fine grid resolution contributed to the improved 
performance of the models in the 3rd MIP. The reasonable simulation of 
the wind field in the 3rd MIP originated from better expression of the 
topography, as discussed in Sekiyama and Kajino (2020). The Nakadori 
area corresponds to the Fukushima and Koriyama basins, which are 
located between the Abukuma Plateau to the east and the Oou mountain 
range to the west, and the northeast wind was a valley breeze passing 
through the Nakadori area. Expression of the mountain using a fine grid 
resolution (Fig. 5c) allowed the valley breeze to be better simulated than 
was possible using a coarse grid resolution (Fig. 5d).

In addition, we revisited the issues discussed in our previous study 
(Sato et al., 2018), where we indicated that a lower deposition rate 
during transport from FDNPP to the Nakadori area is required to 
reproduce P8. We now consider that this remark should be modified. In 
the 2nd MIP, the northeast wind was not clearly reproduced, as dis­
cussed above, and atmospheric 137Cs tended to stagnate around the 
northern part of the Nakadori area. Due to this stagnation, the 137Cs 

concentration in the northern part of Fukushima Prefecture was small in 
the 2nd MIP. In this case, the presumed stagnation led to depletion of 
137Cs through deposition in the northern part of Fukushima Prefecture. 

In contrast, in the 3rd MIP, the northeast wind, which was captured by 
the AMeDAS surface wind observation depicted in Fig. 5a, was well 
reproduced, and 137Cs was advected to the Nakadori area with little 
deposition. Thus, low deposition is not a necessary condition for the 
reasonable simulation of P8.

In contrast to the model performance for P8, the performance for P3 
was much worse in this study than in the 2nd MIP (Table 3). As we 
discussed in the 2nd MIP report (see the Supporting Information S2.1 of 
Sato et al. (2018)), the 137Cs in P3 was transported to the Nakadori area 
as follows. The 137Cs emitted from FDNPP on the morning of 15 March 
(from 06 JST to 12 JST on 15 March, Katata et al., 2015) was first 
transported southwest by a northeast wind. Around noon on 15 March, 
the wind direction changed to a southeast wind. The southeast wind

transported the 137Cs to the Nakadori area, and P3 reached the Nakadori 

area. Sato et al. (2018) reported that the model performance was not 
good for P3 due to a delay in the change in the wind direction in the 2nd 
MIP. Such a delay was also seen in the 3rd MIP (figure not shown) and 
was very significant in terms of the poor performance of the model. 
Although the delay was seen in both the 2nd and 3rd MIPs, the score was 
much worse in the 3rd MIP.

The geographical distributions of atmospheric 137Cs and the wind 

field shown in Fig. 7 also help to explain the poorer performance in the 
3rd MIP. As can be seen from Fig. 7, the differences in the wind field and 
plume location between the results of the 2nd and those of the 3rd MIPs 
were small, but the area with a large 137Cs concentration (i.e., exceeding 
10 Bq m-3) was smaller in the 3rd MIP than in the 2nd MIP. The dif- 
ference in the 137Cs distribution originated from differences in hori­
zontal diffusion. As discussed in Section 3.1., a coarse horizontal grid 
spacing typically generates large horizontal diffusion, resulting in a wide 
distribution of a tracer. The smaller horizontal diffusion in the 3rd MIP 
resulted in a narrower plume area. In contrast, the greater diffusion in 
the 2nd MIP due to the coarse horizontal grid resolution resulted in a 
wider plume area. In addition to the large diffusion that originated due 
to the coarse grid resolution, some models with large diffusion (i.e., 
Polyphemus and HIRAT-LPRM, see Table 1 of Sato et al., 2018 for the 
details of the models) were included in the 2nd MIP model ensemble. 
The area with high 137Cs concentration as simulated by these models 
was significantly wider than that simulated by the other models. Such 
models also contributed to the wider area with a large 137Cs in the 2nd 
MIP. Due to the wider area with a large 137Cs concentration in the 2nd 

MIP, the northern edge of the plume area in the 2nd MIP reached the 
Nakadori area (Fig. 7b), so the performance was considered better in the 
2nd MIP than in the 3rd MIP. A better score for models with large 
diffusion was also reported by the European Tracer Experiment (ETEX: 
Graziani et al., 1998), and it is therefore important to pay attention to 
the impact of horizontal diffusion on statistical scores.

3.4. Plume observed over the Tokyo Metropolitan Area (TMA)

We evaluated the models’ performance for the plumes observed over 
the TMA (i.e., P2, P4, P7, and P9), where the distance from FDNPP is 
much greater than that of the Nakadori and Hamadori areas. For P2, 
two-thirds of the models improved their performance based on the 
RANK2 scores (Table 3) when using meteorological data with a fine grid 
resolution. Despite the improvement in some models for P2, the RANK2 
scores of all models were worse for P4, and most of the models (except
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Fig. 7. Same as Fig. 5a and 5b but for 14 JST on 15 March 2011.

two) performed poorly for P7. The RANK2 scores for P9 in both the 2nd 
and 3rd MIPs were low, and the improvement in P9 from the 2nd to the 
3rd MIP was considered insignificant. Due to the poorer scores of each 
model, the RANK2 scores of the multimodel ensemble for the plumes 
observed over the TMA were lower in the 3rd MIP than in the 2nd MIP 
(Table 3). As discussed by Sekiyama and Kajino (2020), the drop in 
performance was because of the poorer representation of the wind field 
over TMA in the meteorological data with a 1-km grid resolution than 
would be possible with a 3-km grid resolution. The overall reason for the 
worse performance was not clarified other than to note that a few of the 
models with better performance in the 2nd MIP were absent from the 
3rd MIP ensemble. A further investigation of the reason for the poor 
representation of the wind field and poorer model performance for the 
plumes will be the focus of a future study.

As well as the investigation of the poor performance of the model, the 
improvement of the meteorological fields is also important for reason- 
able simulation of the plumes. The advance in the data assimilation is 
also required for calculating the better meteorological field. This is also a 
topic of our future study.

However, we can provide several suggestions for future modelers 
based on the analyses conducted in this study.

• In the vicinity of FDNPP, meteorological field and atmospheric 
dispersion calculations with a fine (1 km or less) grid resolution are 
needed to evaluate and investigate the atmospheric behavior of at- 
mospheric 137Cs.

• The use of meteorological data with a fine grid resolution does not 
always improve the performance of a model compared to the use of a 
coarser resolution, especially for areas distant from the source.

4. Conclusion

In this study, a new model intercomparison targeting the atmo- 
spheric 137Cs emitted from FDNPP in March 2011 (3rd MIP) was con- 
ducted using the same meteorological field (Sekiyama and Kajino, 2020) 
and emission inventory (Katata et al., 2015). Nine models that were 
included in the 2nd MIP were also used in the 3rd MIP. One advance in 
the 3rd MIP compared to the 2nd MIP was the use of a finer horizontal 
grid spacing (2 km finer than that of the 2nd MIP (3 km). The finer grid 
spacing enabled us to evaluate the models’ performance for the plumes 
observed near FDNPP, i.e., the Hamadori area. In addition, we used data 
for the Futaba and Naraha SPM sites (Tsuruta et al., 2018), which are 
near FDNPP, for the evaluation of the models.

The analyses indicated that the participating models simulated the 
temporal evolution of atmospheric 137Cs concentration measured at 

SPM sites well, with a few hours delay, as was also observed in the re- 
sults of the 2nd MIP. The evaluation of the models’ performance for the

P1, P5, and P6 plumes observed over the Hamadori area (Tsuruta et al., 
2014) was first conducted through a comparison of the results of the 
models with observational data. The analyses indicated that the model 
with the best performance (SCALE) simulated a local front observed as a 
discontinuity line in the wind direction over the Hamadori area 
reasonably well. Due to this better simulation of the wind field by 
SCALE, the 137Cs plume transported from FDNPP to the Hamadori area 

was reasonably well represented by the multimodel ensemble in the 3rd 
MIP.

Our analyses also confirmed that the models in the 3rd MIP simu- 
lated P8, which was observed over the Nakadori area (Tsuruta et al., 
2014), more successfully than did those in the 2nd MIP. The improved 
performance originated from an increase in the reproducibility of the 
northeast wind that passed through the Nakadori area, which was 
probably due to the high-resolution terrain in the models. The overall 
performance of the multimodel ensemble was better than the individual 
performance of each model.

Our analyses also indicated that the models’ performance in terms of 
the cumulative deposition and the atmospheric concentration of plumes 
observed at sites far from FDNPP (TMA) was worse than those of the 2nd 
MIP. This indicates that a finer grid resolution does not always improve 
the performance of a model, although a simulation with a finer grid 
resolution was necessary to accurately simulate the plumes observed 
near FDNPP and evaluate the models used to simulate the plumes.
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