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Abstract—Integrating large intelligent reflecting surfaces (IRS)
into millimeter-wave (mmWave) massive multi-input-multi-ouput
(MIMO) has been a promising approach for improved coverage
and throughput. Most existing work assumes the ideal channel
estimation, which can be challenging due to the high-dimensional
cascaded MIMO channels and passive reflecting elements. There-
fore, this paper proposes a deep denoising neural network assisted
compressive channel estimation for mmWave IRS systems to
reduce the training overhead. Specifically, we first introduce a
hybrid passive/active IRS architecture, where very few receive
chains are employed to estimate the uplink user-to-IRS channels.
At the channel training stage, only a small proportion of elements
will be successively activated to sound the partial channels. More-
over, the complete channel matrix can be reconstructed from the
limited measurements based on compressive sensing, whereby the
common sparsity of angular domain mmWave MIMO channels
among different subcarriers is leveraged for improved accuracy.
Besides, a complex-valued denoising convolution neural network
(CV-DnCNN) is further proposed for enhanced performance.
Simulation results demonstrate the superiority of the proposed
solution over state-of-the-art solutions.

Index Terms— Machine learning, deep learning, compressive
sensing, millimeter-wave massive MIMO, channel estimation,
intelligent reflecting surfaces

I. INTRODUCTION

Millimeter-wave (mmWave) massive multiple-input

multiple-output (MIMO) system with intelligent reflecting

surfaces (IRS) is envisioned to be a promising technology for

future beyond 5G/6G wireless communication networks to

substantially improve the link quality and reduce the blockage

probability [1], [2]. IRS is a kind of near-passive array whose

elements are able to attach independently controllable phase

shifts to the incident electromagnetic waves [3]. With very

few radio frequency (RF) chains connected and massive

near-passive elements, adopting IRS would be an energy-

saving and low-cost solution. Leveraging the controllable

reflection property of large IRS with passive elements, the

mmWave massive MIMO base stations (BS) can serve the

user equipments (UEs) whose direct links from the BS

are completely blocked by obstacles, so that the effective

coverage of mmWave cellular networks can be enhanced by

some sophisticated beamforming techniques [1], [2], [4].

However, these substantial performance enhancements ben-

efited from IRS rely on perfect channel state information
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(CSI), and the accurate channel estimation with reduced over-

head still remains a challenge for IRS with a large number

of passive elements. On the one hand, the cascaded MIMO

channel between the BS and UE via IRS can be extremely

high-dimensional. On the other hand, the passive feature of

IRS makes it rather difficult to respectively estimate IRS-

UE and IRS-BS channels. Prior work mainly focuses on the

design of reflection matrix by assuming the BS and IRS to

perfectly know the CSI [4]–[6], whose estimation remains a

challenge. Against this background, several channel estimation

approaches have been proposed in [7]–[11]. In [7], by assum-

ing an element-by-element ON/OFF-based reflection pattern,

the authors proposed a least squares (LS) based estimation

method. Furthermore, by exploiting the low rank property of

MIMO channels and designing a random ON/OFF reflection

pattern, a sparse matrix factorization based cascaded channel

estimation solution was proposed in [8] with much reduced

pilot overhead. Considering the sparse representation of the

cascaded channel, the authors in [9] proposed a compressive

sensing (CS) based channel estimation method, which can

estimate the cascaded channel simultaneously with substantial

training overhead reduction. Nevertheless, solutions in [7],

[8] and [9] mainly consider a frequency-flat communication

system by assuming narrow-band channels. Therefore, to fully

exploit the full reflection of the IRS during the channel

estimation phase, the authors in [10] applied the LS to jointly

estimate the BS-UE and BS-IRS-UE channels in orthogonal

frequency division multiplexing (OFDM) systems, however,

they only consider all UEs and BS to be equipped with a

single antenna, as the prohibitive pilot overhead or channel

dimension may be extremely high when the numbers of an-

tennas become large. Besides, two channel estimation schemes

respectively based on compressive sensing and deep learning

(DL) were proposed in [11] and [12], whereby the angular-

domain channel sparsity was utilized for reduced pilot over-

head. The proposed hybrid passive/active IRS was efficient for

channel estimation, however, the adopted 2D-discrete Fourier

transform (DFT) matrix in CS formulation may suffer from

a performance loss due to the unnegligible power leakage

effect [16], and the structured channel sparsity among different

subcarriers were not fully exploited.

In this paper, we propose a deep denoising neural network

assisted CS broadband channel estimation for mmWave IRS

systems to reduce the training overhead1. To be more specific,

we firstly introduce the hybrid passive/active IRS architecture

[11], where very few receive RF chains were employed by

trading off the channel estimation performance with power

consumption as well as hardware complexity. On this basis,

we propose a CS-based broadband channel estimation solution,

where the simultaneous orthogonal match pursuit (SOMP)

algorithm [13] is adopted to jointly estimate the channels of

multiple subcarriers by exploiting the multiple measurement

vector (MMV) property. Besides, by leveraging the correlation

of angular-delay domain MIMO channel matrix, developed

from the denoising convolution neural network (DnCNN)

1The python code can be found in https://github.com/psycholsc/complex-
DnCNN

http://arxiv.org/abs/2006.02201v2
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[18], a complex-valued DnCNN (CV-DnCNN) is proposed to

further enhance the estimation accuracy. Our contributions are

summarized as follows:

• On the basis of the hybrid passive/active IRS architecture,

we propose a corresponding multi-carrier pilot trans-

mission scheme, which can be applied to IRS-assisted

mmWave hybrid MIMO systems.

• The proposed CS channel estimation approach leverages

the angular-domain common sparsity of mmWave MIMO

channels over different subcarriers and adopts a redundant

dictionary for improved accuracy.

• We develop a CV-DnCNN tailored to complex-valued

channels for further enhanced estimation accuracy. The

proposed CV-DnCNN can work in various signal-to-

noise-ratios (SNRs) and numbers of multipath compo-

nents (MPCs) even it is trained at a certain SNR or a

certain number of MPCs.

Notation: Scalar variables are denoted by normal-face let-

ters, while boldface lower and upper-case symbols denote

column vectors and matrices, respectively. C and Z are the

sets of complex numbers and integers, respectively. Super-

scripts (·)∗, (·)T , (·)H denote the conjugate, transpose, conju-

gate transpose operators, respectively. ‖A‖F is the Frobenius

norm of A, while ⊗ and ⊛ denote the Kronecker prod-

uct and convolution operation, respectively. Further, we use

diag(·) and vec(·) to denote the diagonalization operation

(from vectors to the diagonal matrices) and vectorization

operation, respectively. Re(·) and Im(·) denote the real part

and imaginary part of complex numbers. Key model-related

notations are listed in Table I.

TABLE I
MODEL-RELATED NOTATIONS

Notation Definition

WRF ∈ CNant
BS ×NRF

BS BS analog combiner

WBB,k ∈ CNRF
BS ×NS

BS BS digital combiner

FRF ∈ CNant
UE ×NRF

UE UE analog precoder

FBB,k ∈ CNRF
UE×NS

UE UE digital precoder

H1,k ∈ C
Nant

BS ×Nant
IRS BS-IRS channel

H2,k ∈ CNant
IRS×Nant

UE IRS-UE channel

Θ ∈ CNant
IRS×Nant

IRS Diagonal IRS reflecting matrix

xk ∈ CNS
UE Data signal vector

rk ∈ CNS
BS Received signal vector

wk ∈ C
Nant

BS Noise signal vector

W
b
AS

∈ Z
NS

IRS×Nant
IRS IRS antenna selection matrix

II. SYSTEM MODEL

Consider an IRS-aided mmWave massive MIMO system as

shown in Fig. 1(a). OFDM with K subcarriers is adopted to

combat the time-dispersive channels, and the IRS is utilized

to reflect the incident signals with controllable phases. We

focus on the UEs whose direct links to the mmWave BS are

completely blocked by obstacles, e.g., the buildings as shown

in Fig. 1(a). So the uplink received signal at the BS associated

Fig. 1. IRS-aided mmWave massive MIMO systems: (a) IRS can improve
mmWave coverage for UEs that have no effective link from the BS; (b)
Introduced hybrid passive/active IRS architecture based on antenna switch
network.

with the k-th (1≤k≤K) subcarrier, denoted by rk ∈ C
NS

BS×1,

can be expressed as

rk=(WRFWBB,k)
H
(H1,kΘH2,kFRFFBB,kxk+wk) , (1)

where the notations are described in Table I. For the hy-

brid MIMO employed at the transceiver, Nant
BS (Nant

UE ), NRF
BS

(NRF
UE ), and NS

BS (NS
UE) denote the numbers of antennas,

RF chains, and data streams at BS (UEs), respectively, and

NS
BS = NS

UE is assumed for single-user scenario. Note that

the proposed channel estimation scheme can be extended to

multi-user scenario by using mutually orthogonal time or code

domain resources to transmit different UEs’ pilot signals [14].

In this way, the receiver can easily distinguish different UEs’

pilot signals and further separately estimate their channels.As

shown in Fig. 1, IRS is introduced to serve the UEs located in

the coverage “dead zones”, where the direct links between BS

and UE does not exist. To ensure the service quality, IRSs are

usually deployed in the line-of-sight (LoS) areas of BSs. Since

the locations of BSs and IRSs are fixed once they are deployed,

the LoS AoA/AoD connecting BS and IRS would remain

unchanged for a long time. Therefore, the channel between

BS and IRS can be easily estimated by one-step least squares

with previously calibrated accurate angles. Based on the above

analysis, we would only focus on estimation of changeable

IRS-UE channels.

III. PROPOSED CHANNEL ESTIMATION TECHNIQUE

In this section, we propose a CV-DnCNN assisted CS

channel estimation technique for mmWave IRS systems,

where the UE-IRS channels can be estimated with reduced

training overhead. Specifically, we first introduce a hybrid

passive/active IRS architecture and proposed an associated

uplink multi-carrier channel estimation scheme based on pilot

signals. Moreover, from the very few measurements collected

at the IRS, CS and DL are utilized to reconstruct the high-

dimensional UE-IRS channels with improved estimation ac-

curacy.
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A. Pilot Training with Hybrid Passive/Active IRS Architecture

We consider the IRS adopts the practical uniform planar

array (UPA) consisting of a large number of passive elements

and very few active elements, which are respectively marked

in white color and red color as shown in Fig. 1(a). The passive

elements only attach phase shifts to the incident signals and

then reflect them, while the active elements can be sequentially

connected to the NRF
IRS receive RF chains via an antenna

switching network as shown in Fig. 1(b). During the pilot

training phase, everyNRF
IRS active elements are activated so that

we can obtain NRF
IRS measurements in each time slot. During

the data transmission phase, the active elements will work as

the passive ones. The uplink pilot training phase consists of B
time slots (also B OFDM symbols), and the received signal

ybk ∈ CN
S
IRS at the IRS associated with the k-th subcarrier and

b-th time slot can be written as

ybk = Wb
ASHkF

b
RFF

b
BB,ks

b
k + nbk, (2)

where each row of the antenna selection matrix Wb
AS is filled

with (Nant
IRS − 1) 0 entries and only one 1 entry (i.e., NS

IRS

stacked one-hot vectors), analog and digital precoders in the

pilot training stage FbRF and FbBB,k at the UE are pre-defined

and known by the receiver [14], and here we consider FbBB,k

to be an identity matrix and FbRF,k to meet the constant

modulus constraint with its elements’ phases following the

mutually independent uniform distribution U [0, 2π]. sbk ∈

CN
S
UE represents the pilot vector in the b-th time slot associated

with the k-th subcarrier, and it can be a full-one vector.

nbk ∈ CN (0, σ2
nINS

IRS
) is the additive white Gaussian noise

vector, and here Hk = H2,k in Eq. (1). More specifically, Hk

can be expressed as

Hk =

K−1
∑

d=0

Cde
−j 2πk

K
d, (3)

where Cd is the mmWave MIMO discrete channel impulse

response in the discrete delay domain, and it can be modeled

as the geometric channel model [11], [20]

Cd=

√

Nant
UEN

ant
IRS

L

L
∑

ℓ=1

αℓp (dTs−τℓ) aR(φℓ, ψℓ)a
∗
T(φℓ

′, ψℓ
′),

(4)

where L, Ts, and p (τ) denote the number of MPCs, sampling

period, and pulse shaping filter, respectively. φ (φ′) and ψ (ψ′)

are respectively the azimuth and elevation angle at IRS (UEs),

αℓ and τℓ denote the path gain and the discrete delay of the

ℓ-th MPC, respectively. Note that the path gain αℓ depends

on several parameters such as (i) distance rd between UEs

and IRS, (ii) carrier frequency fc, (iii) transmit power PT , (iv)

antenna gain, and so on. The path loss can be high in mmWave

frequency, for example with rd = 300m, PT = 20dBm, fc =
28GHz scenario, the equivalent receive SNR can be as low as

−10dB and as high as 20dB, according to the measurement

model in [15]. Therefore, in our simulations, SNR range would

start from −10dB and end at 20dB. aR(φ, ψ) and aT(φ
′, ψ′)

are the UPA’s steering vectors for the IRS and UE, respectively,

and share the similar expression. aR(φ, ψ) can be expressed

as

aR(φℓ, ψℓ) =
1

√

Nant
IRS

[1,· · ·,ej
2π
λ
d(n sin(φℓ) cos(ψℓ)+m sin(ψℓ)),

· · ·, ej
2π
λ
d((NH

IRS−1) sin(φℓ) cos(ψℓ)+(NW
IRS−1) sin(ψℓ))]T .

Rewrite the channel in a compact way, we have Cd =
ARC̃dA

H
T , where

C̃d=

√

Nant
UEN

ant
IRS

L
diag([α1p(dTs − τ1),· · ·, αLp(dTs − τL)]),

and AR = [aR(φ1, ψ1), · · · , aR(φL, ψL)] ∈ CN
ant
IRS×L, AT =

[aT(φ
′
1, ψ

′
1), · · · , aT(φ′L, ψ′

L)] ∈ CN
ant
UE×L are matrices

that contain the steering vectors of AoAs and AoDs, respec-

tively. By applying the vectorization operation on (2), we

further obtain

ybk = vec(ybk) =
(

Fbsb
)T

⊗
(

Wb
AS

)

vec(Hk)+nbk

= Φbhk + nbk, (5)

where Φb =
(

Fbsb
)T

⊗
(

Wb
AS

)

is the measurement matrix

of b-th time slot, Fb = FbRFF
b
BB and Wb

AS are respectively

the frequency-flat precoders and antenna selectors, and hk =
vec(Hk) is the vectorized channel. Note that the frequency-flat

assumption is convenient for calculation, while this assumption

would potentially result in high peak-to-average-power-ratio

(PAPR). We can introduce a pseudo-random scrambling code

to relax that assumption, which can be seen in [16] for details.

It is obvious that the number of measurements in each time

slot equals the number of RF chains NRF
IRS, which implies

that given the total number of measurements M = BNRF
IRS,

the training overhead B can be reduced by increasing NRF
IRS,

at the cost of increased power consumption and hardware

requirement. Therefore, we can adopt only 1 RF chain for

energy-saving and low cost purposes. After M = BNRF
IRS

active elements are successively activated in B time slots, we

obtain an aggregate observation given by

yk=
[

(y1
k)
T , (y2

k)
T , · · · , (yBk )

T
]T

=[(Φ1)T , · · · , (ΦB)T ]Thk+nk=Φhk+nk, (6)

where Φ = [(Φ1)T , (Φ2)T , · · · , (ΦB)T ]T ∈ C
M×Nant

IRSN
ant
UE

represents the aggregate measurement matrix, and nk =
[(n1

k)
T , (n2

k)
T , · · · , (nBk )

T ]T is the stacked noise vector.

B. CS-Based UE-IRS Channel Reconstruction

Accurately estimating the high-dimensional channels

{hk}Kk=1 from (6) usually requires M ≥ Nant
IRSN

ant
UE . For-

tunately, thanks to the angular-domain sparsity feature of

mmWave MIMO channels, we can apply CS theory to this

estimation problem for reduced pilot overhead [13]. Neverthe-

less, considering the limited resolution in angular domain of

discrete dictionary, the power leakage caused by the mismatch

between continuous AoAs/AoDs and discrete dictionary grids

may weaken the sparsity. To mitigate this phenomenon, we

design a redundant dictionary and rewrite the channel Hk in

(3) represented in the redundant dictionary as

Hk = AD
RH̃k

(

AD
T

)H
+ N̄, (7)
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Fig. 2. After preliminary estimation, the CV-DnCNN model jointly processes the real part and the imaginary part of the estimated channel, and output the
residual noise after pilot training.

where AD
R and AD

T share the same form as

AD
R = [aR(φ1, ψ1), · · · , aR(φ1, ψβNH

IRS
),

· · · , aR(φβNW
IRS
, ψβNH

IRS
)],

(8)

φi, ψi are the uniformly selected angle grids in the range

of [−π/2, π/2], and they can be given by φi = −π/2 +
iπ/βNW

IRS (i = 1, 2, · · · , βNW
IRS) and ψi = −π/2+iπ/βNH

IRS

(i = 1, 2, · · · , βNH
IRS). N̄ denotes the quantization error

matrix treated as a random noise, β is the oversampling rate,

and H̃k is an approximate L̃-sparse angular domain channel

represented by the redundant dictionary, whose sparsity can

be weakened by power leakage [16]. Therefore, we set an

oversampling factor β > 1 to mitigate the leakage. Note

that when β = 1, the dictionary matrix is equivalent to the

Kronecker product of two DFT matrices. Substitute (7) into

(6), we have

yk=Φvec
(

AD
RH̃k

(

AD
T

)H
+N̄

)

+ nk = ΦΨh̃k + nE, (9)

where Ψ =
(

AD
T

)∗
⊗ AD

R denotes the redundant dictionary

matrix, h̃k = vec(H̃k) denotes the the sparse formulation un-

der the basis of redundant dictionary, and nE = Φvec(N̄)+nk
denotes the effective noise. Since the spatial propagation

characteristics of the channels within the system bandwidth are

almost unchanged, the subchannels associated with different

subcarriers share very similar scatterers in the propagation

environment. Hence the angular domain channels {h̃k}
K
k=1

have the common sparsity [13], namely

S = supp{h̃1} = supp{h̃2} · · · = supp{h̃K}. (10)

Given the meamsurement (9), the channel can be acquired by

solving the following optimization problem

min
h̃

opt

k
,1≤k≤K

‖h̃k‖0

s.t. ‖ΦΨh̃k − yk‖2 ≤ ǫ, ∀k and (10).

(11)

To fully utilize the common sparsity feature, the greedy

algorithm simultaneous orthogonal match pursuit (SOMP) is

used to solve the optimization problem (11) [13] for jointly

acquiring multiple sparse channel vectors at different subcar-

riers.

C. DL-Assisted Estimation Enhancement Architecture

In color image processing tasks, a color image can be

divided into several highly correlated channels (e.g., in RGB

color model, color image can be divided into 3 channels,

namely red, green, and blue). Inspired by the property that

the elements of the mmWave MIMO channel matrix have

high correlation between the real part and imaginary part in

angular-delay domain, we consider to treat this matrix as a

2-channel noisy image, so that the state-of-the-art denoising

neural networks can be used to this matrix for improved

estimation accuracy as shown in Fig.2. Specifically, given

the CS estimation {h̃⋆k}
K
k=1, the angular-delay domain MIMO

channel matrix can be obtained as

Ĝ = H̃⋆TH = G+E, (12)

where H̃⋆ = [h̃⋆1, · · · , h̃
⋆
K ] ∈ Cβ

4Nant
IRSN

ant
UE×K is the angular-

frequency channel reconstructed by SOMP algorithm, T de-

notes the K ×K DFT matrix, E denotes the estimation error

that can hardly be modeled, and G is the true angular-delay

domain MIMO channel matrix.

There have been some denoiser-based channel estimators

proposed for enhanced performance [17], where the real-

part and imaginary-part of complex-valued data are processed

independently. However, the operation of complex numbers

should conform to their corresponding calculation rules, so

the network structure needs to be modified. The proposed

CV-DnCNN adopts the same network architecture as that in

DnCNN [18], except for the complex signal processing mod-

ules, which can jointly process the real part and imaginary part

of angular-delay domain channel matrix by exploiting their

correlation for enhanced performance. More specifically, we

integrate the complex building blocks inspired from [19] into

the DnCNN, so that the denoiser can be tailored for complex

signal processing. The CV-DnCNN consists of 15 repeated

convolutional layers, an input convolutional layer, and an

output convolutional layer. For the first layer, 64 filters of size

3×3 are used to generate 64 feature maps, and rectified linear

unit (ReLU) is used for activation. For the repeated 15 layers,

64 filters of size 3×3×64 are used, and a batch normalization

is adopted between convolution and ReLU to speed up the

training process and improve the denoising performance. For

the output layer, 1 filter of size 3× 3× 64 is used for channel

matrix reconstruction. Different from conventional DnCNN,

the CV-DnCNN adopts the complex convolutional layer [19],

which can be mathematically expressed as

[

Re(W ⊛ h)
Im(W ⊛ h)

]

=

[

A −B

B A

]

⊛

[

x

y

]

, (13)
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Fig. 3. NMSE performance comparison of the proposed CS channel esti-
mation scheme versus the number of active elements (i.e., the number of
measurements M ).

where W = A+Bj denotes the complex weights (filter) of

convolutional networks, and h = x+yj denotes the complex

data inputed. The activation function is replaced by complex

ReLU (cReLU) function [19], which can be described as

cReLU(h) = ReLU(x) + ReLU(y)j. (14)

Rebuilt by the complex building blocks, deep complex net-

works are verified to possess richer representational capacities

[19]. Similar to DnCNN, the mean square error (MSE) is

adopted here as loss function

ℓ(Ω) =
1

2N

N
∑

i=1

‖F(Ĝ(i);Ω)− (Ĝ(i) −G(i))‖2F , (15)

where Ω denotes the parameters in our denoising network,

and the superscript (i) denotes the input training data index.

The DnCNN practically learns the common features among

different samples, and trains the parameters of the filters (i.e.,

the convolutional kernels). In this way, DnCNN can extract

the features of the input samples and effectively reconstruct

the denoised samples. By minimizing the loss function, our

purpose is to learn the mapping F , from noisy estimated

channel Ĝ to noise E. In other words, we can utilize the

DL method to learn the residual mapping F(Ĝ) ≈ E. To

avoid the challenging training samples acquisition and online

training process, we consider to train the CV-DnCNN offline

[14] with the simulated channel dataset generated according

to the classical geometric channel model (4). The feasibility

of this approach and the robustness of the pretrained model

will be verified in Section IV.

After training the proposed CV-DnCNN, the neural network

learns the mapping from noisy channel Ĝ to the overall

estimation error E as Ê = F(Ĝ), and the enhanced estimation

result can be obtained as

Ge = Ĝ−F(Ĝ) = G+E− Ê. (16)

Based on (16), we can obtain the final spatial-frequency

domain channel by Ĥ = GeT.

IV. SIMULATION RESULTS

In this section, we investigate the performance of the

proposed CV-DnCNN assisted CS channel estimation scheme

with the metric of normalized MSE (NMSE) as

NMSE = E

[

‖H− Ĥ‖2F
‖H‖2F

]

, (17)

where E [·] denotes the expectation operation. In our simula-

tions, IRS is an Nant
IRS = NH

IRS × NW
IRS UPA with NS

IRS = 1
RF chain, and the UE is equipped with Nant

UE = 1 antenna,

unless otherwise stated. The carrier frequency is 28GHz, and

the bandwidth is fBW = 100MHz with the number of OFDM’s

subcarriers K = 256 in the pilot training phase. As the

maximum multipath delay is limited to τmax = 32/fBW in

order to mitigate the effect of multipath fading, a cyclic prefix

(CP) is set to LCP = 32. We consider L = 6 unless otherwise

stated, and the azimuth/elevation AoAs and AoDs follow the

uniform distribution U [−π/2, π/2]. The SNR is defined by

SNR = E{‖Φh‖2F/‖n‖
2
F} in (6). Additionally, in our deep

learning experiments, we adopt Nant
IRS = 16 × 16 UPA with

M = 64 active antennas, and the SOMP oversampling rate

β = 4. The weights of neural network is optimized by Adam

optimizer, and is fed with 5000 training samples in training

process. Training process lasts for 150 epochs, and the batch

size is set to 8 for better convergence. Initial learning rate

is set to lr = 1 × 10−4, and decreases at epoch milestones

[30, 60, 90, 120] with decreasing rate 0.4 (i.e., learning rate

decreases to 0.4 times of last epoch when reaching the epoch

milestones).

The feasibility of our adopted preliminary estimation

achieved by SOMP algorithm is first investigated. Fig. 3 shows

the NMSE performance versus the number of measurements

M . We choose the UPAs with the sizes of 16 × 16 and

24 × 24 for comparison, and the result obviously show that

as M increases, preliminary estimation achieves a better

performance. Moreover, it can be observed that given L and

M , the achieved NMSE performance degrades slightly as the

number of IRS elements becomes large. According to the

comparison between two UPAs, it is M that really affects the

estimation performance rather than the proportion of active

elements M/Nant
IRS. This indicates the proposed scheme is

suitable for IRS with very large aperture owing to the mmWave

channel sparsity. Considering the trade-off between complexity

and the performance affected by the number of measurements

M , we pick M = 64 for the following simulations.

After the preliminary SOMP-based estimation with β =
4, we enhance the accuracy by proposed CV-DnCNN, and

the simulation results are shown in Fig. 4(a). Compared with

the preliminary estimation, our proposed CV-DnCNN shows

a performance gain around 4dB, and also demonstrates the

superiority beyond real-valued DnCNN.

Additionally, the robustness of CV-DnCNN also needs to be

investigated. We consider to test the trained CV-DnCNN with

the channel dataset, whose parameters are different from the

channel dataset in the training phase. In Fig. 4(a), we apply

the CV-DnCNN trained at SNR = 10dB in the SNR regime

of −10 ∼ 20dB, and the results show its good robustness.
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Fig. 4. Robustness and generalization of the proposed CV-DnCNN: (a) CV-DnCNN pretrained with SNR = 10 dB and L = 6 is robust to various SNRs,
(b) CV-DnCNN pretrained with SNR = 10dB and L = 6 can be applied to channels with various numbers of MPCs (SNR = 10dB).

Further, we apply the CV-DnCNN pretrained at SNR = 10dB

with L = 6 MPCs to the channels with various numbers

of MPCs as shown in Fig. 4(b). The pretrained CV-DnCNN

can well adapt to the channels with different numbers of

MPCs, and shows almost the same performance as the CV-

DnCNN trained by the channel dataset with the matched

SNRs and MPCs. These observations imply that the proposed

CV-DnCNN possesses a good generalization ability when

the parameters of training channel dataset and test channel

dataset are not well matched. Therefore, in practice, the CV-

DnCNN can be first offline pretrained by a simulated channel

dataset, and then work in practical scenarios with negligible

performance loss.

It costs less than 1× 10−5s for CV-DnCNN to process the

preliminary estimation result with an i7-8700 processor and

NVIDIA 1060ti GPU per channel.

V. CONCLUSION

In this work we have adopted a passive/active IRS archi-

tecture with very few RF chains, and proposed a low training

overhead CS-based broadband channel estimation method as-

sisted with complex-valued denoising network for mmWave

IRS communication systems. Our method has demonstrated

that a considerable NMSE performance can be achieved with a

small number of elements activated in each training phase, and

the performance can be further improved by the proposed DL

method within very short time. In particular, our proposed CV-

DnCNN shows richer representational capacities beyond real-

valued ones which results in superior performance. Moreover,

the robustness makes it possible for our model to be applied

in different SNR scenarios without repetitive training.
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