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Reweighting samples under covariate shift using a Wasserstein distance criterion

Julien Reygner and Adrien Touboul

ABSTRACT. Considering two random variables with different laws to which we only have access through finite size iid samples, we address how to reweight the first sample so that its empirical distribution converges towards the true law of the second sample as the size of both samples goes to infinity. We study an optimal reweighting that minimizes the Wasserstein distance between the empirical measures of the two samples, and leads to an expression of the weights in terms of Nearest Neighbors. The consistency and some asymptotic convergence rates in terms of expected Wasserstein distance are derived, and do not need the assumption of absolute continuity of one random variable with respect to the other. These results have some application in Uncertainty Quantification for decoupled estimation and in the bound of the generalization error for the Nearest Neighbor Regression under covariate shift.

1. Introduction

1.1. Covariate shift in UQ. A common task in Uncertainty Quantification (UQ) for Computer Experiments [6, 8] is the evaluation of a quantity of interest \( Q_I \) of the form

\[
Q_I = \mathbb{E}[\phi(Y)],
\]

where \( Y \in \mathbb{R}^e \) is a random vector which is typically the output of a numerical simulation with uncertain inputs and parameters, and \( \phi : \mathbb{R}^e \to \mathbb{R} \) is the observable. Generically, the random vector \( Y \) writes

\[
Y = f(X, \Theta),
\]

where \( X \in \mathbb{R}^d \) represents the inputs of the numerical simulation, \( \Theta \) is the set of parameters of this simulation (which takes its values in some measurable space \( \Theta \)), and \( f : \mathbb{R}^d \times \Theta \to \mathbb{R}^e \) is the numerical model, which is the function actually evaluated by the computer code. We denote by \( \mu_X \) and \( \mu_\Theta \) the respective probability distributions of \( X \) and \( \Theta \) and assume that these variables are independent. Virtually, if one is able to sample iid realizations \((X_1, \Theta_1), \ldots, (X_n, \Theta_n)\) from \( \mu_X \otimes \mu_\Theta \), then \( Q_I \) can be estimated by the direct Monte Carlo estimator

\[
\hat{Q}_I_n := \frac{1}{n} \sum_{i=1}^{n} f(X_i, \Theta_i).
\]

The present work is motivated by the study of UQ in complex engineering systems, where

- the input \( X \) can be itself the output of possibly several other “upstream” numerical simulations,
- each evaluation of the function \( f \) is costly.

This research work has been carried out under the leadership of the Technological Research Institute SystemX, and therefore granted with public funds within the scope of the French Program "Investissements d'Avenir".
When $X$ is modeled by a deterministic variable, this problem can be treated by the so-called Collaborative Optimization methods [4, 20] in Multidisciplinary Analysis and Optimization. When $X$ is a random variable, the implementation of the direct Monte Carlo method is impossible because, in practice, the law $\mu_X$ is unknown and one cannot wait for a sample $X_1, \ldots, X_n$ to be generated by the upstream numerical simulations before starting running one’s own simulation. In contrast, we however assume that $\mu_\Theta$ is known and that one is able to sample iid realizations $\Theta_1, \ldots, \Theta_n$ from this distribution. This naturally leads one to generate a synthetic sample $X'_1, \ldots, X'_{n_{\text{off}}}$ according to some user-chosen probability measure $\mu_{X'}$ on $\mathbb{R}^d$, and evaluate the numerical model $f$ on the sample $(X'_1, \Theta_1), \ldots, (X'_{n_{\text{off}}}, \Theta_{n_{\text{off}}})$ to obtain a corresponding set of realizations $Y'_1, \ldots, Y'_{n_{\text{off}}}$ during some offline phase. Once actual realizations $X_1, \ldots, X_{n_{\text{on}}}$ become available in a subsequent online phase, they have to be used in combination with the synthetic sample to construct an estimator of QI, but evaluations of the numerical model $f$ are no longer allowed.

The assumption that the sequence $\Theta_1, \ldots, \Theta_{n_{\text{off}}}$ be independent from $X'_1, \ldots, X'_{n_{\text{off}}}$ then ensures that for all $x \in \mathbb{R}^d$,

$$\text{Law}(Y'|X' = x) = \text{Law}(f(x, \Theta)) = \text{Law}(Y|X = x).$$

This situation is known in the statistical learning literature as a covariate shift [4], [15, Section 1.4].

1.2. Density ratio estimation. Inspired by the importance sampling technique, an intuitive approach to estimate QI from the synthetic sample $\{(X'_j, \Theta_j; Y'_j), 1 \leq j \leq n_{\text{off}}\}$ consists in writing

$$\text{QI} = \int_{\mathbb{R}^d \times \Theta} \phi(f(x, \theta))d\mu_X(x)d\mu_\Theta(\theta)$$

$$= \int_{\mathbb{R}^d \times \Theta} \phi(f(x', \theta)) \frac{d\mu_X}{d\mu_{X'}}(x')d\mu_{X'}(x')d\mu_\Theta(\theta),$$

so that assuming that $\mu_X$ is absolutely continuous with respect to $\mu_{X'}$, an unbiased and consistent (in the $n_{\text{off}} \rightarrow +\infty$ limit) estimator of QI is given by

$$\frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} \rho_{X, X'}(X'_j)\phi(Y'_j), \quad \rho_{X, X'}(x') := \frac{d\mu_X}{d\mu_{X'}}(x').$$

Of course, the Radon–Nikodym derivative $\rho_{X, X'}$ is actually not known in this situation, and it has to be estimated in the online phase thanks to the sample $X_1, \ldots, X_{n_{\text{on}}}$. Observe that this problem no longer involves neither $\Theta_1, \ldots, \Theta_{n_{\text{off}}}$ nor $Y'_1, \ldots, Y'_{n_{\text{off}}}$.

The theoretical issue of estimating the Radon–Nikodym derivative $\rho_{X, X'}$ from independent samples $\mathbf{X}_{n_{\text{on}}} := (X_1, \ldots, X_{n_{\text{on}}})$ and $\mathbf{X}_{n_{\text{off}}} := (X'_1, \ldots, X'_{n_{\text{off}}})$ is known in the statistical learning literature as density ratio estimation [16]. A rather generic procedure consists in fixing some distance-like function $d$ on the set of probability measures on $\mathbb{R}^d$, writing

$$\rho_{X, X'} = \arg \min_{\rho} d(\rho \mu_{X'}, \mu_X),$$
and estimating $\rho_{X,X'}$ by

$$\hat{\rho}_{X_{\text{on}}' X_{\text{off}}'} := \arg \min_{\rho} \left( \rho(\hat{\mu}_{X_{\text{on}}'}, \hat{\mu}_{X_{\text{off}}}) \right),$$

with the empirical measures

$$\hat{\mu}_{X_{\text{on}}} := \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \delta_{X_i}, \quad \hat{\mu}_{X_{\text{off}}} := \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} \delta_{X'_j}.$$ 

Since the quantity which is minimized only depends on $\rho$ through the measure $\rho(\hat{\mu}_{X_{\text{off}}'})$, and thus through the values $\rho(X'_1), \ldots, \rho(X'_{n_{\text{off}}})$, the actual output is a vector of weights $\tilde{w}_{n_{\text{off}}} := (\tilde{w}_1, \ldots, \tilde{w}_{n_{\text{off}}})$ which approximate the values of $\rho_{X,X'}$ at the points $X'_1, \ldots, X'_{n_{\text{off}}}$, and therefore yield the estimator

$$\hat{Q}_{I_{\text{on}}\text{off}, n_{\text{on}}} := \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} \tilde{w}_j \phi(Y'_j)$$

of QI. This approach has been applied with several choices of distance-like functions $d$, such as moment/kernel matching, $L^2$ distance, Kullback–Leibler divergences; we refer to [16] for an extensive review supplemented with a detailed list of references. Since the primary purpose of these methods is the approximation of the density ratio $\rho_{X,X'}$, the existence of this ratio (and often the existence of positive densities for $\mu_X$ and $\mu_{X'}$ with respect to the Lebesgue measure, at least on some bounded subset of $\mathbb{R}^d$) is almost always a necessary condition for their theoretical analysis.

However, in the Computer Experiment context in which we are interested, this ratio need not exist. Indeed, while some prior information on the law $\mu_X$ may be known, such as bounds on its support, mean or dispersion, it may happen for example that some components of the vector $X$ be tied to each other by deterministic relations of the form $h(X) = 0$, so that the actual support of $\mu_X$ might be contained in a low-dimensional manifold and difficult to determine precisely, see Figure 1.

Therefore, designing a synthetic probability distribution $\mu_{X'}$ with respect to which $\mu_X$ is absolutely continuous may actually turn out to be impossible. Nevertheless, one may retain the idea to approximate QI by an estimator of the form (1), where the weights
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(\hat{w}_1, \ldots, \hat{w}_{n_{\text{off}}}) \) only depend on the samples \( X_{n_{\text{on}}} \) and \( X'_{n_{\text{off}}} \), and are determined by minimizing some distance between the empirical measure \( \hat{\mu}_{X_{n_{\text{on}}}} \) and weighted empirical measures of the form

\[
\hat{\mu}_{X'_{n_{\text{off}}}}^w = \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} w_j \delta_{X'_j}, \quad w_{n_{\text{off}}} := (w_1, \ldots, w_{n_{\text{off}}}).
\]

This idea was for example applied in the UQ context in [1, 2]. Notice that for \( \hat{\mu}_{X'_{n_{\text{off}}}}^w \) to be a probability measure, the weights \( (w_1, \ldots, w_{n_{\text{off}}}) \) must satisfy

\[
\forall j \in [1, n_{\text{off}}], \quad w_j \geq 0, \quad \text{and} \quad \sum_{j=1}^{n_{\text{off}}} w_j = n_{\text{off}}.
\]  

In this paper, we follow this approach and study the estimator \( \hat{Q}_{n_{\text{off}},n_{\text{on}}} \) of \( QI \) obtained by minimizing the Wasserstein distance, whose definition is recalled below, between \( \hat{\mu}_{X_{n_{\text{on}}}} \) and \( \hat{\mu}_{X'_{n_{\text{off}}}}^w \). The main reason for this choice is that, unlike Kullback–Leibler or more general \( \phi \)-divergences, or \( L^p \) distances, the Wasserstein distance between two probability measures on \( \mathbb{R}^d \) is not sensitive to whether these measures have densities with respect to the Lebesgue measure, or are absolutely continuous with respect to one another. The optimal weights can be expressed terms of Nearest Neighbor and our estimator can be interpreted as the Monte Carlo evaluation of a Nearest Neighbor Regression under covariate shift, for which we bound the error explicitly.

1.3. **Organization of the paper.** The Wasserstein distance is introduced in Section 2, as well as the explicit form of the optimal weights and their reformulation in terms of Nearest Neighbor. Section 3 is devoted to the analysis of the convergence of the weighted empirical measure to \( \mu_X \), in terms of Wasserstein distance. The consistency is studied in Section 3.1 and we state our main result in Section 3.2, namely the asymptotic rates of convergence. The link between these results and the estimation of \( QI \) is discussed in Sections 4.1, 4.2 and 4.3, with the computation of rates of convergence for \( \hat{Q}_{n_{\text{off}},n_{\text{on}}} \). Some links with the Nearest Neighbor literature are highlighted in Section 4.4. Numerical experiments are performed in Section 5, in which the impact of the difference between \( \mu_X \) and \( \mu_{X'} \) is investigated.

1.4. **Notation.** Throughout this paper, we denote by \( \mathbb{N} \) the set of the natural integers including zero and by \( \mathbb{N}^* = \mathbb{N} \setminus \{0\} \) the set of the positive integers. Given two integers \( n_1 \leq n_2 \), the set of the integers between \( n_1 \) and \( n_2 \) is written \( \llbracket n_1, n_2 \rrbracket = \{n_1, \ldots, n_2\} \). For \( x \in \mathbb{R} \), \( \lfloor x \rfloor \) (resp. \( \lceil x \rceil \)) is the unique integer verifying \( x \leq \lfloor x \rfloor < x + 1 \) (resp. \( x - 1 < \lfloor x \rfloor \leq x \)). For \((x, y) \in \mathbb{R}^2\), we use the join and meet notation \( x \wedge y = \min(x, y) \) and \( x \vee y = \max(x, y) \). The supremum norm of \( \phi : \mathbb{R}^d \to \mathbb{R} \) is denoted by \( \|\phi\|_\infty = \sup_{x \in \mathbb{R}^d} |\phi(x)| \).

2. **Wasserstein distance minimization and Nearest Neighbor Regression**

2.1. **Optimal weights for Wasserstein distances.** We begin by recalling the definition of the Wasserstein distance. Throughout this article, we fix a norm \( \cdot \) on \( \mathbb{R}^d \), which need not be the Euclidean norm.
Definition 2.1 (Wasserstein distance). Let $\mathcal{P}(\mathbb{R}^d)$ be the set of probability measures on $\mathbb{R}^d$ and, for any $q \in [1, +\infty)$, let $\mathcal{P}_q(\mathbb{R}^d) = \left\{ \nu \in \mathcal{P}(\mathbb{R}^d) : \int_{\mathbb{R}^d} |x|^q d\nu(x) < +\infty \right\}$.

The Wasserstein distance of order $q$ between $\mu$ and $\nu \in \mathcal{P}_q(\mathbb{R}^d)$ is defined as

$$W_q(\mu, \nu) = \inf \left\{ \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - x'|^q d\gamma(x, x') : \gamma \in \Pi(\mu, \nu) \right\}^{1/q},$$

where $\Pi(\mu, \nu)$ is the set of probability measures on $\mathbb{R}^d \times \mathbb{R}^d$ with marginals $\mu$ and $\nu$.

We refer to [19, Section 6] for a general introduction to Wasserstein distances.

This definition allows for an explicit resolution of the minimization problem on $\mathbb{R}_{n_{\text{off}}}$, which relies on the notion of Nearest Neighbor. For $x \in \mathbb{R}^d$ and $k \in \llbracket 1, n_{\text{off}} \rrbracket$, we denote by $\text{NN}^{(k)}_{X_{n_{\text{off}}}}(x)$ the $k$-th Nearest Neighbor (k-NN) of $x$ among the sample $X_{n_{\text{off}}}$, that is to say the $k$-th closest point to $x$ among $X_1, \ldots, X_{n_{\text{off}}}$ for the norm $| \cdot |$. If there are several such points, we define $\text{NN}^{(k)}_{X_{n_{\text{off}}}}(x)$ to be the point $X_j'$ with lowest index $j$. We omit the superscript notation $(k)$ when referring to the 1-NN, i.e.

$$\text{NN}^{(k)}_{X_{n_{\text{off}}}}(x) = \text{NN}^{(1)}_{X_{n_{\text{off}}}}(x).$$

In the next statement, for any $i \in \llbracket 1, n_{\text{on}} \rrbracket$ and $l \in \llbracket 1, n_{\text{off}} \rrbracket$, we denote by $j^{(l)}_i$ the (lowest) index $j$ such that $X_j' = \text{NN}^{(l)}_{X_{n_{\text{off}}}}(X_i)$.

Proposition 2.2 (Optimal vector of weights). Let the k-NN vector of weights $w_n^{(k)} = (w^{(k)}_1, \ldots, w^{(k)}_{n_{\text{off}}})$ be defined by, for all $i, k \in \llbracket 1, n_{\text{off}} \rrbracket$,

$$w^{(k)}_i = \frac{n_{\text{off}}}{kn_{\text{off}}} \sum_{l=1}^{n_{\text{on}}} \sum_{j=1}^{k} \mathbb{I}(j = j^{(l)}_i).$$

The vector $w_n^{(k)}$ satisfies (2) and verifies, for all $q \in [1, +\infty)$,

$$W_q^q \left( \hat{\mu}_{X_{n_{\text{on}}}}, \hat{\mu}_{X_{n_{\text{off}}}^{(k)}} \right) \leq \frac{1}{kn_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \sum_{l=1}^{k} \left| X_i - \text{NN}^{(l)}_{X_{n_{\text{off}}}}(X_i) \right|^q.$$

For $k = 1$, the equality is reached

$$W_q^q \left( \hat{\mu}_{X_{n_{\text{on}}}}, \hat{\mu}_{X_{n_{\text{off}}}^{(k)}} \right) = \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \left| X_i - \text{NN}^{(1)}_{X_{n_{\text{off}}}}(X_i) \right|^q,$$

and the vector is optimal in the sense that for any $w_{n_{\text{off}}} = (w_{1, \ldots, w_{n_{\text{off}}}})$ which also satisfies (2), we have

$$W_q^q \left( \hat{\mu}_{X_{n_{\text{on}}}}, \hat{\mu}_{X_{n_{\text{off}}}^{(k)}} \right) \leq W_q^q \left( \hat{\mu}_{X_{n_{\text{on}}}}, \hat{\mu}_{X_{n_{\text{off}}}^{(k)}} \right).$$

In other words, for a given $j \in \llbracket 1, n_{\text{off}} \rrbracket$, $w^{(k)}_j$ is proportional to the number of points $X_i$ of which $X_j'$ is one of the first $k$ Nearest Neighbors. We refer to [13] for a numerical illustration of the use of the vector of weights $w^{(1)}_{n_{\text{off}}}$ in the context of classification under covariate shift.
Proof. For a general vector of weights \( w_{\text{off}} = (w_1, \ldots, w_{n_{\text{off}}}) \) which satisfies (2), the Wasserstein distance \( W_q^q \left( \hat{\mu}_{X_{\text{on}}}, \hat{\mu}_{X_{\text{off}}}_q \right) \) is the solution of the following optimal transport problem

\[
\inf_{(\gamma_{i,j})_{i,j} \in [1,n_{\text{on}}] \times [1,n_{\text{off}}]} \sum_{i=1}^{n_{\text{on}}} \sum_{j=1}^{n_{\text{off}}} \gamma_{i,j} |X_i - X_j'|^q,
\]

\[
\forall i \in [1,n_{\text{on}}], \quad \sum_{j=1}^{n_{\text{off}}} \gamma_{i,j} = \frac{1}{n_{\text{on}}} (\text{marginal condition on } \hat{\mu}_{X_{\text{on}}}),
\]

\[
\forall j \in [1,n_{\text{off}}], \quad \sum_{i=1}^{n_{\text{on}}} \gamma_{i,j} = \frac{w_j}{n_{\text{off}}} (\text{marginal condition on } \hat{\mu}_{X_{\text{off}}}),
\]

\[
\forall (i,j) \in [1,n_{\text{on}}] \times [1,n_{\text{off}}], \quad \gamma_{i,j} \geq 0,
\]

where \( \gamma_{i,j} \) is the coefficient of the discrete transport plan between \( \delta_{X_i} \) and \( \delta_{X_j'} \). For the \( k\)-NN vector of weights \( w_{\text{off}}^{(k)} \) defined by (3), the transport plan

\[
\hat{\gamma}_{i,j}^{(k)} = \frac{1}{k n_{\text{on}}} \sum_{l=1}^{k} \mathbb{1}_{\{j=j_l^{(k)}\}}
\]

satisfies the two marginal conditions. Reordering the terms in the associated cost gives the upper bound of Equation (4).

We now prove the equality (5) and optimality (6) of \( w_{\text{off}}^{(1)} \) at the same time. For a given \( w_{\text{off}} \), if we drop the marginal condition on \( \hat{\mu}_{X_{\text{off}}}^{w_{\text{off}}} \), the values of \( (\gamma_{i,j})_{j \in [1,n_{\text{off}}]} \) for a given \( i \) do not constrain the values of \( (\gamma_{i',j})_{j \in [1,n_{\text{off}}]} \) for another \( i' \neq i \). Thus, the optimal values can be found by minimizing separately the following subproblem for \( i \in [1,n_{\text{on}}] \)

\[
\inf_{(\gamma_{i,j})_{i,j} \in [1,n_{\text{off}}]} \sum_{j=1}^{n_{\text{off}}} \gamma_{i,j} |X_i - X_j'|^q,
\]

\[
\sum_{j=1}^{n_{\text{off}}} \gamma_{i,j} = \frac{1}{n_{\text{on}}},
\]

\[
\forall j \in [1,n_{\text{off}}], \quad \gamma_{i,j} \geq 0,
\]

the solution of which is trivially \( \frac{1}{n_{\text{on}}} |X_i - \text{NN}_X_{\text{off}}(X_i)|^q \). As a consequence, we get the estimate

\[
W_q^q \left( \hat{\mu}_{X_{\text{on}}}, \hat{\mu}_{X_{\text{off}}}_q \right) \geq \frac{1}{n_{\text{on}}} \sum_{i=1}^{n} |X_i - \text{NN}_X_{\text{off}}(X_i)|^q
\]

for any \( w_{\text{off}} \) satisfying (2). Taking \( w_{\text{off}} = w_{\text{off}}^{(1)} \) in the left-hand side and combining this inequality with (4) for \( k = 1 \), we obtain both the equality (5) and optimality (6).

\[\square\]

Remark 2.3. In order to alleviate notation, from now on we shall write \( \hat{\mu}_{X_{\text{off}}}^{(k)} = \hat{\mu}_{X_{\text{off}}}^{w(k)} \).

2.2. NNR reformulation. With the choice of weights \( w_{\text{off}}^{(k)} \) introduced in Proposition 2.2, the resulting estimator of QI writes

\[
\hat{QI}_{n_{\text{off}},n_{\text{on}}}^{(k)} = \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \frac{1}{k} \sum_{l=1}^{k} \phi \left( \frac{y_{i_l}^{(k)}}{y_{i_l}^{(k)}} \right).
\]
which makes the method very close to Nearest Neighbor Regression (NNR) [3, Chapter 9], since it may be reformulated as the following two-step procedure:

1. define the regression function \( \psi \) of \( \phi(Y) \) on \( X \) by, for any \( x \in \mathbb{R}^d \),
   \[
   \psi(x) := \mathbb{E}[\phi(Y)|X = x] = \mathbb{E}[\phi(f(x, \Theta))],
   \]
   and let the \( k \)-NNR estimator of \( \psi(x) \) be given by
   \[
   \hat{\psi}^{(k)}_{\text{nnr}}(x) := \frac{1}{k} \sum_{l=1}^{k} \phi \left( Y^{(l)}_{j^{(l)}(x)} \right),
   \]
   where \( j^{(l)}(x) \) is the (lowest) index \( j \) such that \( X_j = \text{NN}_{X_{\text{nnr}}}^{(l)}(x) \);
2. approximate the expectation
   \[
   QI = \mathbb{E}[\phi(Y)] = \mathbb{E}[\psi(X)]
   \]
   by the empirical mean
   \[
   \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \hat{\psi}^{(k)}_{\text{nnr}}(X_i) = QI^{(k)}_{n_{\text{off}}, n_{\text{on}}},
   \]

In this context, the peculiar fact that the law of the evaluation set \( X_1, \ldots, X_{n_{\text{on}}} \) differs from the law of the training set \( X_1', \ldots, X_{n_{\text{off}}} ' \) is referred to as domain adaptation [15].

From a UQ point of view, the first step may be reinterpreted as the construction, based on the Nearest Neighbor approach, of a metamodel for the regression function \( \psi \).

3. Convergence analysis

As is evidenced by its reformulation in terms of NNR, the method does not actually depend on the choice of the observable \( \phi \circ f \), and its primary purpose is rather the direct estimation of the law \( \mu_X \) by the weighted empirical measure \( \hat{\mu}_X^{(k)} \). Rewriting
   \[
   QI = \mathbb{E}[\phi(Y)] = \int_{\mathbb{R}^d} \psi(x) d\mathbb{P}(x),
   \]
we observe that estimates on the approximation of \( QI \) by \( QI^{(k)}_{n_{\text{off}}, n_{\text{on}}} \) which are uniform in \( \phi \) can be obtained from estimates on the approximation of \( \mu_X \) by \( \hat{\mu}_X^{(k)} \). Therefore, we turn our attention to the convergence, when the sizes \( n_{\text{off}} \) and \( n_{\text{on}} \) of the two samples go to \( \infty \), of \( \hat{\mu}_X^{(k)} \) to \( \mu_X \). We naturally work with Wasserstein distances.

3.1. Consistency. Let us fix \( q \in [1, +\infty) \) and use Jensen’s inequality to write
   \[
   \mathbb{E} \left[ W_q^q \left( \mu_X, \hat{\mu}_X^{(k)} \right) \right] \leq 2^{q-1} \left( \mathbb{E} \left[ W_q^q \left( \mu_X, \hat{\mu}_X^{(k)} \right) \right] \right).
   \]
As soon as there exists \( s > q \) such that \( \mathbb{E}[|X|^s] < +\infty \), the first term \( \mathbb{E}[W_q^q (\mu_X, \hat{\mu}_X^{(k)})] \) is known to converge to 0 when \( n_{\text{on}} \to +\infty \) and explicit rates are available [9], see also the discussion in Subsection 4.1 below. We therefore focus on the second term and first observe that, by Proposition 2.2, we have
   \[
   \mathbb{E} \left[ W_q^q \left( \hat{\mu}_X^{(k)}, \hat{\mu}_X^{(1)}_{\text{nnr}} \right) \right] = \mathbb{E} \left[ \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} |X_i - \text{NN}_{X_{\text{nnr}}}^{(1)}(X_i)|^q \right]
   \]
   \[
   = \mathbb{E} \left[ |X - \text{NN}_{X_{\text{nnr}}}^{(1)}(X)|^q \right],
   \]
for \( k = 1 \), and

\[
E \left[ W^q \left( \mu_{\text{X}_{\text{off}}}^{(1)}, \hat{\mu}_{\text{X}_{\text{off}}}^{(1)} \right) \right] = E \left[ \left| X - \text{NN}_{\text{X}_{\text{off}}} (X) \right|^q \right]
\]

(13)

for \( k \geq 2 \). Observe that the right-hand side of both (12) and (13) no longer depend on \( n_{\text{on}} \).

We now formulate two crucial assumptions and then state our first main result. For all \( x \in \mathbb{R}^d \) and \( r \geq 0 \), we denote \( B(x, r) := \{ x' \in \mathbb{R}^d : |x - x'| \leq r \} \), and recall that the support of a probability measure \( \nu \in \mathcal{P}(\mathbb{R}^d) \) is defined by

\[
\text{supp}(\nu) := \{ x \in \mathbb{R}^d : \forall r > 0, \nu(B(x, r)) > 0 \}.
\]

**Assumption 3.1** (Support condition). We have \( \text{supp}(\mu_X) \subset \text{supp}(\mu_{X'}) \).

**Assumption 3.2** (Min-integrability). There exists an integer \( m_0 \geq 1 \) such that

\[
E \left[ \min_{j \in [1, m_0]} |X_j| \right] < +\infty.
\]

**Theorem 3.3** (Consistency). Let Assumptions 3.1 and 3.2 hold. For all \( q \in [1, +\infty) \) such that \( E[|X|^q] < +\infty \), and any sequence of positive integers \( (k_n)_{n \geq 1} \) such that \( k_n/n \to 0 \) when \( n \to \infty \), we have

\[
\lim_{n_{\text{off}} \to +\infty} E \left[ W^q \left( \mu_{\text{X}_{\text{off}}}^{(k_n)}, \hat{\mu}_{\text{X}_{\text{off}}}^{(k_n)} \right) \right] = 0,
\]

uniformly in \( n_{\text{on}} \).

**Remark 3.4** (On Assumption 3.2). Assumption 3.2 is obviously satisfied if \( X' \) has a finite first order moment, but also for some heavy-tailed distributions. It writes under the equivalent form

\[
\int_0^{+\infty} \mathbb{P}(|X'| > r)^{m_0} \, dr < +\infty,
\]

which may be easier to check. An example of a random variable which does not satisfy this assumption, in dimension \( d = 1 \), is \( X' = \exp(1/U) \) where \( U \) is a uniform random variable on \([0, 1]\).

Theorem 3.3 is proved in Subsection 3.3.

3.2. Rates of convergence. The next step of our study consists in complementing Theorem 3.3 with a rate of convergence. We first discuss the case \( k = 1 \). Following (12), we start by writing

\[
E \left[ W^q \left( \mu_{\text{X}_{\text{off}}}^{(1)}, \hat{\mu}_{\text{X}_{\text{off}}}^{(1)} \right) \right] = E \left[ \left| X - \text{NN}_{\text{X}_{\text{off}}} (X) \right|^q \right]
\]

(14)

and observe that for any \( x \in \text{supp}(\mu_X) \), \( |x - \text{NN}_{\text{X}_{\text{off}}} (x)| = \min_{j \in [1, n_{\text{off}}]} |x - X'_j| \). If there is an open set \( U \) of \( \mathbb{R}^d \) containing \( x \) and such that \( \mu_{X'}(\cdot \cap U) \) has a density \( p_{X'} \) with
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respect to the Lebesgue measure which is continuous at \( x \), then an elementary computation shows that, for all \( r \geq 0 \),

\[
\lim_{n_{\text{off}} \to +\infty} \mathbb{P} \left( n_{\text{off}}^{-1/d} \min_{j \in [1,n_{\text{off}}]} |x - X'_j| > r \right) = \exp \left( -rv_d p_{X'}(x) \right),
\]

where \( v_d \) denotes the volume of the unit sphere of \( \mathbb{R}^d \) for the norm \( |\cdot| \). If \( p_X(x) > 0 \) then this indicates that the correct order of convergence in Theorem 3.3 should be \( n_{\text{off}}^{-q/d} \). If \( p_X(x) = 0 \), or if the measure \( \mu_{X'}(\cdot \cap U) \) is not absolutely continuous with respect to the Lebesgue measure, it is easy to construct elementary examples yielding different rates of convergence; see also [3, Chapter 2] for the singular case. We leave these peculiarities apart and work under the following strengthening of the support condition of Assumption 3.1.

Assumption 3.5 (Strong support condition). There exists an open set \( U \subset \mathbb{R}^d \) which contains \( \text{supp}(\mu_X) \) and such that:

(i) the measure \( \mu_{X'}(\cdot \cap U) \) has a density \( p_{X'} \) with respect to the Lebesgue measure;
(ii) the density \( p_{X'} \) is continuous and positive on \( U \);
(iii) there exist \( \kappa \in (0,1] \) and \( r_\kappa > 0 \) such that, for any \( x \in U \), for any \( r \in [0,r_\kappa] \),

\[
\mathbb{P} (X' \in B(x,r)) \geq \kappa p_{X'}(x)v_d r^d.
\]

Obviously, Assumption 3.5 implies Assumption 3.1 because then \( \text{supp}(\mu_X) \subset U \subset \text{supp}(\mu_{X'}) \). Part (iii) of Assumption 3.5 was introduced in [10] in the context of Nearest Neighbor Classification, and called Strong minimal mass assumption there.

Under Assumption 3.5, for all \( x \in \text{supp}(\mu_X) \), a positive random variable \( Z \) such that \( \mathbb{P}(Z > r) = \exp(-rv_d p_{X'}(x)) \) has moments

\[
\mathbb{E}[Z^q] = \frac{\Gamma(1 + q/d)}{(v_d p_{X'}(x))^{q/d}},
\]

where \( \Gamma \) denotes Euler’s Gamma function. Therefore, one may expect the normalized quantity

\[
n_{\text{off}}^{-q/d} \mathbb{E} \left[ W_q \left( \hat{\mu}_{X_{n_{\text{eff}}}}, \hat{\mu}_{X_{n_{\text{off}}}^{(1)}} \right) \right]
\]

to converge, when \( n_{\text{off}} \to +\infty \), to

\[
\frac{\Gamma(1 + q/d)}{v_d^{q/d}} \mathbb{E} \left[ \frac{1}{p_{X'}(X)^{q/d}} \right],
\]

so that as soon as the expectation in the right-hand side is finite, the rate of convergence in Theorem 3.3 is \( n_{\text{off}}^{-q/d} \). In order to prove this convergence we shall actually need the following stronger integrability assumption.

Assumption 3.6 (Moments). Under Assumption 3.5, we have

\[
\mathbb{E} \left[ \frac{1 + |X|^q}{p_{X'}(X)^{q/d}} \right] < +\infty.
\]

Assumptions 3.5 and 3.6 are discussed in more detail below. We now state our second main result.
Theorem 3.7 (Convergence rates for $k = 1$). Let Assumptions 3.2 and 3.5 hold, and let $q \in [1, +\infty)$ be such that Assumption 3.6 holds. Then we have
\[
\lim_{n_{\text{off}} \to +\infty} n_{\text{off}}^{q/d} \mathbb{E} \left[ W_q \left( \hat{\mu}_{X, n_{\text{off}}}^{(1)}, \hat{\mu}_{X, n_{\text{off}}}^{(2)} \right) \right] = \frac{1}{p_{X'}(X) q/d} \mathbb{E} \left[ \frac{1}{p_{X'}(X) q/d} \right].
\]

Theorem 3.7 is proved in Subsection 3.3.

We now discuss the estimation of $\hat{\mu}_{X, n_{\text{off}}}$ by the weighted empirical measure $\hat{\mu}_{X, n_{\text{off}}}^{(k)}$ for an arbitrary $k \in [1, n_{\text{off}}]$. By (8), we first observe that we always have
\[
W_q \left( \hat{\mu}_{X, n_{\text{off}}}^{(k)}, \hat{\mu}_{X, n_{\text{off}}}^{(1)} \right) \geq W_q \left( \hat{\mu}_{X, n_{\text{off}}}^{(k)}, \hat{\mu}_{X, n_{\text{off}}}^{(1)} \right),
\]
so that the estimation of $\hat{\mu}_{X, n_{\text{off}}}$ is deteriorated by increasing the number of neighbors. Still, in the asymptotic regime of Theorem 3.3, a bound of the same order of magnitude as Theorem 3.7 may be obtained.

Corollary 3.8 (Convergence rates for $k$-NN). Under the assumptions of Theorem 3.7, for any nondecreasing sequence of positive integers $(k_n)_{n \geq 1}$ such that $k_n / n \to 0$ when $n \to +\infty$, we have
\[
\limsup_{n_{\text{off}} \to +\infty} \left( \frac{n_{\text{off}}}{k_{n_{\text{off}}}} \right)^{q/d} \mathbb{E} \left[ W_q \left( \hat{\mu}_{X, n_{\text{off}}}^{(k_n)}, \hat{\mu}_{X, n_{\text{off}}}^{(1)} \right) \right] \leq c_{d,q} \frac{1}{p_{X'}(X) q/d} \mathbb{E} \left[ \frac{1}{p_{X'}(X) q/d} \right],
\]
with some constant $c_{d,q} > 1$.

Corollary 3.8 is proved in Subsection 3.3, where the explicit expression of the constant $c_{d,q}$ is also given.

Let us conclude this subsection with some comments on Assumptions 3.5 and 3.6. When $X$ has a compact support, Assumptions 3.5 and 3.6 are verified as soon as $\mu_X$ has a continuous density $p_{X'}$ which is bounded from below on $U$; these results are similar to the case $\mu_X = \mu_{X'}$ in [3, Section 2]. It is however interesting to note that these assumptions also hold in some nontrivial noncompact cases.

An example of a sufficient condition for Assumption 3.5 is given in the next statement, which is proved in Subsection 3.3.

Lemma 3.9 (Sufficient condition for Assumption 3.5). Let $\| \cdot \|$ be a norm on $\mathbb{R}^d$, not necessarily identical to $\| \cdot \|$, induced by an inner product. If $\mu_{X'}$ has a density $p_{X'}$ with respect to the Lebesgue measure on $\mathbb{R}^d$, which writes $p_{X'}(x) = h(||x - x_0||)$ for some $x_0 \in \mathbb{R}^d$ and $h : [0, +\infty) \to \mathbb{R}$ continuous, positive and nonincreasing, then Assumption 3.5 holds with $U = \mathbb{R}^d$.

We also refer to [10, Section 2.4] for a discussion of this assumption.

Assumption 3.6 gives a relationship between $\mu_X$ and $p_{X'}$ to ensure the convergence. In essence, it asserts that the tail of $\mu_X$ must be quite lightweight compared to the tail of $p_{X'}$. For instance, if $X$ and $X'$ are centered Gaussian vectors with respective covariance $\sigma^2 I_d$ and $\sigma'^2 I_d$, then by Lemma 3.9, Assumption 3.5 is satisfied with $U = \mathbb{R}^d$, and it is easy to check that for $q \in [1, +\infty)$, Assumption 3.6 holds if and only if $\sigma'^2 > \sigma^2 q/d$. 
3.3. **Proofs.** In this subsection, we present the proofs of Theorems 3.3 and 3.7, Corollary 3.8 and Lemma 3.9.

**Proof of Theorem 3.3.** We begin our proof with the constant case $k_n = 1$ for all $n$ and then extend it to the general case. We recall that by (12),

$$
\mathbb{E} \left[ W_q^q \left( \hat{\mu}_{X_{n_{\text{off}}}}, \mu_{X_{n_{\text{off}}}}^{(1)} \right) \right] = \mathbb{E} \left[ |X - \text{NN}_{X_{n_{\text{off}}}}(X)|^q \right] = \mathbb{E} \left[ \min_{j \in \{1, n_{\text{off}}\}} |X - X_j|^q \right].
$$

By Assumption 3.1, $X \in \text{supp}(\mu_{X'})$ almost surely, so that we deduce from Lemma 2.2 in [3, Chapter 2] that

$$
\min_{j \in \{1, n_{\text{off}}\}} |X - X_j|^q \xrightarrow{a.s.} 0.
$$

Let $m_0$ be the integer given by Assumption 3.2, we have

$$
\min_{j \in \{1, n_{\text{off}}\}} |X - X_j|^q \leq 2^{q-1} \left( |X|^q + \min_{j \in \{1, n_{\text{off}}\}} |X_j|^q \right).
$$

The random variable $|X|^q$ is integrable by assumption and for $n_{\text{off}} \geq \lceil q \rceil m_0$, the inequality

$$
\mathbb{E} \left[ \min_{j \in \{1, n_{\text{off}}\}} |X_j|^q \right] \leq \mathbb{E} \left[ \min_{j \in \{1, n_{\text{off}}\}} |X_j|^q \right]^{\lceil q \rceil / \lceil q \rceil} \leq \mathbb{E} \left[ \min_{j \in \{1, m_0\}} |X_j|^q \right]^{\lceil q \rceil / \lceil q \rceil} \leq \mathbb{E} \left[ \min_{j \in \{1, m_0\}} |X_j|^q \right]^{\lceil q \rceil / \lceil q \rceil} < +\infty
$$

holds. Then by the dominated convergence theorem,

$$
\mathbb{E} \left[ \min_{j \in \{1, n_{\text{off}}\}} |X - X_j|^q \right] \xrightarrow{n_{\text{off}} \to +\infty} 0.
$$

For the general case $k_n/n \to 0$, we adapt directly the proof of [3, Theorem 2.4] to the context $\mu_X \neq \mu_{X'}$. Let us fix $l \in [1, n_{\text{off}}/2]$ and partition the set $\{X_1', \ldots, X_{n_{\text{off}}}'\}$ into $2l$ sets of size $n_1, \ldots, n_{2l}$ with, for all $j \in [1, 2l],

$$
\frac{n_{\text{off}}}{2l} \leq n_j \leq \frac{n_{\text{off}}}{2l} + 1.
$$

We denote by $\text{NN}_{X_{n_{\text{off}}}}^{(l,j)}$ the 1-NN among the subset $j$. By the definition of $\text{NN}_{X_{n_{\text{off}}}}^{(l,j)}$, there are at least $l$ subsets $j$ for which

$$
|X - \text{NN}_{X_{n_{\text{off}}}}^{(l,j)}(X)| \leq |X - \text{NN}_{X_{n_{\text{off}}}}^{(1,j)}(X)|,
$$

therefore

$$
|X - \text{NN}_{X_{n_{\text{off}}}^{(l,j)}}(X)|^q \leq \frac{1}{l} \sum_{j=1}^{2l} |X - \text{NN}_{X_{n_{\text{off}}}}^{(1,j)}(X)|^q,
$$

and consequently

$$
\mathbb{E} \left[ |X - \text{NN}_{X_{n_{\text{off}}}}^{(l,j)}(X)|^q \right] \leq 2\mathbb{E} \left[ |X - \text{NN}_{X_{n_{\text{off}}/2l}}(X)|^q \right].
$$
Finally, we deduce from (13) that, as soon as \( kn_{n} \leq n_{\text{off}}/2 \),
\[
\mathbb{E} \left[ W_{q}^{\prime} \left( \tilde{\mu}_{X_{n_{\text{off}}}} \tilde{\mu}_{X_{n_{\text{off}}}}^{(k_{n_{\text{off}}})} \right) \right] \leq \frac{1}{k_{n_{\text{off}}}} \sum_{l=1}^{k_{n_{\text{off}}}} \mathbb{E} \left[ \left| X - \text{NN}_{X_{n_{\text{off}}}}^{(l)}(X) \right|^{q} \right]
\]
(15)
\[
\leq \frac{2}{k_{n_{\text{off}}}} \sum_{l=1}^{k_{n_{\text{off}}}} \mathbb{E} \left[ \left| X - \text{NN}_{X_{n_{\text{off}}}}^{(l)}(X) \right|^{q} \right]
\]
\[
\leq 2 \mathbb{E} \left[ \left| X - \text{NN}_{X_{n_{\text{off}}}}^{(l)}(X) \right|^{q} \right],
\]
which goes to 0 as a consequence of the first part of the proof when \( n_{\text{off}}/2k_{n_{\text{off}}} \) goes to infinity.
\[\square\]

**Proof of Theorem 3.7.** By (12), we have
\[
\mathbb{E} \left[ n_{\text{off}}^{q/d}W_{q}^{\prime}\left( \tilde{\mu}_{X_{n_{\text{off}}}}^{(1)} \tilde{\mu}_{X_{n_{\text{off}}}}^{(1)} \right) \right] = \mathbb{E} \left[ \mathbb{E} \left[ n_{\text{off}}^{q/d} \min_{j \in [1, n_{\text{off}}]} \left| X - X_{j}^{\prime} \right|^{q} \left| X \right| \right] \right]
\]
(16)
\[
= \int_{\mathbb{R}^{d}} \int_{0}^{+\infty} \mathbb{P}(n_{\text{off}}^{q/d} \min_{j \in [1, n_{\text{off}}]} \left| x - X_{j}^{\prime} \right|^{q} > t)dt \mu_{X}(x)
\]
\[
= \int_{\mathbb{R}^{d}} \int_{0}^{+\infty} \mathbb{P}(n_{\text{off}}^{q/d} \left| x - X^{\prime} \right|^{q} > t)^{n_{\text{off}}} dt \mu_{X}(x),
\]
by independence of the \( X_{j}^{\prime} \). The proof consists in computing the pointwise limit of \( \mathbb{P}(n_{\text{off}}^{q/d} \left| x - Y \right|^{p} > t)^{n_{\text{off}}} \) for \((x, t) \in \text{supp}(\mu_{X}) \times \mathbb{R}^{+} \) and then establishing the convergence of the integral via the dominated convergence theorem.

**Pointwise convergence.** We have
\[
\mathbb{P}(n_{\text{off}}^{q/d} \left| x - X^{\prime} \right|^{q} > t)^{n_{\text{off}}} = \left( 1 - \mathbb{P}(\left| x - X^{\prime} \right| \leq t^{1/q}/n_{\text{off}}^{1/d}) \right)^{n_{\text{off}}}
\]
\[
= \exp \left( n_{\text{off}} \log \left( 1 - \mathbb{P}(\left| x - X^{\prime} \right| \leq t^{1/q}/n_{\text{off}}^{1/d}) \right) \right).
\]

By Assumption 3.5, we have
\[
\mathbb{P}(\left| x - X^{\prime} \right| \leq t^{1/q}/n_{\text{off}}^{1/d}) = p_{X^{\prime}}(x)v_{d}t^{d/q}/n_{\text{off}} + o(1/n_{\text{off}}),
\]
with \( v_{d} \) the volume of the unit sphere. Thus
\[
n_{\text{off}} \log \left( 1 - \mathbb{P}(\left| x - X^{\prime} \right| \leq t^{1/q}/n_{\text{off}}^{1/d}) \right) = -p_{X^{\prime}}(x)v_{d}t^{d/q} + o(1),
\]
and we conclude that
\[
\mathbb{P}(n_{\text{off}}^{q/d} \left| x - X^{\prime} \right|^{q} > t)^{n_{\text{off}}} \xrightarrow{n_{\text{off}} \to +\infty} \exp \left( -p_{X^{\prime}}(x)v_{d}t^{d/q} \right).
\]

**Dominated convergence.** Let \( r_{\kappa} > 0 \) be given by Assumption 3.5. We split the integral in the right-hand side of (16) and study each term separately
\[
\int_{\mathbb{R}^{d}} \int_{0}^{+\infty} \mathbb{P}(n_{\text{off}}^{q/d} \left| x - X^{\prime} \right|^{q} > t)^{n_{\text{off}}} dt \mu_{X}(x) = \text{I} + \text{II}
\]
with
\[
\text{I} := \int_{\mathbb{R}^{d}} \int_{0}^{r_{\kappa}^{2}n_{\text{off}}^{q/d}} \mathbb{P}(\left| x - X^{\prime} \right| > t^{1/q}/n_{\text{off}}^{1/d})^{n_{\text{off}}} dt \mu_{X}(x),
\]
\[
\text{II} := \int_{\mathbb{R}^{d}} \int_{r_{\kappa}^{2}n_{\text{off}}^{q/d}}^{+\infty} \mathbb{P}(\left| x - X^{\prime} \right| > t^{1/q}/n_{\text{off}}^{1/d})^{n_{\text{off}}} dt \mu_{X}(x).
\]
Convergence of I. For \( t \in [0, r_n^q/n_{\text{off}} q/d] \), we have \( t^{1/q}/n_{\text{off}} q/d \leq r_n \) and thus

\[
\mathbb{P}(|x - X'| > t^{1/q}/n_{\text{off}} q/d)_{n_{\text{off}}} = \left(1 - \mathbb{P}(|x - X'| \leq t^{1/q}/n_{\text{off}} q/d)\right)_{n_{\text{off}}}
\]

\[
\leq \left(1 - \frac{p_X(x) v_d d/q}{n_{\text{off}}}\right)_{n_{\text{off}}}
\]

by Assumption 3.5.

Using the elementary inequality \((1 - a/n)^n \leq \exp(-a)\) for \( a \leq n\), we can write

\[
\mathbb{P}(|x - X'| > t^{1/q}/n_{\text{off}} q/d)_{n_{\text{off}}} \leq \exp(-\kappa v_d p_X(x) t^{d/q}).
\]

This bound does not depend on \( n_{\text{off}} \) and the integral

\[
\int_0^{1/\kappa v_d p_X(x) t^{d/q}} \exp\left(-\kappa v_d p_X(x) t^{d/q}\right) dt d\mu_X(x) = \int_0^{1/\kappa v_d p_X(x) t^{d/q}} \frac{1}{v_d t^{d/q}} \mathbb{E} \left[ \frac{1}{p_X(x) t^{d/q}} \right] dt
\]

is finite by Assumption 3.6. We therefore deduce from the dominated convergence theorem that

\[
I \xrightarrow{n_{\text{off}} \rightarrow +\infty} \int_0^{\infty} \exp\left(-p_X(x) v_d d/q\right) dt d\mu_X(dx) = \frac{(1 + q/d)}{v_d^d} \mathbb{E} \left[ \frac{1}{p_X(X) q/d} \right].
\]

Convergence of II. Let \( n_{\text{off}} \geq 2(q+1)m_0 \). Using the change of variable \( r^d = t/n_{\text{off}} q/d \), we have

\[
II = q \int_{\mathbb{R}^d} \int_{r_n}^{\infty} n_{\text{off}} q/d q^{-1} \mathbb{P}(|x - X'| > r_{n_{\text{off}}} dr d\mu_X(x)
\]

\[
\leq q \int_{\mathbb{R}^d} \int_{r_n}^{\infty} V_{n_{\text{off}}}(x, r) dr d\mu_X(x),
\]

with

\[
V_{n_{\text{off}}}(x, r) := n_{\text{off}} q/d \mathbb{P}(|x - X'| > r_n)_{n_{\text{off}}} - (q+1)m_0 q^{-1} \mathbb{P}(|x - X'| > r_{n_{\text{off}}} (q+1)m_0).
\]

As \( \mathbb{P}(|x - X'| > r_n) < 1 \) for all \( x \) in \( U \), by Assumption 3.5, \( V_{n_{\text{off}}}(x, r) \) is pointwise convergent to 0 on the support of \( \mu_X \). We check that \( V_{n_{\text{off}}}(x, r) \) is bounded from above by an integrable function which does not depend on \( n_{\text{off}} \). Let us denote \( n_{\text{off}}' = n_{\text{off}} - (q+1)m_0 \geq n_{\text{off}}/2 \) and rewrite

\[
n_{\text{off}} q/d \mathbb{P}(|x - X'| > r_n)_{n_{\text{off}}} - (q+1)m_0 \leq \left(\frac{n_{\text{off}}}{n_{\text{off}}'}\right)^{q/d} n_{\text{off}} q/d \mathbb{P}(|x - X'| > r_n)_{n_{\text{off}}'}
\]

\[
\leq 2^{q/d} n_{\text{off}} q/d \left(1 - \frac{\mathbb{P}(|x - X'| \leq r_n)}{n_{\text{off}}'}\right)_{n_{\text{off}}'}
\]

\[
\leq 2^{q/d} n_{\text{off}} q/d \exp\left(-n_{\text{off}}' \kappa v_d p_X(x) v_d d/q\right),
\]

where we have used Assumption 3.5 and the elementary above inequality at the third line. We deduce that

\[
n_{\text{off}} q/d \mathbb{P}(|x - X'| > r_n)_{n_{\text{off}}} - (q+1)m_0 \leq C_1 \left(\frac{q/d}{p_X(x) q/d}\right) \sup_{u \geq 0} (u^{q/d} e^{-u}),
\]

so that

\[
V_{n_{\text{off}}}(x, r) \leq \tilde{V}(x, r) := \frac{C_1}{p_X(x) q/d} r^{q-1} \mathbb{P}(|x - X'| > r)^{(q+1)m_0}.
\]

(17)
To complete the proof, we verify that \( \bar{V}(x, r) \) is integrable on \( U \times [r, +\infty) \). We first fix \( x \in \mathbb{R}^d \) and estimate the integral of \( \bar{V}(x, r) \) in \( r \). Using the fact that if \( |x - X'| > r \) then \( |X'| > r - |x| \), we first write
\[
\int_{r}^{+\infty} r^{q-1} \mathbb{P}(|x - X'| > r)^{(q+1)m_0} dr \leq \int_{0}^{+\infty} r^{q-1} \mathbb{P}(|X'| > r - |x|)^{(q+1)m_0} dr
\]
\[
= \int_{0}^{+\infty} (r + |x|)^{-1} \mathbb{P}(|X'| > r)^{(q+1)m_0} dr.
\]

On the interval \([-|x|, 0]\), we have
\[
\int_{-|x|}^{0} (r + |x|)^{-1} \mathbb{P}(|X'| > r)^{(q+1)m_0} dr = \int_{-|x|}^{0} (r + |x|)^{-1} dr = \frac{|x|^q}{q},
\]
On the interval \([0, +\infty)\), we first rewrite
\[
\int_{0}^{+\infty} (r + |x|)^{-1} \mathbb{P}(|X'| > r)^{(q+1)m_0} dr = \int_{0}^{+\infty} (r + |x|)^{-1} \mathbb{P} \left( \min_{j \in \llbracket 1, m_0 \rrbracket} |X'_j| > r \right)^{q+1} dr,
\]
and recall from Assumption 3.2 that \( C_2 := \mathbb{E} [\min_{j \in \llbracket 1, m_0 \rrbracket} |X'_j|] < \infty \). As a consequence, we deduce from Markov’s inequality that the right-hand side in the previous equality is bounded from above by
\[
\int_{0}^{|x| \vee 1} (r + |x|)^{-1} dr + C_2^{q+1} \int_{|x| \vee 1}^{+\infty} \frac{(r + |x|)^{-1}}{r^{q+1}} dr.
\]
If \( |x| \leq 1 \) then this expression is bounded from above. If \( |x| > 1 \), then we have
\[
\int_{0}^{1} (r + |x|)^{-1} dr \leq 2^{q-1} |x|^q
\]
on the one hand, and
\[
\int_{|x|}^{+\infty} \frac{(r + |x|)^{-1}}{r^{q+1}} dr = \frac{1}{|x|} \int_{1}^{+\infty} \frac{u + 1}{u^{q+1}} du,
\]
which is bounded from above, on the other hand. Overall, we conclude that there exists a constant \( C_3 \) such that
\[
(18) \quad \int_{r}^{+\infty} r^{q-1} \mathbb{P}(|x - X'| > r)^{(q+1)m_0} dr \leq C_3 (1 + |x|^q).
\]
As a consequence, the combination of (17) and (18) yields
\[
\int_{\mathbb{R}^d} \int_{r}^{+\infty} \bar{V}(x, r) dr d\mu_X(x) \leq C_1 C_3 \mathbb{E} \left[ \frac{1 + \|X\|^q}{\| X \|^q} \right],
\]
which by Assumption 3.6 allows to apply the dominated convergence theorem to show that II goes to 0, and thereby completes the proof. \( \square \)
Proof of Corollary 3.8. We start from the second line of Equation (15) and estimate its right-hand side

\[
\mathbb{E} \left[ W^q(\hat{\mu}_{\text{nn}, k}, \hat{\nu}_{\text{nn}, k}) \right] \leq \frac{2}{k_{\text{nnl}}} \sum_{l=1}^{k_{\text{nnl}}} \mathbb{E} \left[ |X - \text{NN}_{12}(X)|^q \right] \\
= \frac{2}{k_{\text{nnl}}} \sum_{l=1}^{k_{\text{nnl}}} \left( \frac{2k_{\text{nnl}}}{n_{\text{nnl}}} \frac{l}{k_{\text{nnl}}} \right)^{q/d} \mathbb{E} \left[ |X - \text{NN}_{12}(X)|^q \right] \\
= \left( \frac{k_{\text{nnl}}}{n_{\text{nnl}}} \right)^{q/d} \frac{q/d + 1}{k_{\text{nnl}}} \sum_{l=1}^{k_{\text{nnl}}} \left( \frac{l}{k_{\text{nnl}}} \right)^{q/d} F \left( \frac{n_{\text{nnl}}}{2l} \right)
\]

with \( F(u) = u^{q/d} \mathbb{E}[|X - \text{NN}_{12}(X)|^q] \). Let \( \epsilon > 0 \). By Theorem 3.7, there exists \( u_\epsilon \geq 0 \) such that, for all \( u \geq u_\epsilon \),

\[
\left| F(u) - \frac{\Gamma(1 + q/d)}{\Gamma(q/d)} \mathbb{E} \left[ \frac{1}{p_X(X)^{q/d}} \right] \right| \leq \epsilon.
\]

We can remark that for \( n_{\text{off}} \in \mathbb{N}^+ \) and \( l \in [1, k_{\text{nnl}}] \),

\[
\frac{n_{\text{off}}}{2l} \geq \frac{n_{\text{off}}}{2k_{\text{nnl}}} \xrightarrow{n_{\text{off}} \to +\infty} +\infty.
\]

Thus, if we take \( n_{\epsilon} \) such that for all \( n \geq n_{\epsilon} \), \( \frac{1}{2k_n} \geq u_\epsilon \), we have

\[
\left| F \left( \frac{n_{\text{off}}}{2l} \right) - \frac{\Gamma(1 + q/d)}{\Gamma(q/d)} \mathbb{E} \left[ \frac{1}{p_X(X)^{q/d}} \right] \right| \leq \epsilon.
\]

for any \( n_{\text{off}} \geq n_{\epsilon} \) and \( l \leq k_{\text{nnl}} \). Consequently,

\[
\left| \frac{1}{k_{\text{nnl}}} \sum_{l=1}^{k_{\text{nnl}}} \left( \frac{l}{k_{\text{nnl}}} \right)^{q/d} F \left( \frac{n_{\text{off}}}{2l} \right) - \frac{\Gamma(1 + q/d)}{\Gamma(q/d)} \mathbb{E} \left[ \frac{1}{p_X(X)^{q/d}} \right] \right| \leq \epsilon,
\]

so that

\[
\lim_{n_{\text{off}} \to +\infty} \frac{2^{q/d+1}}{k_{\text{nnl}}} \sum_{l=1}^{k_{\text{nnl}}} \left( \frac{l}{k_{\text{nnl}}} \right)^{q/d} F \left( \frac{n_{\text{off}}}{2l} \right) = c_{d,q} \frac{\Gamma(1 + q/d)}{\Gamma(q/d)} \mathbb{E} \left[ \frac{1}{p_X(X)^{q/d}} \right],
\]

where

\[
c_{d,q} := \lim_{n \to +\infty} \frac{2^{q/d+1}}{k_n} \sum_{l=1}^{k_n} \left( \frac{l}{k_n} \right)^{q/d} = \begin{cases} 2^{q/d+1} \sum_{l=1}^{k} \left( \frac{l}{k} \right)^{q/d} & \text{if } \sup_{n \geq 1} k_n = k < +\infty, \\ 2^{q/d+1} \int_0^1 u^{q/d} du = \frac{2^{q/d+1}}{q/d + 1} & \text{if } \sup_{n \geq 1} k_n = +\infty, \end{cases}
\]

concluding the proof. \( \square \)
Proof of Lemma 3.9. Obviously, it suffices to check that $p_{X'}$ satisfies the point (iii) of Assumption 3.5. Let us denote by $(\cdot, \cdot)$ and $B(x, r)$ respectively the inner product and the ball of center $x$ and radius $r$ associated to $\| \cdot \|$. We set $x_0 = 0$ without loss of generality. As $h$ is positive and nonincreasing, we may fix $r_0 > 0$ and define
\[
\kappa := \frac{h(r_0)}{h(0)} \in (0, 1].
\]
If $\|x\| \leq r_0/2$, then for all $y \in B(x, r_0/2)$, the monotonicity of $h$ ensures that $p_{X'}(x + y) \geq \kappa p_{X'}(x)$. By the equivalence of the norms, there exist $C \geq c > 0$ such that for any $x \in \mathbb{R}^d$ and any $r \geq 0$, $B(x, cr) \subset B(x, r) \subset B(x, C r)$. Thus
\[
\forall r \leq r_0/2c, \quad \mathbb{P}(X' \in B(x, r)) \geq \mathbb{P}(X' \in B(x, cr)) \geq (c/C)^d v_d \kappa p_{X'}(x)^d.
\]
If $\|x\| > r_0/2$, let us introduce the half-cone
\[
C_x = \left\{ x' \in \mathbb{R}^d : \langle x' - x, -x \rangle \geq \frac{\|x' - x\| \|x\|}{2} \right\},
\]
and notice that for all $r \leq r_0/2$ and $x' \in C_x \cap B(x, r)$,
\[
\|x'\|^2 = \|x\|^2 + \|x' - x\|^2 + 2\langle x' - x, x \rangle \leq \|x\|^2 + \|x' - x\|^2 - \|x' - x\| \|x\| \leq \|x\|^2 + \|x' - x\|^2 - \|x' - x\|^2 = \|x\|^2.
\]
Thus, for all $x' \in C_x \cap B(x, r)$, $p_{X'}(x') \geq p_{X'}(x)$. For a given $r$, the sets $C_x \cap B(x, r)$ have the same volume for all $x$, which we denote by $\alpha v_d r^d$ for some $\alpha \in (0, 1/C^d)$. Finally, we have
\[
\forall r \leq r_0/2c, \quad \mathbb{P}(X' \in B(x, r)) \geq \mathbb{P}(X' \in B(x, cr) \cap C_x) \geq \alpha c^d v_d p_{X'}(x)^d.
\]
If we take $\kappa = (c/C)^d \min(\alpha C^d, \kappa)$ and $r_\kappa = r_0/2c$, we obtain the point (iii) of Assumption 3.5. \hfill $\square$

4. Discussion

Going back to our initial problem, we are now able to compute $L^q$ rates of convergence of the weighted estimator
\[
\widehat{Q}_1^{(k_{\text{null}}, n_{\text{null}})} = \frac{1}{n_{\text{null}}} \sum_{j=1}^{n_{\text{null}}} \hat{w}_{j}^{(k_{\text{null}})} \phi(Y_j)
\]
to $Q_1 = \mathbb{E}[\phi(Y)]$. First, in Section 4.1, we derive the convergence rates of $\mu_{X_n_{\text{null}}}^{(k_{\text{null}})}$ to $\mu_X$ in terms of Wasserstein distance. Then in Section 4.2, we study the case in which $Y = f(X)$ and there is no external source of uncertainty, that we call the noiseless case, using the terminology from statistical Machine Learning regression. The noisy case $Y = f(X, \Theta)$ is treated in Section 4.3.

Finally, in Section 4.4, we reinterpret Theorem 3.7 under the prism of the Nearest Neighbor literature.
4.1. Convergence to $\mu_X$. Let us focus on the speed of convergence of $\hat{\mu}_{\text{X,off}}^{(k_{\text{off}})}$ to $\mu_X$. Provided that $X$ has enough moments, namely that there exists $s > 2q$ such that $\mathbb{E}[|X|^s] < +\infty$, we have from [9, Theorem 1]

$$
\mathbb{E} \left[ W_q^q \left( \mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})} \right) \right] = \begin{cases} 
O \left( n_{\text{on}}^{-1/2} \right) & \text{if } q > d/2, \\
O \left( n_{\text{on}}^{-1/2} \log(1 + n_{\text{on}}) \right) & \text{if } q = d/2, \\
O \left( n_{\text{on}}^{-q/d} \right) & \text{if } q < d/2.
\end{cases}
$$

In dimension $d = 1$, we deduce from (11) that

$$
\mathbb{E} \left[ W_q^q \left( \mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})} \right) \right]^{1/q} = O \left( \left( \frac{1}{n_{\text{on}}} \right)^{1/2q} + \frac{k_{\text{off}}}{n_{\text{off}}} \right)
$$

for any value of $q \geq 1$. The right-hand side is minimized for the choice $q = 1$, in which case both error terms have the same order of magnitude if the sizes of the offline and online samples satisfy

$$
n_{\text{on}} \propto \left( \frac{n_{\text{off}}}{k_{\text{off}}} \right)^2.
$$

In dimension $d \geq 2$, the minimal upper bound for $\mathbb{E}[W_q^q(\mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})})]^{1/q}$ is achieved for $q \leq d/2$, in which case, up to the logarithmic correction,

$$
\mathbb{E} \left[ W_q^q \left( \mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})} \right) \right]^{1/q} = O \left( \left( \frac{1}{n_{\text{on}}} \right)^{1/d} + \left( \frac{k_{\text{off}}}{n_{\text{off}}} \right)^{1/d} \right),
$$

and both error terms have the same order of magnitude if the sizes of the offline and online samples satisfy

$$
n_{\text{on}} \propto \frac{n_{\text{off}}}{k_{\text{off}}}.
$$

4.2. Rate of convergence of $\hat{Q}_{\text{I,off,off}}^{(k_{\text{off}})}$ in the noiseless case. We assume that $Y = f(X)$ and study the rate of convergence of $\hat{Q}_{\text{I,off,off}}^{(k_{\text{off}})}$ to $Q_{\text{I}}$. When $\phi \circ f$ is $L$-Lipschitz continuous, we can derive the result using the duality formula of the $W_1$ Wasserstein distance [19, Remark 6.5]

$$
W_1 \left( \mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})} \right) = \sup_{|\phi|_{Lip} \leq 1} \left\{ \int_{\mathbb{R}^d} \phi(x) d\mu_X(x) - \int_{\mathbb{R}^d} \phi(x) d\hat{\mu}_{\text{X,off}}^{(k_{\text{off}})}(x) \right\}
$$

and bound

$$
\left| Q_{\text{I}} - \hat{Q}_{\text{I,off,off}}^{(k_{\text{off}})} \right| = \left| \int_{\mathbb{R}^d} \phi \circ f(x) d\mu_X(x) - \int_{\mathbb{R}^d} \phi \circ f(x) d\hat{\mu}_{\text{X,off}}^{(k_{\text{off}})}(x) \right|^q \leq LW_q^q \left( \mu_X, \hat{\mu}_{\text{X,off}}^{(k_{\text{off}})} \right),
$$

We can conclude from Section 4.1.

**Proposition 4.1** (Rates of convergence in the noiseless case). Assume that:

(i) the function $f$ does not depend on $\Theta$,

(ii) the function $\phi \circ f$ is globally Lipschitz continuous,
and let the assumptions of Corollary 3.8 hold. We have, as soon as \( q \neq d/2 \) and there exists \( s > 2q \) such that \( \mathbb{E}[|X|^s] < +\infty \),

\[
(20) \quad \mathbb{E} \left[ \left| QI - \hat{QI}_{n_{\text{off}}, n_{\text{on}}} \right|^q \right]^{1/q} = O \left( n_{\text{on}}^{-\min(1/2q, 1/d)} \right) + O \left( \left( \frac{k_{n_{\text{off}}}}{n_{\text{off}}} \right)^{1/d} \right).
\]

There is no need for \( k_{n_{\text{off}}} \) to go to infinity and thus \( k_{n_{\text{off}}} = 1 \) seems a reasonable choice.

These computations can be adapted to cases other than \( \phi \circ f \) Lipschitz continuous. For instance, if \( A \subset \mathbb{R}^c \), \( \phi(y) = 1_{\{y \in A\}} \) and \( f \) is globally Lipschitz continuous, it is possible to use the margin assumption of [17] to deduce theoretical rates of convergence in the estimation of \( QI = \mathbb{P}(Y \in A) \).

4.3. Noisy case. We now study the convergence of \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} \) to \( QI \) when \( Y = f(X, \Theta) \).

A first striking result is then that even under the assumptions of Theorem 3.3, the estimator \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} \) need not be consistent. Indeed, consider the case where \( X \) is actually deterministic and always equal to some \( x_0 \in \mathbb{R}^d \). Then we have

\[
\hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} = \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \phi(Y_{j_i}^{(1)}),
\]

where \( j_i^{(1)} \) is the index of the closest \( X_i^{(1)} \) to \( X_i \). But since \( X_i = x_0 \) for all \( i \), all indices \( j_i^{(1)} \) are equal to some \( j^{(1)} \) and the estimator rewrites

\[
\hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} = \phi(Y_{j}^{(1)}) = \phi(f(X_{j}^{(1)}, \Theta_{j}^{(1)})).
\]

While Assumption 3.1 ensures that \( X_{j}^{(1)} \) converges to \( x_0 \) when \( n_{\text{off}} \to +\infty \), in general the corresponding sequence of \( \Theta_{j}^{(1)} \) does not converge.

As is evidenced on this example, the presence of an atom in the law of \( X \) makes the estimator \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} \) depend on a single realization of \( \Theta \) and therefore prevents this estimator to display an averaging behavior with respect to the law of \( \Theta \). In Proposition 4.2, we clarify this point by exhibiting a necessary and sufficient condition for the estimator \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} \) to be consistent, while in Proposition 4.3, we show that replacing \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} \) with \( \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(k_{n_{\text{off}}} \to +\infty)} \) allows to recover such an averaging behavior and make the estimator consistent, even when \( \mu_X \) has atoms. In the latter case, we also provide rates of convergence.

We recall that \( \psi(x) = \mathbb{E} [\phi(f(x, \Theta))] \) is defined in Equation (9). In the next statement, we denote by \( \mathcal{A}_X \) the set of atoms of \( \mu_X \), that is to say the set of \( x \in \mathbb{R}^d \) such that \( \mathbb{P}(X = x) > 0 \), and introduce the notation \( \vartheta(x) := \text{Var}(\phi(f(x, \Theta))) \).

**Proposition 4.2** (Consistency of the 1-NN in the noisy case). Assume that:

(i) the function \( \phi \) is bounded,

(ii) the function \( \psi \) is globally Lipschitz continuous,

(iii) the function \( \vartheta \) is continuous,

and let the assumptions of Theorem 3.3 hold. We have

\[
\mathbb{E} \left[ \left| \hat{QI}_{n_{\text{off}}, n_{\text{on}}}^{(1)} - QI \right| \right] \xrightarrow{n_{\text{off}}, n_{\text{on}} \to +\infty} 0
\]
if and only if,  

\[ \forall x \in A_X, \quad \text{Var}(\phi(f(x, \Theta))) = 0. \]

In particular, under the above assumptions, if the law of \( X \) has no atom, i.e. \( A_X = \emptyset \),
then \( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} \) converges to \( Q_i \).

Proof. Let us write

\[
\tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - Q_i = \left( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} \right) + \left( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - Q_i \right),
\]

with

\[
\tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} = \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} w_j^{(1)} \psi(X_j').
\]

Using the Lipschitz continuity of \( \psi \), the duality formula (19) and Theorem 3.3, we get that
\( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - Q_i \) converges to 0 when \( n_{\text{off}}, n_{\text{on}} \to +\infty \), in \( L^1 \). Therefore, \( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - Q_i \) converges to 0 if and only if \( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} \) converges to 0.

Let us rewrite

\[
\tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} = \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} w_j^{(1)} \left( \phi\left( (X_j', \Theta_j) \right) - \tilde{\psi}(X_j') \right)
\]

\[
= \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \left( \phi\left( f\left( X_{j_i}' \right), \Theta_{j_i}' \right) \right) - \tilde{\psi}(X_{j_i}')
\]

introduce the notation

\[
A_X^+ := \{ x \in A_X : \vartheta(x) > 0 \},
\]

and denote

\[
e_1 := \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \left( \phi\left( f\left( X_{j_i}' \right), \Theta_{j_i}' \right) \right) - \tilde{\psi}(X_{j_i}') \mathbb{I}_{\{X_i \notin A_X^+\}},
\]

\[
e_2 := \frac{1}{n_{\text{on}}} \sum_{i=1}^{n_{\text{on}}} \left( \phi\left( f\left( X_{j_i}' \right), \Theta_{j_i}' \right) \right) - \tilde{\psi}(X_{j_i}') \mathbb{I}_{\{X_i \in A_X^+\}}.
\]

In Step 1 below, we prove that

\[ \mathbb{E} \left[ |e_1| \right] \xrightarrow{n_{\text{on}}, n_{\text{off}} \to +\infty} 0, \]

while in Step 2, we show that if \( A_X^+ \neq \emptyset \) then \( \mathbb{E}[|e_2|] \) does not converge to 0, which implies that in this case, \( \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} - \tilde{Q}_i^{(1)}_{n_{\text{off}}, n_{\text{on}}} \) does not converge to 0 in \( L^1 \).

In both steps, we shall use the following preliminary remark: given a measurable subset \( A \) of \( \mathbb{R}^d \), taking the conditional expectation with respect to \( (X_{n_{\text{on}}}, X_{n_{\text{off}}}') \) it is easy to see that for \( i \in [1, n_{\text{on}}] \),

\[ \mathbb{E} \left[ \phi(f(X_{j_i}' \Theta_{j_i}')) - \tilde{\psi}(X_{j_i}') \mathbb{I}_{\{X_i \in A\}} \right] = 0, \]

and for \( (i_1, i_2) \in [1, n_{\text{on}}]^2 \),

\[ \mathbb{E} \left[ \phi(f(X_{j_{i_1}}', \Theta_{j_{i_1}'}) - \psi(X_{j_{i_1}}')) \mathbb{I}_{\{X_{i_1} \in A\}} (\phi(f(X_{j_{i_2}}', \Theta_{j_{i_2}'}) - \psi(X_{j_{i_2}}')) \mathbb{I}_{\{X_{i_2} \in A\}} \right]
\]

\[ = \mathbb{E} \left[ \mathbb{I}_{\{j_{i_1}' = j_{i_2}' \}} \psi(X_{j_{i_1}}') \mathbb{I}_{\{X_{i_1} \in A, X_{i_2} \in A\}} \right]. \]
Therefore,
\[
E[|e_1|^2] = \frac{1}{n_{\text{on}}^2} \left( \sum_{i=1}^{n_{\text{on}}} E \left[ \vartheta(X'_{j_{i_{1}}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] + \sum_{i_1 \neq i_2} E \left[ I_{\{X_{j_{i_{1}}} = X_{j_{i_{2}}} \}} \vartheta(X'_{j_{i_{1}}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] \right)
\]
\[
= \frac{1}{n_{\text{on}}} E \left[ \vartheta(X'_{j_{1}}) I_{\{X_{j_{1}} \in A^+_X\}} \right] + \frac{n_{\text{on}} - 1}{n_{\text{on}}} E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right],
\]
and a similar expression holds for \(E[|e_2|^2]\).

**Step 1.** Thanks to the boundedness of \(\varphi\), and thus of \(\vartheta\), it is immediate that \(\frac{1}{n_{\text{on}}} E[\vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X\}}]\) converges to 0 when \(n_{\text{on}} \to +\infty\), uniformly in \(n_{\text{off}}\). Therefore, to show that \(E[|e_1|^2]\) converges to 0, it suffices to prove that
\[
E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] \underset{n_{\text{off}} \to +\infty}{\to} 0.
\]
In this purpose, let us first write
\[
E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] \leq E \left[ \text{NN}_{\text{off}}(X_1) = \text{NN}_{\text{off}}(X_2) \right] \vartheta(\text{NN}_{\text{off}}(X_1)) I_{\{X_i \notin A^+_X\}},
\]
and recall that, by Assumption 3.1 and Lemma 2.2 in [3, Chapter 2], \(\text{NN}_{\text{off}}(X_1)\) converges to \(X_1\) and \(\text{NN}_{\text{off}}(X_2)\) converges to \(X_2\). As a consequence, if \(X_1 \in A_X \setminus A^+_X\) then \(\vartheta(X_1) = 0\) and by the continuity of \(\vartheta\) and the boundedness of \(\phi\), the dominated convergence theorem shows that
\[
E \left[ I_{\{X_i \notin A_X \setminus A^+_X\}} \vartheta(\text{NN}_{\text{off}}(X_1)) I_{\{X_i \notin A^+_X\}} \right] \underset{n_{\text{off}} \to +\infty}{\to} 0.
\]
On the other hand, if \(X_1 \notin A_X\), then almost surely \(X_1 \neq X_2\), and therefore \(\vartheta(\text{NN}_{\text{off}}(X_1)) I_{\{X_i \notin A^+_X\}}\) converges to 0 almost surely. Using the boundedness of \(\phi\) and the dominated convergence theorem again, we deduce that
\[
E \left[ I_{\{X_i \notin A_X\}} \vartheta(\text{NN}_{\text{off}}(X_1)) I_{\{X_i \notin A^+_X\}} \right] \underset{n_{\text{off}} \to +\infty}{\to} 0,
\]
which completes the proof of the fact that \(E[|e_1|^2]\), and thus \(E[|e_1|]\), converge to 0.

**Step 2.** Let us now assume that \(A^+_X\) is nonempty and show that \(e_2\) does not converge to 0 in \(L^1\). We shall actually prove that \(e_2\) does not converge to 0 in \(L^2\) since \(e_2\) is bounded then this prevents the convergence from occuring in \(L^1\). From the preliminary remark, we write
\[
E[|e_2|^2] = \frac{1}{n_{\text{on}}} E \left[ \vartheta(X'_{j_{1}}) I_{\{X_{j_{1}} \in A^+_X\}} \right] + \frac{n_{\text{on}} - 1}{n_{\text{on}}} E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right],
\]
and we prove that
\[
\lim_{n_{\text{off}} \to +\infty} E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] > 0.
\]
Let \(x \in A^+_X\). Obviously,
\[
E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i \notin A^+_X, X_2 \notin A^+_X\}} \right] \geq E \left[ I_{\{X_{j_{1}} = X_{j_{2}} \}} \vartheta(X'_{j_{1}}) I_{\{X_i = X_2 = x\}} \right]
\]
\[
= E \left[ \vartheta(\text{NN}_{\text{off}}(x)) I_{\{X_i = X_2 = x\}} \right].
\]
By Assumption 3.1 and Lemma 2.2 in [3, Chapter 2] again, \(\text{NN}_{\text{off}}(x)\) converges to \(x\) almost surely, therefore using the continuity and boundedness assumptions on \(\vartheta\), the dominated convergence theorem shows that
\[
E \left[ \vartheta(\text{NN}_{\text{off}}(x)) I_{\{X_i = X_2 = x\}} \right] \underset{n_{\text{off}} \to +\infty}{\to} \vartheta(x) \mu_X(\{x\})^2 > 0,
\]
which completes the proof.

We now study the estimator $\hat{Q_I}(k_{n_{\text{off}}})$ and show that it is unconditionally consistent as soon as $k_n \to +\infty$. Besides, we provide $L^2$ convergence rates.

**Proposition 4.3** (Rates of convergence in the noisy case). Assume that:

(i) the function $\phi$ is bounded,
(ii) the function $\psi$ is globally Lipschitz continuous,
(iii) there exists $s > 4$ such that $E[|X|^s] < +\infty$,

and the assumptions of Corollary 3.8 hold.

The estimator $\hat{Q_I}(k_{n_{\text{off}}})$ is consistent as soon as $k_{n_{\text{off}}}$ goes to infinity. Besides, the $L^2$ rate of convergence is optimal when $k_{n_{\text{off}}} \sim n_{\text{off}}^{2/(d+2)}$ and is, when $d \neq 4$,

$$E\left[\left(\frac{\hat{Q_I}(k_{n_{\text{off}}})}{Q_I(n_{\text{off}}, n_{\text{on}})} - Q_I\right)^2\right]^{1/2} = O\left(n_{\text{on}} - \min\left(1/4, 1/d\right)\right) + O\left(n_{\text{off}}^{-1/(d+2)}\right).$$

When $d = 4$, the first term is replaced with $n_{\text{on}}^{-1/4} \log(1 + n_{\text{on}})^{1/2}$.

The loss of convergence order with respect to Proposition 4.1 is similar to the NNR, in which it deteriorates from the rate $1/d$ in the noiseless case to the rate of $1/(d+2)$ in the noisy case [3, Section 14.6 and Section 15.3].

**Proof.** We decompose the error as

$$\hat{Q_I}(k_{n_{\text{off}}}) - Q_I = \left(\frac{\hat{Q_I}(k_{n_{\text{off}}})}{Q_I(n_{\text{off}}, n_{\text{on}})} - \hat{Q_I}(k_{n_{\text{off}}})\right) + \left(\hat{Q_I}(k_{n_{\text{off}}}) - Q_I\right),$$

with

$$\hat{Q_I}(k_{n_{\text{off}}}) = \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} w_j^{(k_{n_{\text{off}}})}\psi(X_j').$$

As $\psi$ is globally Lipschitz continuous and does not depend on $\Theta$, we can deduce from Proposition 4.1 that

$$E\left[\left(\frac{\hat{Q_I}(k_{n_{\text{off}}})}{Q_I(n_{\text{off}}, n_{\text{on}})} - Q_I\right)^2\right]^{1/2} = O\left(n_{\text{on}} - \min\left(1/4, 1/d\right)\right) + O\left(k_{n_{\text{off}}}^{-1/d}\right).$$
when $d \neq 4$ and has an additional logarithmic term when $d = 4$. We write the quadratic error for the first term

$$
E \left[ \mathbb{QI}_{n_{off},n_{on}}^{(k_{n_{off}})} - \mathbb{QI}_{n_{off},n_{on}}^{(k_{n_{off}})} \right]^2
$$

$$
= E \left[ \left( \frac{1}{n_{off}} \sum_{j=1}^{n_{off}} w_j^{(k_{n_{off}})} (\psi(X'_j) - \phi(f(X'_j, \Theta_j))) \right)^2 \right]
$$

$$
= E \left[ \frac{1}{n_{off}^2} \sum_{j=1}^{n_{off}} w_j^{(k_{n_{off}})^2} (\psi(X'_j) - \phi(f(X'_j, \Theta_j)))^2 \right]
$$

$$
+ E \left[ \frac{n_{off} - 1}{n_{off}^2} \sum_{j,l=1, j \neq l}^{n_{off}} w_{j}^{(k_{n_{off}})} w_{l}^{(k_{n_{off}})} (\psi(X'_j) - \phi(f(X'_j, \Theta_j))) (\psi(X'_l) - \phi(f(X'_l, \Theta_l))) \right].
$$

Using the fact that $E [w_j^{(k_{n_{off}})} f(X'_j, \Theta_j)|X_{n_{on}}, X_{n_{off}}] = w_j^{(k_{n_{off}})} \psi(X'_j)$ by definition and the independence of the $\Theta_j$, the cross terms vanish. The remaining quadratic term is

$$
(21)
$$

$$
E \left[ \frac{1}{n_{off}} \sum_{j=1}^{n_{off}} w_j^{(k_{n_{off}})^2} (\psi(X'_j) - \phi(f(X'_j, \Theta_j)))^2 \right] = \frac{1}{n_{off}} \sum_{j=1}^{n_{off}} E \left[ w_j^{(k_{n_{off}})^2} (\psi(X'_j) - \phi(f(X'_j, \Theta_j)))^2 \right]
$$

$$
\leq \frac{4}{n_{off}} \sum_{j=1}^{n_{off}} \left( w_j^{(k_{n_{off}})} \right)^2 \| \phi \|_2^2.
$$

We remark that

$$
\sum_{j=1}^{n_{off}} \left( w_j^{(k_{n_{off}})} \right)^2 = \frac{n_{off}^2}{n_{off}^2 k_{n_{off}}} \sum_{i_1, i_2=1}^{k_{n_{off}}} I_{j_i^{(1)} = j_i^{(2)}}
$$

and that for some fixed $i_1, i_2$ and $l_1$, there exists exactly one $l_2 \in [1, n_{off}]$ such that $j_{i_1}^{(l_1)} = j_{i_2}^{(l_2)}$ as $(j_{i_1}^{(l_1)})_{1 \leq l \leq n_{off}}$ is a permutation of $[1, n_{off}]$. Therefore, there exists at most one $l_2 \in [1, k_{n_{off}}]$ verifying this property and, consequently,

$$
\sum_{j=1}^{n_{off}} \left( w_j^{(k_{n_{off}})} \right)^2 \leq \frac{n_{off}^2}{n_{off}^2 k_{n_{off}}} \sum_{i_1, i_2=1}^{k_{n_{off}}} \sum_{l_1=1}^{k_{n_{off}}} 1 = \frac{n_{off}^2}{k_{n_{off}}}
$$

We can then bound the second term

$$
E \left[ \left( \frac{1}{n_{off}} \sum_{j=1}^{n_{off}} w_j^{(k_{n_{off}})} (\psi(X'_j) - f(X'_j, \Theta_j))) \right)^2 \right]^{1/2} \leq \frac{4}{k_{n_{off}}^{1/2}} \| \phi \|_\infty
$$

and the triangle inequality gives

$$
E \left[ QI - \mathbb{QI}_{n_{off},n_{on}}^{(k_{n_{off}})} \right]^{1/2} = O \left( \left( \frac{1}{n_{on}} \right)^{\min(1/4, 1/d)} + \left( \frac{k_{n_{off}}}{n_{off}} \right)^{1/d} + \frac{1}{k_{n_{off}}^{1/2}} \right).
$$

This estimator is consistent as soon as $k_{n_{off}}$ goes to infinity and $k_{n_{off}}/n_{off}$ goes to 0, even when $\mu_X$ has atoms. The optimal rate of growth is reached at $k_{n_{off}} \sim n_{off}^{2/(d+2)}$, leading
to
\[
\mathbb{E} \left[ \left| QI - \hat{QI}^{(k,n_{\text{off}})}_{n_{\text{on}},n_{\text{off}}} \right|^2 \right]^{1/2} \leq O \left( n_{\text{on}} - \min\left(1/4,1/d\right) + n_{\text{off}}^{-1/(d+2)} \right). \]
\]

4.4. Reformulation of our results in terms of Nearest Neighbors. In this section, we do not refer to an offline and an online phase. Instead, we consider a sample \((X_j') \) of \(n\) iid observations of law \(\mu_{X'}\) and a random variable \(X \sim \mu_X\) independent of the sample. We do not distinguish anymore \(\phi \circ f\) from \(f\) in the regression function defined in Equation (9), that now writes
\[
\psi(X) = \mathbb{E} \left[ f(X, \Theta) \right] X
\]
and its Nearest Neighbor approximation of Equation (10) is
\[
\hat{\psi}^{(k)}_N(x) = \frac{1}{k} \sum_{l=1}^k f(X_j'(x), \Theta_j'(x)).
\]

In Section 4.4.1, we study the case \(\mu_X = \mu_{X'}\), and in Section 4.4.2 the case \(\mu_X \neq \mu_{X'}\).

4.4.1. Convergence of the Nearest Neighbor distance for non compact support. By rewriting
\[
\mathbb{E}[W_q^q(\hat{\mu}_{X_{n_{\text{on}}}}, \hat{\mu}_{X_{n_{\text{on}}}}^{(1)})] = \mathbb{E}[||X - \text{NN}_{X_{n_{\text{off}}}^{(1)}}(X)||^q]
\]
in Theorem 3.7, and choosing \(\mu_{X'} = \mu_X\), we get some asymptotic properties on the Nearest Neighbor distance
\[
(22) \quad \mathbb{E}[||X - \text{NN}_{X_{n_{\text{on}}}^{(1)}}(X)||^q],
\]
which has some application in the theoretical study of the Nearest Neighbor regressors and classifiers [3, Chapter 2]. The previous works on the topic focus mainly on the convergence when \(q = 2\) and assume that \(X\) have a bounded support [3, 7, 12, 14].

Some works [5, 11] consider some random variables \(X\) with unbounded support of in the context of the k-NN regression, i.e. they study the convergence of
\[
\mathbb{E} \left[ \left| \psi(X) - \hat{\psi}^{(k)}_N(X) \right| \right].
\]
However, they make the assumption of a bounded regression function \(\psi\) whereas, in Equation (22), we would like to take \(\psi(X) = X\) and thus these results do not apply. A direct corollary from Theorem 3.7 is

**Corollary 4.4.** Let \(X\) have a density \(p_X\) for which the strong minimal mass assumption 3.5 (iii) and Assumption 3.6 hold. We have
\[
\mathbb{E}[||X - \text{NN}_{X_{n_{\text{on}}}^{(1)}}(X)||^q] \sim_{n \to +\infty} \Gamma(1 + q/d) n_{\text{on}}^{q/d} n_{\text{off}}^{(1-q)/d} \int_{\mathbb{R}^d} p_X(x)^{1-q/d} dx.
\]

This extends the results of the literature by ensuring the asymptotic equivalence for some random variables with unbounded support.
4.4.2. $L^2$ convergence rates of the generalization error under covariate shift. The case \( \mu_X \neq \mu_{X'} \) is also of interest in the framework of the Nearest Neighbor regression. The law of the training sample is \( \mu_{X'} \) and is different from the law of the test sample \( \mu_X \), leading to the so-called covariate shift.

**Theorem 4.5** ($L^2$ generalization error of the $k$-NN regression under covariate shift). Let \( \mu_X \) (the law of the test sample) and \( \mu_X' \) (the law of the training sample) verify the assumptions of Theorem 3.7, \( f \) be Lipschitz continuous in \( x \) of constant \( L > 0 \) uniform in \( \Theta \), and \( \text{Var}(f(x, \Theta)) = \mathbb{E} \left[ |f(x, \Theta) - \mathbb{E}[f(X, \Theta)]|^2 \right] \leq \sigma^2 < +\infty \) for all \( x \) in the support of \( \mu_{X'} \). When \( k_n \sim n^{2/(d+2)} \), we have

\[
\limsup_{n \to +\infty} n^{1/(2+d)} \mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} \leq \sigma + C \mathbb{E} \left[ \frac{1}{p_{X'}(X)^{2/d}} \right]^{1/2}
\]

with \( C \) a positive constant.

We retrieve essentially the same orders of convergence as in the case without covariate shift. The quantity \( \mathbb{E} \left[ 1/p_{X'}(X)^{2/d} \right]^{1/2} \) seems to be the relevant bound of the loss due to the use of \( \mu_{X'} \) instead of \( \mu_X \) and we expect that the greater this quantity is, the slower the convergence will be.

**Proof.** The proof is an adaptation of [3, Theorem 14.5], using the result of Corollary 3.8. We can decompose the $L^2$ error

\[
\mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} \leq \mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} + \mathbb{E} \left[ \left| \widehat{\psi}_{n}^{(k_n)}(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2}
\]

with \( \widehat{\psi}_{n}^{(k_n)}(x) = \frac{1}{k_n} \sum_{i=1}^{k_n} \mathbb{E}[f(\text{NN}_{X_n}^{(i)}(x), \Theta)]. \) The first term can be bounded by

\[
\mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} \leq L \mathbb{E} \left[ |X - \text{NN}_{X_n}^{(k_n)}(X)|^2 \right]^{1/2}
\]

and then

\[
\limsup_{n \to +\infty} \left( \frac{n}{k_n} \right)^{1/d} \mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} \leq L_{d,2} \mathbb{E} \left[ \frac{1}{p_{X'}(X)^{2/d}} \right]^{1/2}
\]

by Corollary 3.8. The second term is bounded by

\[
\mathbb{E} \left[ \left| \widehat{\psi}_{n}^{(k_n)}(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} = \frac{1}{k_n} \mathbb{E} \left[ \sum_{i=1}^{k_n} \left( f(\text{NN}_{X_n}^{(i)}(X), \Theta_i) - \mathbb{E}[f(\text{NN}_{X_n}^{(i)}(X), \Theta)|X] \right) \right]^{1/2} \leq \frac{1}{k_n^{1/2}\sigma}
\]

The optimal rate is \( k_n \sim n^{2/(2+d)} \), leading to

\[
\limsup_{n \to +\infty} n^{1/(2+d)} \mathbb{E} \left[ \left| \psi(X) - \widehat{\psi}_{n}^{(k_n)}(X) \right|^2 \right]^{1/2} \leq \sigma + C \mathbb{E} \left[ \frac{1}{p_{X'}(X)^{2/d}} \right]^{1/2},
\]

with \( C = L_{d,2} \)
5. Numerical application

5.1. Influence of $\mu_{X^*}$ on the convergence of $\hat{\nu}^{(1)}_{X_n^{\text{off}}}$

We investigate how the relationship between $\mu_X$ and $\mu_{X^*}$ impacts the convergence of $\hat{\nu}^{(1)}_{X_n^{\text{off}}}$ presented Section 4.1. In this numerical experiment, we set the dimension $d = 2$, choose

$$X = (U, U), \; U \sim \mathcal{U}([0, 1]),$$

and

$$X' \sim \mathcal{N}\left(\mu, \sigma^2 \left(\begin{array}{c}
s_{\text{corr}} \\ 1 \end{array}\right)\right),$$

with $\mu = 0.5$, $\sigma = 0.3$ and various $s_{\text{corr}}$ in $(-1, 1)$. Intuitively, the closer $s_{\text{corr}}$ is from 1, the closer $\mu_{X^*}$ is from $\mu_X$, as illustrated in Figure 2.

![Figure 2](image)

**Figure 2.** Plot of the support of $X$ and 1500 iid realizations of $X'$ for different values of $s_{\text{corr}}$.

In order to quantify the quality of the reconstruction, we estimate the measure $\hat{\nu}^{(1)}_{X_n^{\text{off}}}$ by Gaussian kernel density estimation [18], i.e.

$$\hat{\rho}(x_1, x_2) = K_h * \hat{\nu}^{(1)}_{X_n^{\text{off}}}(x_1, x_2) = \frac{1}{n_{\text{off}}} \sum_{j=1}^{n_{\text{off}}} w_j^{(1)} K_h((x_1, x_2) - X'_j)$$

with $K_h(x_1, x_2) = \frac{1}{\sqrt{2\pi}} \exp(-\frac{x_1^2 + x_2^2}{2h^2})$. Then, we estimate the density of the first marginal of the conditional distribution of $\hat{\rho}$ on the support of $X$

$$\hat{\rho}_{[0,1]}(x) = \frac{\hat{\rho}(x, x)}{\int_0^1 \hat{\rho}(u, u) du}, \quad x \in [0, 1]$$

and we compute the integrated $L^2$ error of this estimation with respect to the theoretical measure $\rho_{[0,1]}(x) = 1, x \in [0, 1]$

$$e_2 = \left(\int_0^1 (\hat{\rho}_{[0,1]}(x) - \rho_{[0,1]}(x))^2 dx\right)^{1/2} = \left(\int_0^1 (\hat{\rho}_{[0,1]}(x) - 1)^2 dx\right)^{1/2}.$$ 

As this quantity depends on $X_{n_{\text{on}}}$ and $X'_{n_{\text{off}}}$, we estimate its expectation $\mathbb{E}[e_2]$.

We can see in Figure 3 that the greater $s_{\text{corr}}$ is, the better the reconstruction looks like. This observation is confirmed in Figure 4, illustrating that $\mathbb{E}[e_2]$ decreases when $s_{\text{corr}}$ increases, i.e. when the $\mu_{X^*}$ gets closer to $\mu_X$. The important amount error that is done for negative values of $s_{\text{corr}}$ can be explained by Figures 2a and 3. Indeed, when $s_{\text{corr}}$ is low, an observation of $X'$ has a low probability to be drawn close to the segments $[(0, 0), (0.25, 0.25)]$ and $[(0.75, 0.75), (1, 1)]$, and thus, some values are “missed”. This effect is mitigated for greater values of $s_{\text{corr}}$ in which some observations are closer to the segments.
5.2. Influence of $\mu_X$ on the convergence if $\hat{Q}(k_{\text{off}}, n_{\text{on}})$. We now concentrate on the impact on the efficiency $\hat{Q}(k_{\text{off}}, n_{\text{on}})$. We keep the framework of Section 5.1, and we try to estimate the quantity of interest

$$QI = \mathbb{E}[\phi(f(X, \Theta))]$$

with $\Theta \sim U([-1, 1])$ and $\phi(y) = y$. The $L^2$ error

$$\mathbb{E} \left[ \left| \hat{Q}(k_{\text{off}}, n_{\text{on}}) - QI \right|^2 \right]^{1/2} = \mathbb{E} \left[ \left| \hat{Q}(k_{\text{off}}, n_{\text{on}}) - 0.5 \right|^2 \right]^{1/2}$$

is computed by Monte Carlo estimation. As highlighted in Figure 5, the closeness of $\mu_X$ to $\mu_X^i$ is an important factor for the efficiency of the estimator.
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