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Abstract. In this paper, we investigate the reachability of linear and nonlinear systems in the sense of the $\psi$-Hilfer pseudo-fractional derivative in g-calculus by means of the Mittag-Leffler functions (one and two parameters). In this sense, two numerical examples are discussed, in order to elucidate the investigated results.

1. Introduction. In this paper, we consider the linear fractional dynamical system governed by $\psi$-Hilfer fractional differential equation of the form

$$\mathbb{H}^{\alpha,\beta,\psi}_{\oplus,\odot,t_0+}x(t) = Ax(t) \oplus Bu(t), \quad t \in [t_0,t_1]$$

$$\mathbb{I}^{1-\gamma,\psi}_{\oplus,\odot,t_0+}x(t_0) = 0,$$

where $\mathbb{H}^{\alpha,\beta,\psi}_{\oplus,\odot,t_0+}(\cdot)$ is the $\psi$-Hilfer pseudo-fractional derivative of order $0 < \alpha < 1$ and type $0 \leq \beta \leq 1$, $\gamma = \alpha + \beta(1 - \alpha)$, $\mathbb{I}^{1-\gamma,\psi}_{\oplus,\odot,t_0+}(\cdot)$ is the Riemann-Liouville pseudo-fractional integral with respect to another function $1 - \gamma$, the state vector $x \in \mathbb{R}^n$, the control vector $u \in \mathbb{R}^m$ and $A$ and $B$ are the constant matrices of dimension $n \times n$ and $n \times m$ respectively.

On the other hand, also in this paper, we consider the nonlinear fractional dynamical system governed by $\psi$-Hilfer fractional differential equation of the form

$$\mathbb{H}^{\alpha,\beta,\psi}_{\oplus,\odot,t_0+}x(t) = Ax(t) \oplus Bu(t) \oplus f(t,x(t),u(t)), \quad t \in [t_0,t_1]$$

$$\mathbb{I}^{1-\gamma,\psi}_{\oplus,\odot,t_0+}x(t_0) = 0,$$

where $\mathbb{H}^{\alpha,\beta,\psi}_{\oplus,\odot,t_0+}(\cdot)$ is the $\psi$-Hilfer pseudo-fractional derivative of order $0 < \alpha < 1$ and type $0 \leq \beta \leq 1$, $\gamma = \alpha + \beta(1 - \alpha)$, $\mathbb{I}^{1-\gamma,\psi}_{\oplus,\odot,t_0+}(\cdot)$ is the Riemann-Liouville pseudo-fractional integral with respect to another function $1 - \gamma$, the state vector $x \in \mathbb{R}^n$.
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the control vector \( u \in \mathbb{R}^m \) and \( A \) and \( B \) are the constant matrices of dimension \( n \times n \) and \( n \times m \) respectively and the nonlinear function \( f: [t_0, t_1] \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is continuous.

One of the central questions of these last years, has been the study and advancement of the theory of fractional differential equations and applications [25, 29, 3, 42, 15, 7, 40, 38]. On the one hand, the growing number of researchers in the field and the importance and relevance of the different types of fractional differential equations, has gained prominence and attention in the scientific community. One of the main causes of discussing properties of solutions of fractional differential equations is due to the fact that the fractional case allows us to perform certain analyzes that the whole case does not, because the order of the differentiation operator varies \( n - 1 < \alpha < n \), and in particular, holds the entire case when \( \alpha = 1 \). A priori this is one of the first and main purpose. After that, each problem deserves its attention to the determined objective that is investigated.

In mid 2018, Sousa and Oliveira [36, 37], introduced the so-called \( \psi \)-Hilfer fractional derivative, motivated by the simple problem of knowing which fractional derivative to use to discuss differential equation problems, because until then a wide class of fractional derivatives exists. In this sense, since the \( \psi \)-Hilfer fractional derivative is a global and general operator, which contains a wide class of particular cases, numerous researchers began to discuss problems of differential equations via this derivative, from existence and uniqueness properties, until the attractiveness of solutions [4, 2, 13, 11, 27, 8, 39, 10]. In this sense, motivated by these questions and problems still open in \( g \)-calculus, in 2020 Sousa et al. [41], extended the \( \psi \)-Hilfer fractional derivative to the context of \( g \)-calculus. In this area involving \( g \)-calculus and fractional calculus, there are few jobs and open questions need to be answered.

Reachability is the most important fundamental concepts in mathematical control theory and it is one of the structural property of dynamical systems. Roughly speaking, reachability generally means, that it is possible to steer the dynamical system from the zero initial state to an arbitrary final state by using the set of admissible input functions. In 2008 Trzasko [35], considered a fractional positive linear problem in discrete time systems with delay described by the state equations. In this sense, they discussed necessary and sufficient conditions are established for the positivity, reachability and controllability to zero for fractional systems with one delay in state. Recently, Kaczorek introduced a new class of fractional positive continuous-time linear system and investigate the reachability of positive fractional system in [18] and addressed the relationship between the reachability of positive continuous-time linear system and positive standard system in [25]. Kociszewski [28] proposed the reachability of fractional discrete-time linear systems with delays in state and control. Similarly, reachability for the fractional discrete-time linear systems with multiple delays in state was investigated by Busłowicz in [9].

In 2013, Zhang et al. [44], discussed the reachability and controllability of the following fractional singular dynamical systems with control delay

\[
E^cD^\alpha x(t) = Ax(t) + Bu(t) + Cu(t - \tau), \quad t \geq 0 \\
u(t) = \psi(t), \quad -\tau \leq t \leq 0 \\
u(0) = x_0,
\]

where \( D^\alpha x(t) \) denotes an \( \alpha \) order Caputo fractional derivative of \( x(t) \), and \( 0 < \alpha \leq 1 \); \( E, A, B \) and \( C \) are the known constant matrices, \( E, A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \),
$C \in \mathbb{R}^{n \times m}$, and rank $(E < n)$; $x \in \mathbb{R}^n$ is the state variable; $u \in \mathbb{R}^m$ is the control input; $\tau > 0$ is the time control delay; and $\psi(t)$ is the initial control function.

A few years later, Sajewski [33], discussed reachability, observability and minimum energy control problems for the fractional positive continuous-time linear systems with two different fractional orders are formulated. Necessary and sufficient conditions for the reachability and observability are established. Solution to the minimum energy control problem is derived and demonstrated on example of electrical circuit. For further research, the interested reader can refer to [23, 19, 20, 26, 24, 21] and references there in.

On the other hand, problems involving controllability and observability of solutions to fractional differential equations have also been the target of research in the scientific community. Other qualitative properties of solutions of fractional differential equations can be obtained in means of scientific dissemination [30, 43, 29, 22, 6, 5, 14].

There are few studies in the literature involving reachability of fractional differential equation problems. This becomes more restricted when it comes to fractional differential equations in the sense of the $\psi$-Hilfer pseudo-fractional derivative, for several reasons. The first is due to the fact that the operator was recently introduced by Sousa et al. [41]. Second, there are still no works to be done involving the existence and uniqueness of solutions of fractional differential equations. In this sense, we are providing one of the first work on the reachability of linear and nonlinear fractional dynamical systems.

So motivated by the works above, and by innumerable open questions in this area, in particular, because it is a starting point of this issue involving the $\psi$-Hilfer pseudo-fractional operator, we present clearly and lucidly what were the main objectives discussed and achieved in this article. In this sense, we have:

- We present a new class of mild solutions for a fractional differential equation problem in the sense of the $\psi$-Hilfer pseudo-fractional derivative in terms of the one and two-parameter Mittag-Leffler function.
- We discuss the reachability of the linear fractional dynamical system given by $\psi$-Hilfer fractional differential equation (see Eq.(1)).
- We discuss the reachability of the nonlinear fractional dynamical system given by $\psi$-Hilfer fractional differential equation (see Eq.(2)).
- We present two numerical examples and plot their respective graphs, in order to elucidate the results discussed in this paper.

In the rest, the article is divided as follows. In section 2, we present some definitions and essential results for the development of the article, in particular, we discuss the mild solution for a differential equation in the sense of the $\psi$-Hilfer pseudo-fractional derivative in terms of the Mittag-Leffler function. In section 3, we discussed the reachability of the linear fractional dynamical system given by $\psi$-Hilfer fractional differential equation. In section 4, we investigated reachability of the nonlinear fractional dynamical system given by $\psi$-Hilfer fractional differential equation. Finally, we conclude the article with two examples and their respective graphs in order to elucidate the results obtained in the article.

2. Preliminaries.

**Definition 2.1.** [1, 17, 31, 32] A binary operator $\oplus$ on $[a,b]$ is pseudo-addition if it is commutative, non-decreasing, with respect to $\preceq$, continuous; associative, and with a zero (neutral) element denoted by 0. Let $[a,b]_+ = \{x | x \in [a,b], 0 \leq x\}$. 
Definition 2.2. [1, 17, 31, 32] A binary operation $\odot$ on $[a, b]$ is pseudo-multiplication if it is commutative, positively non-decreasing, i.e., $x \leq y$ implies $x \odot z \leq y \odot z$ for all $z \in [a, b]$, associative and with a unit element $1 \in [a, b]$, i.e., for each $x \in [a, b]$, $1 \odot x = x$. Also, $0 \odot x = 0$ and that $\odot$ is distributive over $\ominus$, i.e.,

$$x \odot (y \ominus z) = (x \odot y) \ominus (x \odot z).$$

The structure $([a, b], \oplus, \odot)$ is a semiring [1, 17, 31, 32].

Definition 2.3. [1, 17, 31, 32] An important class of pseudo-operations $\oplus$ and $\odot$ is when these are defined by a monotone and continuous function $g : [a, b] \to [0, \infty]$, i.e., pseudo-operations $\oplus$ and $\odot$ are given by

$$x \oplus y = g^{-1}(g(x) + g(y)) \text{ and } x \odot y = g^{-1}(g(x)g(y)).$$

(3)

Definition 2.4. [1, 17, 31, 32] Let $X$ be a non-empty set and $\mathcal{A}$ be a $\sigma$-algebra of subsets of a set $X$. A set function $\mu : \mathcal{A} \to [a, b]$ is called a $\sigma$-$\oplus$-measure if the following conditions are satisfied:

1. $\mu(\emptyset) = 0$;
2. $\mu\left(\bigcup_{i=1}^{\infty} A_i\right) = \bigoplus_{i=1}^{\infty} \mu(A_i)$

holds for any sequence $\{A_i\}_{i \in \mathbb{N}}$ of pairwise disjoint sets from $\mathcal{A}$.

Definition 2.5. [1, 17, 31, 32] Let pseudo-operations $\oplus$ and $\odot$ be defined a monotone and continuous function $g : [a, b] \to [0, \infty]$. Then the $g$-integral for a measurable function $f : [c, d] \to [a, b]$ is given by

$$\int_{[c,d]} f \odot dx = g^{-1}\left(\int_c^d g(f(x)) \frac{dx}{g(x)}\right).$$

2. The $g$-Laplace of a function $f$ is defined by

$$\mathcal{L}[f(x)] = g^{-1}(\mathcal{L}[g(f(x))]).$$

Definition 2.6. [1, 17, 31, 32] Let $g$ be the additive generator of the strict-pseudo-addition $\oplus$ on $[a, b]$ such that $g$ is continuous differentiable on $(a, b)$. The corresponding pseudo-multiplication $\odot$ will always be defined as $u \odot v = g^{-1}(g(u) \cdot g(v))$. If the function $f$ is differentiable on $(c, d)$ and has the same monotonicity as the function $g$, then the $g$-derivative of $f$ at the point $x \in (c, d)$ is defined by

$$\frac{d^{(n)} g}{dx^n} f(x) = g^{-1}\left(\frac{d^n}{dx^n} g(f(x))\right).$$

Also, if there exists the $n$-$g$-derivative of $f$, then

$$\frac{d^{(n)} \oplus}{dx^n} f(x) = g^{-1}\left(\frac{d^n}{dx^n} g(f(x))\right).$$

Definition 2.7. [1, 17, 31, 32] Let $g$ be a generator of a pseudo-addition $\ominus$ on interval $[-\infty, +\infty]$. Binary operation $\ominus$ and $\odot$ on $[-\infty, +\infty]$ are defined by the expressions

$$x \ominus y = g^{-1}(g(x) - g(y)) \quad \text{and} \quad x \odot y = g^{-1}\left(\frac{g(x)}{g(y)}\right).$$

If the expressions $g(x) - g(y)$ and $\frac{g(x)}{g(y)}$ have sense are said to be the pseudo-subtraction and pseudo-division consistent with the pseudo-addition $\oplus$. 
**Definition 2.8.** [1, 17, 31, 32] Let \( g : [\infty, +\infty] \to [\infty, +\infty] \) be a continuous, strictly increasing and odd function such that \( g(0) = 0 \), \( g(1) = 1 \) and \( g(+\infty) = +\infty \). The system of pseudo-arithmetic operations \( \{\oplus, \odot, \ominus, \oslash\} \) generated by these functions is said to be the consistent system.

**Definition 2.9.** [36, 37] (\( \psi \)-Riemann-Liouville fractional integral) Let \( I = (a, b) \) \((-\infty < a < b < \infty\) be a finite or infinite interval of the real line \( \mathbb{R} \) and \( \alpha > 0 \). Also let \( \psi(x) \) be an increasing and positive monotone function on \((a, b)\), having a continuous derivative \( \psi'(x) \) on \( I \). The left-sided and right-sided fractional integrals of a function \( f \) with respect to another function \( \psi \) on \( J = [a, b] \) are defined by

\[
I_{a+}^{\alpha;\psi} f(x) = \frac{1}{\Gamma(\alpha)} \int_{a}^{x} \psi'(t) \left( \psi(x) - \psi(t) \right)^{\alpha - 1} f(t) \, dt \tag{4}
\]

and

\[
I_{b-}^{\alpha;\psi} f(x) = \frac{1}{\Gamma(\alpha)} \int_{x}^{b} \psi'(t) \left( \psi(t) - \psi(x) \right)^{\alpha - 1} f(t) \, dt. \tag{5}
\]

**Definition 2.10.** [36, 37] (\( \psi \)-Hilfer fractional derivative) Let \( n - 1 < \alpha < n \), with \( n \in \mathbb{N} \), \( J \) is an interval such that \(-\infty \leq a < b \leq +\infty\) and \( f, \psi \in C^n(J, \mathbb{R}) \) are two functions such that \( \psi \) is increasing and \( \psi(t) \neq 0 \), for all \( t \in J \). The \( \psi \)-Hilfer fractional derivative left-sided and right-sided, denoted by \( H^\alpha/\beta;\psi f(\cdot) \) and \( H^\alpha/\beta;\psi f(\cdot) \) of a function \( f \) of order \( \alpha \) and type \( 0 \leq \beta \leq 1 \), is defined by

\[
H^\alpha/\beta;\psi f(x) = I_{a+}^{\alpha-n;\psi} \left( \frac{1}{\psi'(x)} \frac{d}{dx} \right)^n I_{a+}^{(1-\beta)(n-\alpha);\psi} f(x) \tag{6}
\]

and

\[
H^\alpha/\beta;\psi f(x) = I_{b-}^{\alpha-n;\psi} \left( -\frac{1}{\psi'(x)} \frac{d}{dx} \right)^n I_{b-}^{(1-\beta)(n-\alpha);\psi} f(x) \tag{7}
\]

where \( I_{a+}^{\alpha;\psi} \) and \( I_{b-}^{\alpha;\psi} \) are defined in (27) and (28) respectively.

**Definition 2.11.** [41, 1] (\( \psi \)-Riemann-Liouville pseudo-fractional integral) Let a generator \( g : J \to [0, +\infty] \) of the pseudo-addition \( \oplus \) and the pseudo-multiplication \( \odot \) be an increasing function. Also let \( \psi \) be an increasing and positive function on \((a, b)\), having a continuous derivative \( \psi'(x) \) on \( I \). The left-sided and the right-sided \( \psi \)-Riemann-Liouville pseudo-fractional integrals of order \( \alpha > 0 \) of a measurable function \( f : J \to J \) with respect to function \( \psi \) on \( J \) are defined by:

\[
\Pi_{\oplus, \odot, a+}^{\alpha;\psi} f(x) = g^{-1} \left( I_{a+}^{\alpha;\psi} g \left( f(x) \right) \right) = \int_{[a, x]} \left[ g^{-1} \left( \frac{\psi'(t) \left( \psi(x) - \psi(t) \right)^{\alpha - 1}}{\Gamma(\alpha)} \right) \odot f(t) \right] \odot dt \tag{8}
\]

and

\[
\Pi_{\oplus, \odot, b-}^{\alpha;\psi} f(x) = g^{-1} \left( I_{b-}^{\alpha;\psi} g \left( f(x) \right) \right) = \int_{[x, b]} \left[ g^{-1} \left( \frac{\psi'(t) \left( \psi(t) - \psi(x) \right)^{\alpha - 1}}{\Gamma(\alpha)} \right) \odot f(t) \right] \odot dt, \tag{9}
\]

where \( I_{a+}^{\alpha;\psi} \) and \( I_{b-}^{\alpha;\psi} \) are given by Eq.(27) and Eq.(28), respectively.
Definition 2.12. [41] ($\psi$-Hilfer pseudo-fractional derivative) Let a generator $g : [a, b] \to [0, \infty]$ of the pseudo-addition $\oplus$ and the pseudo-multiplication $\odot$ be an increasing function. Also let $\psi \in C^n([a, b], \mathbb{R})$, a function such that $\psi$ be an increasing and positive function on $(a, b)$ having a continuous derivative $\psi'$. Also let $\psi' \neq 0$ for all $x \in [a, b]$. The left-sided and right-sided $\psi$-Hilfer pseudo-fractional derivative of order $n-1 < \alpha < n$ and type $0 \leq \beta \leq 1$, of a measurable function $f : [a, b] \to [a, b]$ is defined by

$$H^{\alpha, \beta; \psi}_{a, \odot, a} f(x) = g^{-1} \left( H^{\alpha, \beta; \psi}_{a} g(f(x)) \right)$$

and

$$H^{\alpha, \beta; \psi}_{b, \odot, b} f(x) = g^{-1} \left( H^{\alpha, \beta; \psi}_{b} g(f(x)) \right)$$

where $H^{\alpha, \beta; \psi}_{a} (\cdot)$ and $H^{\alpha, \beta; \psi}_{b} (\cdot)$ are $\psi$-Hilfer fractional derivative are given by Eq.(29) and Eq.(30).

Note that

$$H^{\alpha, \beta; \psi}_{a, \odot, a} f(x) = g^{-1} \left( I^{\gamma}_{a} - \alpha; \psi \right) RL H^{\gamma; \psi}_{a} g(f(x))$$

and

$$H^{\alpha, \beta; \psi}_{b, \odot, b} f(x) = g^{-1} \left( I^{\gamma}_{b} - \alpha; \psi \right) RL H^{\gamma; \psi}_{b} g(f(x))$$

where $\gamma = \alpha + \beta (n-\alpha)$.

Theorem 2.13. [41] Let $f : [a, b] \to [a, b]$ be a measurable functions. If $n \in \mathbb{N}$, then we have

1. $H^{0, \beta; \psi}_{a, \odot, a} f(x) = f(x)$.
2. $H^{1, \beta; \psi}_{a, \odot, a} f(x) = g^{-1} \left( \left( \frac{D}{\psi'(x)} \right) g(f(x)) \right)$.
3. $H^{n, \beta; \psi}_{a, \odot, a} f(x) = \left( \frac{D}{\psi'(x)} \right)^{(n)\oplus} f(x)$.
4. $H^{\alpha, \beta; \psi}_{a, \odot, a} \left( f_1(x) \oplus f_2(x) \right) = H^{\alpha, \beta; \psi}_{a, \odot, a} f_1(x) \oplus H^{\alpha, \beta; \psi}_{a, \odot, a} f_2(x)$.
5. $H^{\alpha, \beta; \psi}_{a, \odot, a} \left( \lambda \odot f(x) \right) = \lambda \odot H^{\alpha, \beta; \psi}_{a, \odot, a} f(x)$.
6. $H^{\alpha, \beta; \psi}_{a, \odot, a} + H^{\alpha, \beta; \psi}_{a, \odot, a} f(x) = f(x)$.
7. $H^{\alpha, \beta; \psi}_{a, \odot, a} + H^{\alpha, \beta; \psi}_{a, \odot, a} f(x) = f(x) \oplus \left[ \bigoplus_{k=1}^{\infty} \left( C_k \oplus g^{-1}(\psi(x) - \psi(a))^{\gamma-k} \right) \right]$ with

$$\gamma = \alpha + \beta (n-\alpha) \quad \text{and} \quad C_k = \frac{(g \circ f)^{(n-k)}(a)}{\Gamma(\gamma-k+1)}.$$
Definition 2.14. Let \( n \in \mathbb{N} \). Then we can consider the following sequential \( \psi \)-fractional derivative for suitable functions \( y(x) \)

\[
y^{(k\alpha),\beta;\psi}_0(x) = g^{-1} \left( D^{k\alpha,\beta;\psi} g(y(x)) \right)
\]

\[
= g^{-1} \left( D^{\alpha,\beta;\psi} D^{(k-1)\alpha,\beta;\psi} g(y(x)) \right),
\]

where \( k = 1, \ldots, n \), \( D^\alpha y(x) = y(x) \), and \( D^{\alpha,\beta;\psi} \) is any fractional differential operator, for example, it could be \( H^{\alpha,\beta;\psi}_+ \).

Now, we have

\[
\sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak + \beta)}, \quad \alpha, \beta > 0.
\]

Definition 2.15. [36] The Mittag-Leffler function \( E_{\alpha,\beta}(z) \) is a complex function which depends on two complex parameter, and it is defined by

\[ E_{\alpha,\beta}(z) = \sum_{k=0}^{\infty} \frac{z^k}{\Gamma(ak + \beta)}, \quad \alpha, \beta > 0. \]

The function \( E_{\alpha,\beta} \) converges for all values of the argument \( z \). For a \( n \times n \) matrix \( A \), the matrix extension of the above Mittag-Leffler function is

\[ E_{\alpha,\beta}(A) = \sum_{k=0}^{\infty} \frac{A^k}{\Gamma(ak + \beta)}. \]

In general \( E_{\alpha,1}(A) = E_{\alpha,\beta}(A) \). If \( \alpha > 0 \) and \( A \) is \( n \times n \) matrix, then

\[ H^{\alpha,\beta;\psi}_{\oplus,\ominus,a+} E_{\alpha,\beta}(A (\psi(x) - \psi(a))^\alpha) = AE_{\alpha,\beta}(A (\psi(x) - \psi(a))^\alpha). \]

Consider the following \( \psi \)-Hilfer fractional differential equation

\[
\begin{aligned}
H^{\alpha,\beta;\psi}_{\oplus,\ominus,t_0+} x(t) &= Ax(t) + f(t), \quad t \in [t_0, t_1] \\
I^{1-\gamma;\psi}_{\oplus,\ominus,t_0+} x(t_0) &= x_0.
\end{aligned}
\]

Applying the operator \( H^{1-\gamma;\psi}_{\oplus,\ominus,t_0+} \cdot \) on both sides of the Eq.(19) and using the Theorem 2.13, one has \( x(t) \oplus \left[ g^{-1} (C_1) \circ g^{-1} (\psi(x) - \psi(a))^{\gamma-k} \right] = H^{1-\gamma;\psi}_{\oplus,\ominus,t_0+} (Ax(t) + f(t)). \)

This implies

\[
x(t) = g^{-1} (C_1) \circ g^{-1} (\psi(t) - \psi(t_0))^{\gamma-k} \oplus \int_{[t_0,t]} g^{-1} \left( \frac{\psi'(s) (\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} \right) \circ (Ax(s) + f(s)) \circ ds,
\]

where \( C_1 = \frac{I_{t_0+}^{1-\gamma;\psi} g(x(t))}{\Gamma(\gamma)}. \)

Note that, the Eq.(20) can be rewritten as of the form

\[
x(t) = \frac{I^{1-\gamma;\psi}_{\oplus,\ominus,t_0+} x(t_0)}{\Gamma(\gamma)} \circ g^{-1} (\psi(t) - \psi(t_0))^{\gamma-k} \oplus \int_{[t_0,t]} g^{-1} \left( \frac{\psi'(s) (\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} \right) \circ (Ax(s) + f(s)) \circ ds.
\]

Now, through successive approximations, let’s get an expression for Eq.(21).

Let for this set

\[
x_0(t) = \frac{x(t)}{\Gamma(\gamma)} \circ g^{-1} (\psi(t) - \psi(t_0))^{\gamma-1}
\]
Using the Eq.(22) and Eq.(23), we find

\[
x_1(t) = x_0(t) \oplus \int_{[t_0,t]} g^{-1} \left( \frac{\psi'(s) (\psi(t) - \psi(s))^{\alpha-1}}{\Gamma(\alpha)} \right) \circ (A_{x_0-1}(s) \oplus f(s)) \circ ds.
\]
On the other hand, we have

\[
x_2(t) = \frac{x_0}{\Gamma(\gamma)} \odot g^{-1} \left( \psi \left( t - \psi \left( t_0 \right) \right)^{\gamma-1} \right) \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1}}{\Gamma(\alpha)} \right) \odot (Ax_1(s) \odot f(s)) \odot ds
\]

\[
= \frac{x_0}{\Gamma(\gamma)} \odot g^{-1} \left( \psi \left( t - \psi \left( t_0 \right) \right)^{\gamma-1} \right) \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1}}{\Gamma(\alpha)} \right) \odot A \odot x_0 \odot \Gamma(\gamma) \odot g^{-1} \left( \psi \left( t - \psi \left( t_0 \right) \right)^{\gamma-1} \right) \odot ds
\]

\[
+ \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1}}{\Gamma(\alpha)} \right) \odot A \odot x_0 \odot \Gamma(\gamma) \odot g^{-1} \left( \psi \left( t - \psi \left( t_0 \right) \right)^{\gamma-1} \right) \odot f(s) \odot ds
\]

\[
+ \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1}}{\Gamma(\alpha)} \right) \odot f(s) \odot ds.
\]

Continuing this process, we derive the following relation

\[
x_m(t) = x_0 \odot \int_{[t_0,t]}^{\oplus} \sum_{k=0}^{m} A^k \odot g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha k^{\gamma-1}}}{\Gamma(\alpha)} \right) \odot ds
\]

\[
+ \odot \int_{[t_0,t]}^{\oplus} \sum_{k=0}^{m} A^k \odot g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha k^{\gamma+a-1}}}{\Gamma(\alpha k+a)} \right) \odot f(s) \odot ds.
\]

Taking limit as \( m \to \infty \) on both sides of the Eq.(25), we have

\[
\lim_{m \to \infty} x_m(t) = x_0 \odot \int_{[t_0,t]}^{\oplus} \sum_{k=0}^{\infty} A^k \odot g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha k^{\gamma-1}}}{\Gamma(\alpha k + \gamma)} \right) \odot ds
\]

\[
+ \odot \int_{[t_0,t]}^{\oplus} \sum_{k=0}^{\infty} A^k \odot g^{-1} \left( \frac{\psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha k^{\gamma+a-1}}}{\Gamma(\alpha k+a)} \right) \odot f(s) \odot ds
\]

\[
= x_0 \odot g^{-1} \left( \psi \left( t - \psi \left( t_0 \right) \right)^{\gamma-1} \right) \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1} \right) \odot E_{\alpha,\gamma} \left( g(A) \psi \left( t - \psi \left( s \right) \right)^{\alpha} \right) \odot ds
\]

\[
+ \odot \int_{[t_0,t]}^{\oplus} g^{-1} \left( \psi' \left( s - \psi \left( t_0 \right) \right)^{\alpha-1} \right) \odot E_{\alpha,\alpha} \left( g(A) \psi \left( t - \psi \left( s \right) \right)^{\alpha} \right) \odot f(s) \odot ds.
\]
Therefore, we conclude that

$$x(t) = x_0 \odot g^{-1} \left( (\psi(t) - \psi(t_0))^{\gamma - 1} \right) \odot \int_{[t_0, t]} g^{-1} \left( \psi'(s) \right) \odot \mathbb{E}_{\alpha, \gamma} \left( g(A) (\psi(t) - \psi(s))^\alpha \right) \odot ds$$

$$+ \int_{[t_0, t]} \psi'(s) (\psi(t) - \psi(s))^{\alpha - 1} \odot \mathbb{E}_{\alpha, \alpha} \left( g(A) (\psi(t) - \psi(s))^\alpha \right) \odot f(s) \odot ds.$$

(26)

The particular important case of the Eq.(26) is given when taking $g(x) = x$,

$$x(t) = x_0 (\psi(t) - \psi(t_0))^{\gamma - 1} \mathbb{E}_{\alpha, \gamma} \left( A (\psi(t) - \psi(s))^\alpha \right)$$

$$+ \int_{t_0}^t \psi'(s) (\psi(t) - \psi(s))^{\alpha - 1} \mathbb{E}_{\alpha, \alpha} \left( A (\psi(t) - \psi(s))^\alpha \right) \odot f(s) \odot ds.$$

(27)

3. **Linear Systems.** Consider the linear fractional dynamical system governed by

$$\mathbb{E}^{\alpha, \beta; \psi}_{\oplus; t_0, \gamma} x(t) = Ax(t) \oplus Bu(t), \quad t \in [t_0, t_1]$$

$$\mathbb{I}^{1-\gamma; \psi}_{\ominus; t_0, \alpha} x(t_0) = 0$$

with $0 < \alpha < 1, 0 \leq \beta \leq 1, \gamma = \alpha + \beta(1 - \alpha)$, the state vector $x \in \mathbb{R}^n$, the control vector $u \in \mathbb{R}^m$ and $A$ and $B$ are the constant matrices of dimension $n \times n$ and $n \times m$ respectively. The solution representation of (27) is

$$x(t) = \int_{[t_0, t]} g^{-1} \left( \psi'(s) (\psi(t) - \psi(s))^{\alpha - 1} \right) \odot \mathbb{E}_{\alpha, \alpha} \left( g(A) (\psi(t) - \psi(s))^\alpha \right) \odot B \odot u(s) \odot ds.$$

(28)

Clearly, $x(t_0) = 0$.

**Definition 3.1 (Reachable).** The linear system (27) is called reachable in time $t_1$ if for each vector $x_1 \in \mathbb{R}^n$ there exists an input function $u(t) \in L^2 ([t_0, t_1]; \mathbb{R}^n)$, which steers the state of the system (27) from the zero initial state $x(t_0) = 0$ to the final state $x(t_1) = x_1$.

**Theorem 3.2 (Reachability Grammian).** The system (27) is reachable in time $t \in [t_0, t_1]$ if and only if the "Reachability Grammian"

$$R(t_0, t_1) = \int_{[t_0, t_1]} \mathbb{E}_{\alpha, \alpha} \left( g(A) (\psi(t) - \psi(s))^\alpha \right) \odot B \oplus B^* \odot \mathbb{E}_{\alpha, \alpha} \left( g(A^*) (\psi(t) - \psi(s))^\alpha \right) \odot ds$$

is positive definite.

**Proof.** Suppose the reachability Grammian $R(t_0, t_1)$ is positive definite, then define the input function

$$u(t) = \left[ g^{-1} \left( \psi'(t) (\psi(t_1) - \psi(t))^{\alpha - 1} \right) \right]^{-1} \odot B^* \odot \mathbb{E}_{\alpha, \alpha} \left( g(A^*) (\psi(t_1) - \psi(t))^\alpha \right) \odot R^{-1}(t_0, t_1) \odot x_1.$$

(30)
Using (28), (29) and (30), we obtain

\[
x(t_1) = \int_{[t_0, t_1]} g^{-1} \left( \psi'(s) (\psi(t_1) - \psi(s))^{\alpha-1} \right) \circ E_{\alpha,\alpha} (g(A) (\psi(t_1) - \psi(s))) \circ B \circ E_{\alpha,\alpha} (g(A^*) (\psi(t_1) - \psi(s))) \circ R^{-1}(t_0, t_1) \circ x_1 \circ ds
\]

\[
= \int_{[t_0, t_1]} g^{-1} \left( \psi'(s) (\psi(t_1) - \psi(s))^{\alpha-1} \right) \circ \left[ g^{-1} \left( \psi'(s) (\psi(t_1) - \psi(s))^{\alpha-1} \right) \right]^{-1} \circ B^* \circ E_{\alpha,\alpha} (g(A^*) (\psi(t_1) - \psi(s))) \circ ds \circ R^{-1}(t_0, t_1) \circ x_1
\]

\[
= \int_{[t_0, t_1]} E_{\alpha,\alpha} (g(A) (\psi(t_1) - \psi(s))) \circ B \circ B^* \circ E_{\alpha,\alpha} (g(A^*) (\psi(t_1) - \psi(s))) \circ ds \circ R^{-1}(t_0, t_1) \circ x_1
\]

\[
= R(t_0, t_1) \circ R^{-1}(t_0, t_1) \circ x_1
\]

\[
x(t_1) = x_1.
\]

Therefore, the input function (30) steers the state of the system (27) from 0 to \(x_1\).

Suppose the reachability Grammian \(R(t_0, t_1)\) is not positive definite, then there exists a non-zero \(z\) such that \(z^* \circ R(t_0, t_1) \circ z = 0\). It means that

\[
z^* \circ \int_{[t_0, t_1]} E_{\alpha,\alpha} (g(A) (\psi(t) - \psi(s)))^\alpha \circ B \circ B^* \circ E_{\alpha,\alpha} (g(A^*) (\psi(t) - \psi(s)))^\alpha \circ ds \circ z = 0.
\]

This implies

\[
z^* \circ E_{\alpha,\alpha} (g(A) (\psi(t) - \psi(s)))^\alpha \circ B = 0 \text{ on } [t_0, t_1].
\]

From the assumption, there exist an input function \(u(t)\) such that, the state of the system steers from origin to \(z\) in \([t_0, t_1]\). It follows that

\[
x(t_1) = z = \int_{[t_0, t_1]} g^{-1} \left( \psi'(s) (\psi(t_1) - \psi(s))^{\alpha-1} \right) \circ E_{\alpha,\alpha} (g(A) (\psi(t_1) - \psi(s))) \circ B \circ u(s) \circ ds.
\]

Then

\[
z^* \circ z = z^* \circ \int_{[t_0, t_1]} g^{-1} \left( \psi'(s) (\psi(t_1) - \psi(s))^{\alpha-1} \right) \circ E_{\alpha,\alpha} (g(A) (\psi(t_1) - \psi(s))) \circ B \circ u(s) \circ ds.
\]

Since the right hand side term is zero and conclude that \(z^* \circ z = 0\). This leads to a contradiction that \(z \neq 0\). Thus \(R(t_0, t_1)\) is positive definite.

\[
4. \text{ Non-linear Systems.} \text{ Consider the nonlinear fractional dynamical system governed by } \psi\text{-Hilfer fractional differential equation of the form}
\]

\[
\mathcal{H}_{\ominus,\ominus}^{\alpha,\beta,\psi,\gamma} x(t) = A x(t) \oplus B u(t) \oplus f(t, x(t), u(t)), \quad t \in [t_0, t_1]
\]

\[
\mathcal{H}_{\ominus,\ominus}^{1-\gamma,\psi,\gamma} x(t_0) = 0
\]

with \(0 < \alpha < 1, 0 \leq \beta \leq 1, \gamma = \alpha + \beta (1 - \alpha)\), the state vector \(x \in \mathbb{R}^n\), the control vector \(u \in \mathbb{R}^m\) and \(A\) and \(B\) are the constant matrices of dimension \(n \times n\) and \(n \times m\) respectively and the nonlinear function \(f : [t_0, t_1] \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n\) is continuous.

Let us introduce the following notations: Denote as \(X\) the Banach space of continuous \(\mathbb{R}^n \times \mathbb{R}^m\) value functions defined on the interval \([t_0, t_1]\) with the norm \(\| (x, u) \| = \| x \| + \| u \|\), where \(\| x \| = \sup\{|x(t)| : t \in [t_0, t_1]\}\) and \(\| u \| = \sup\{|u(t)| : t \in [t_0, t_1]\}\).
For each \((y, w) \in X\), consider the linear system

\[
\begin{align*}
\mathbb{H}_{\alpha, \beta, \gamma} x(t) &= \mathbf{A} x(t) + \mathbf{B} u(t) \oplus f(t, y(t), w(t)), \quad t \in [t_0, t_1] \\
\mathbb{I}^{\alpha-1}_{\alpha-1} x(t_0) &= 0.
\end{align*}
\]  

Then the solution is given by

\[
x(t) = \int_{[t_0, t]} g^{-1}\left(\psi(s) (\psi(t) - \psi(s))^{\alpha-1}\right) \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}) (\psi(t) - \psi(s))^{\alpha}) \odot \mathbf{B} \odot u(s) \odot ds
\]

\[
\oplus \int_{[t_0, t]} g^{-1}\left(\psi(s) (\psi(t) - \psi(s))^{\alpha-1}\right) \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}) (\psi(t) - \psi(s))^{\alpha}) \odot f(s, y(s), w(s)) \odot ds.
\]  

Let assume the following:

\([\mathbf{H}]\): The continuous function \(f\) satisfies the condition

\[
\lim_{\|(x, u)\| \to \infty} \frac{|f(t, x, u)|}{|x|} = 0
\]

uniformly in \(t \in [t_0, t_1]\).

**Theorem 4.1.** Suppose the linear system (27) is reachable and the assumption \([\mathbf{H}]\) holds, then the nonlinear system (31) is reachable on \([t_0, t_1]\).

**Proof.** Define the operator \(T : X \to X\) by

\[
T(y, w) = (x, u),
\]

where

\[
u(t) = \left[ g^{-1}\left(\psi(t) (\psi(t_1) - \psi(t))^{\alpha-1}\right) \right]^{-1} \odot \mathbf{B}^* \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}^*) (\psi(t_1) - \psi(t))^{\alpha}) \odot R^{-1}(t_0, t_1)
\]

\[
\oplus \left[ x_1 \odot \int_{[t_0, t]} g^{-1}\left(\psi(s) (\psi(t_1) - \psi(s))^{\alpha-1}\right) \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}) (\psi(t_1) - \psi(s))^{\alpha}) \odot f(s, y(s), w(s)) \odot ds \right].
\]

and

\[
x(t) = \int_{[t_0, t]} g^{-1}\left(\psi(s) (\psi(t) - \psi(s))^{\alpha-1}\right) \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}) (\psi(t) - \psi(s))^{\alpha}) \odot \mathbf{B} \odot u(s) \odot ds
\]

\[
\oplus \int_{[t_0, t]} g^{-1}\left(\psi(s) (\psi(t) - \psi(s))^{\alpha-1}\right) \odot \mathbb{E}_{\alpha, \alpha} (g(\mathbf{A}) (\psi(t) - \psi(s))^{\alpha}) \odot f(s, y(s), w(s)) \odot ds.
\]

Let

\[
\tilde{a}_1 = \|g^{-1}\left(\psi(t) (\psi(t_1) - \psi(t))^{\alpha-1}\right)\|,
\]

\[
\tilde{a}_2 = \|\mathbb{E}_{\alpha, \alpha}(g(\mathbf{A}) (\psi(t_1) - \psi(t))^{\alpha})\|
\]

\[
\sup |f| = \sup \{\|f(t, y(t), w(t))\| : t \in [t_0, t_1]\}
\]

\[
\tilde{d} = 4 \left( \frac{1}{\tilde{a}_1} \odot \|\mathbf{B}^*\| \odot \tilde{a}_2 \odot \|R^{-1}(t_0, t_1)\| \odot |x_1| \right)
\]

\[
\tilde{a} = \sup \{\tilde{a}_1 \odot \tilde{a}_2 \odot \|\mathbf{B}\|(t_1 - t_0), 1\}
\]

\[
\tilde{c}_1 = 4 \left( \|\mathbf{B}^*\| \odot \tilde{a}_2 \odot \|R^{-1}(t_0, t_1)\|(t_1 - t_0) \right)
\]

\[
\tilde{c}_2 = 4 |\tilde{a}_1 \odot \tilde{a}_2(t_1 - t_0)|
\]

\[
\tilde{c} = \max\{\tilde{c}_1, \tilde{c}_2\}.
\]
Then

\[
|u(t)| \leq \frac{1}{\alpha_1} \oplus \|B^*\| \odot \tilde{\alpha}_2 \odot \|R^{-1}(t_0, t_1)\| \odot \left[ |x_1| \oplus \int_{[t_0, t]} \tilde{\alpha}_1 \odot \tilde{\alpha}_2 \odot \sup |f| \odot ds \right]
\]

\[
\leq \tilde{d} \oplus \frac{\tilde{c}_1}{4\tilde{a}_1} \odot \sup |f|
\]

\[
\leq \tilde{d} \oplus \frac{\tilde{c}}{4\tilde{a}} \odot \sup |f| \leq \frac{\tilde{d}}{4\tilde{a}} + \tilde{c} \sup |f|, \text{ for all } g.
\]

\[
|x(t)| \leq \int_{[t_0, t]} \tilde{\alpha}_1 \odot \tilde{\alpha}_2 \odot \|B\| \odot \|u\| \odot ds \oplus \int_{[t_0, t]} \tilde{\alpha}_1 \odot \tilde{\alpha}_2 \odot \sup |f| \odot ds
\]

\[
\leq \tilde{\alpha} \odot \|u\| \odot \frac{\tilde{\alpha}_2}{4} \odot \sup |f|
\]

\[
\leq \frac{\tilde{d}}{2} + \frac{\tilde{c}}{2} \odot \sup |f| \leq \frac{\tilde{d}}{2} + \frac{\tilde{c}}{2} \sup |f|, \text{ for all } g.
\]

By the Theorem [12], for each pair of positive constants \( \tilde{c} \) and \( \tilde{d} \), there exists a positive constant \( \tilde{\rho} \) such that, if \( \|q\| \leq \tilde{\rho} \) then

\[
\tilde{c}|f(t, q)| + \tilde{d} \leq \tilde{\rho} \text{ for all } t \in [t_0, t_1].
\]

If \( \|y\| \leq \tilde{\rho} \frac{\tilde{Q}}{2} \) and \( \|w\| \leq \tilde{\rho} \frac{\tilde{Q}}{2} \), then \( |y(t)| + |w(t)| \leq \tilde{\rho} \), for all \( t \in [t_0, t_1] \). It follows that \( \tilde{d} + \tilde{c} \sup |f| \leq \tilde{\rho} \). Therefore, \( |u(t)| \leq \tilde{\rho} \frac{\tilde{Q}}{2\alpha} \) for all \( t \in [t_0, t_1] \) and hence \( \|u\| \leq \tilde{\rho} \frac{\tilde{Q}}{2\alpha} \) which gives \( \|x\| \leq \tilde{\rho} \frac{\tilde{Q}}{2} \). Thus we have proved that if \( X(\tilde{\rho}) = \{(y, w) : \|y\| \leq \tilde{\rho} \frac{\tilde{Q}}{2} \text{ and } \|w\| \leq \tilde{\rho} \frac{\tilde{Q}}{2} \} \) then \( T \) maps \( X(\tilde{\rho}) \) into itself. Since \( f \) is continuous, this implies that the operator is continuous and hence is completely continuous by the application of Arzela-Ascoli theorem. Since \( X(\tilde{\rho}) \) is closed, bounded and convex, the Schauder fixed point theorem guarantees that \( T \) has a fixed point \( (y, w) \in X(\tilde{\rho}) \) such that \( T(y, w) = (y, w) = (x, u) \). Hence, we have

\[
x(t) = \int_{[t_0, t]} g^{-1} \left( \psi'(s) \left( \psi(t) - \psi(s) \right)^{\alpha-1} \right) \odot E_{\alpha, \alpha} \left( g(A) \left( \psi(t) - \psi(s) \right)^{\alpha} \right) \odot B \odot u(s) \odot ds
\]

\[
+ \int_{[t_0, t]} g^{-1} \left( \psi'(s) \left( \psi(t) - \psi(s) \right)^{\alpha-1} \right) \odot E_{\alpha, \alpha} \left( g(A) \left( \psi(t) - \psi(s) \right)^{\alpha} \right) \odot f(s, y(s), w(s)) \odot ds.
\]

Then, \( x(t) \) is the solution of the system (31) and \( x(t_1) = x_1 \). Hence the system (31) is reachable on \( [t_0, t_1] \).

5. **Numerical Results.**

**Example 5.1.** Consider the linear fractional dynamical system described by \( \psi \)-
Hilfer fractional differential equation as

\[
\frac{\Gamma^{1/2}_\psi}{\alpha, \alpha} t^{3/2+t} = \begin{bmatrix} 1 & 2 \\ 0 & 2 \end{bmatrix} x(t) \oplus \begin{bmatrix} 0 & 1 \end{bmatrix} u(t), \quad t \in [0, 2] \quad (34)
\]

\[
\frac{\Gamma^{1/2}_\psi}{\alpha, \alpha} t^{3/2+t} x(0) = 0.
\]
Comparing with (27), we have \( A = \begin{bmatrix} 1 & 2 \\ 0 & 2 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad x(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) and \( x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \). Let \( g(t) = t^2 \) and let us consider the final state vector \( x(1) = \begin{bmatrix} 2 \\ 1 \end{bmatrix} \). The Mittag-Leffler matrix function for the matrix \( g(A) = A^2 \) is

\[
E_{3/4,3/4} \left( A^2 \left( (t^2 + t) - (s^2 + s) \right)^{3/4} \right) = \begin{bmatrix} K_1 & -2K_1 + 2K_2 \\ 0 & K_2 \end{bmatrix},
\]

where \( K_1 = E_{3/4,3/4} \left( (t^2 + t) - (s^2 + s) \right)^{3/4} \) and \( K_2 = E_{3/4,3/4} \left( 4 \left( (t^2 + t) - (s^2 + s) \right)^{3/4} \right). \)

The reachability Grammian matrix for this system is

\[
R(0,2) = \int_0^2 E_{3/4,3/4} \left( A^2 \left( 6 - (s^2 + s) \right)^{3/4} \right) BB^* E_{3/4,3/4} \left( A^* \left( 6 - (s^2 + s) \right)^{3/4} \right) ds
\]

\[
= \begin{bmatrix} 13509583798.5227 & 6768523781.6375 \\ 6768523781.6375 & 3391141901.4305 \end{bmatrix} > 0.
\]

Hence, the system (34) is reachable on \([0,2]\). It means that, the input function

\[
u(t) = \frac{(6 - (t^2 + t))^{1/4}}{(2t + 1)^{1/2}} B^* E_{3/4,3/4} \left( A^* \left( 6 - (t^2 + t) \right)^{3/4} \right) R^{-1}(0,2)x_1
\]

transfer the states of the system (34) from the initial point \( x(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) to the final point \( x(2) = \begin{bmatrix} 2 \\ 1 \end{bmatrix} \) during the time interval \([0,2]\).

**Fig. 1.** The trajectory of the system (34) steers from initial point \( \begin{bmatrix} 0 \\ 0 \end{bmatrix} \) to the final point \( \begin{bmatrix} 2 \\ 1 \end{bmatrix} \) during the interval \([0,2]\).
Example 5.2. Consider the nonlinear fractional dynamical system described by \( \psi \)-Hilfer fractional differential equation as

\[
\begin{align*}
\frac{1}{2} \int_{0}^{t} t^{3/2} + 2t \, \mathrm{d}t & = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} x(t) \oplus \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) \oplus f(t, x(t), u(t)), \quad t \in [0, 1] \\
\end{align*}
\]

Comparing with (32), we have \( A = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \), \( B = \begin{bmatrix} 0 \\ 1 \end{bmatrix} \), \( x(0) = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \), \( x(t) = \begin{bmatrix} x_1(t) \\ x_2(t) \end{bmatrix} \) and \( f(t, x(t), u(t)) = \begin{bmatrix} \sin x_1(t) \\ \cos u(t) \end{bmatrix} \). Let \( g(t) = t^3 \) and let us consider the final state vector \( x(1) = \begin{bmatrix} 4 \\ 6 \end{bmatrix} \). The Mittag-Leffler matrix function for the matrix \( g(A) = A^3 \) is

\[
E_{1/2,1/2} \left( A^3 \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right) = \begin{bmatrix} N_1 & N_2 \\ N_2 & N_1 \end{bmatrix},
\]

where

\[
N_1 = \frac{1}{2} \left[ E_{1/2,1/2} \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right] + E_{1/2,1/2} \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2}
\]

and

\[
N_2 = \frac{1}{2} \left[ E_{1/2,1/2} \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right] - E_{1/2,1/2} \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2}
\]

The corresponding reachability Grammian matrix for this system is

\[
R(0, 1) = \int_{0}^{1} E_{1/2,1/2} \left( A^3 \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right) BB^*E_{1/2,1/2} \left( A^*A \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right) \, \mathrm{d}s
\]

and the given nonlinear function satisfies the Assumption [H]. Hence, by the Theorem (4.1) the nonlinear system (35) is reachable on \([0, 1]\). The input vector and
state trajectory pair \((x(t), u(t))\) can be approximated by iterate \(u^{(n)}(t)\) defined by

\[
\begin{align*}
u^{(n+1)}(t) &= \frac{(3 - (t^3 + 2t))^{1/6}}{(3t^2 + 2)^{1/3}} B^* E_{1/2, 1/2} \left( A^* \left( 3 - (t^3 + 2t) \right)^{1/2} \right) R^{-1}(0, 1) \\
&\times \left[ x_1 - \int_0^1 \left( (3s^2 + 2)(3 - (s^3 + 2s))^{1/2} \right)^{1/3} E_{1/2, 1/2} \left( A^3 (3 - (s^3 + 2s))^{1/2} \right) \\
&\times f \left( s, x^{(n)}(s), u^{(n)}(s) \right) ds \right] \\
\end{align*}
\]

and the state vector approximated \(x^{(n)}(t)\) at \(n^{th}\) stage is in turn given by the approximated scheme \(\{x_j^{(n)}\}\) defined as

\[
\begin{align*}
x_j^{(n+1)}(t) &= \int_0^1 \left( (3s^2 + 2) \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right)^{1/3} E_{1/2, 1/2} \left( A^3 \left( (t^3 + 2t) - (s^3 + 2s) \right)^{1/2} \right) \\
&\times \left( Bu^{(n)}(s) + f \left( s, x^{(n)}(s), u^{(n)}(s) \right) \right) ds. \\
\end{align*}
\]

The state trajectories \(x(t)\) and steering input function \(u(t)\) are computed and are depicted in Figure 3 and Figure 4 respectively.
REACHABILITY OF FRACTIONAL DYNAMICAL SYSTEMS

Fig. 4. The steering input function $u(t)$ of the system (35) during the interval $[0, 1]$.
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