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Bayesian curved lane estimation for autonomous

driving

Mohamed Fakhfakh1, Lotfi Chaari2,

and Nizar Fakhfakh3

Abstract Several pieces of research during the last decade in intelligent per-
ception are focused on the development of algorithms allowing vehicles to 
move efficiently in complex environments. Most of existing approaches suf-
fer from either processing time which do not meet real-time requirements, or 
inefficient in real complex environment, which also doesn’t meet the full avail-
ability constraint of such a critical function. To improve the existing solutions, 
an algorithm based on curved lane detection by using a Bayesian framework 
for the estimation of multi-hyperbola parameters is proposed to detect curved 
lane under challenging conditions. The general idea is to divide a captured 
image into several parts. The trajectory is modeled by a hyperbola over each 
part, whose parameters are estimated using the proposed hierarchical Bayesian 
model. Compared to the existing works in the state of the art, experimental 
results prove that our approach is more efficient and more precise in road 
marking detection.
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1 Introduction

Autonomous driving is one of the main concerns which allows a step by step
evolution of Artificial Intelligence. Indeed, it is important to ensure the proper
functioning of autonomous vehicle mechanisms by making appropriate and
accurate decisions in real time by identifying and distinguishing the different
objects of the road.
In this direction, several studies have been carried out on autonomous driving
in order to improve road security. The methods of obtaining intelligent vehicles
systems are solely based on artificial intelligence, by trying reproducing human
intelligence, and more precisely Machine Learning / Deep leaning approaches.
The main goal of research and development of smart vehicles is to reduce acci-
dent rates, as well as improve the efficiency of traffic use by detecting different
dangerous situations.
As regards the data, the state of the art studies generally rely on embed-
ded equipments on the autonomous vehicles such as cameras (mono Nguyen
et al. (2015), stereo Song et al. (2018) or multi-camera Ieng et al. (2005)) or
other sensors like Odometer Santana et al. (2013), IMU Anwary et al. (2018),
Differential GPS Chengping et al. (2014) or Lidars Kim and Park (2017b). Em-
bedded processors allow running algorithms in order to move successfully from
a starting point to a predefined destination. The main difficulties to perform
this task generally lie in the possible presence of other vehicles and barriers
Zhou and Dong (2017) as well as the recognition of road signs Botekar and
Mahalakshmi (2017). Some works focus on the detection and classification of
the road signs by using approaches based on three-step algorithms: color seg-
mentation, shape recognition, and a neural network Broggi et al. (2007), Kim
(2019). Deep learning approaches are being recently studied by using spatial
transformers and stochastic optimization methods Arcos-Garćıa et al. (2018).
An interesting survey study is done in Saxena et al. (2015).

Among all of self-driving functions, the lateral positioning of autonomous
cars remain one of the most important tasks which should be carefully ad-
dressed. The lateral positioning might be performed by using ”Simultaneous
Localization and Mapping” approaches which allows a global localization pro-
cess. Such methods from some intrinsic limits related to the problem formula-
tion : whatever the used sensors for SLAM approaches Bresson et al. (2017),
Shenoy et al. (2019) (GPS, Lidar, Camera), the lateral positioning do not
work if the environment presents some repetitive patterns or in case of a lack
of data typically for rural or forestry environments. In order to resolve that
limits, a more complete scheme needs to be studied combining global and local
positioning. Most of local positioning approaches were proposed by using em-
bedded cameras but most of existing ones are not applicable in real deployment
context. A state of the art will be presented and detailed in the next Section.
Lateral positioning is a part of a more general function which allows a car to
be driven by itself. Authors in Che et al. (2019) have recently proposed an
interesting work focuced on path planning by using improved Particle Swarm



Optimization.
In that context, our research is to find a trade-off between processing time
and the efficiency of road marking detection and lane estimation in complex
and challenging environments. The main contribution we propose is twise : the
effectiveness and the precision of our model to estimate the curvature of road
marking in challenging environments, and the process to divide a given image
into three regions (one region for straight lanes and two regions for curved
ones). This process allows well initialization of model’s parameters.

In this work, we are focusing on methods allowing vehicles to have precise
lateral positioning. Specifically, we are interested in the detection and esti-
mation of road marking. Due to the importance of the lane detection task,
researchers carried out many studies for several years on lane detection. In
general, vision-based lane detection can be categorized into two main classes:
straight and curve lanes.

This paper is organized as follows. After an introduction covering the con-
text of this research, Section 2 is dedicated to the state of the art. In Section
3, an overview of the proposed method is presented including all steps for
road marking detection using images from embedded cameras. Evaluation and
experimental results are detailed in Section 4. Finally, conclusions and future
works are drawn in Section 5.

2 Related Work

There has been a significant amount of research on vision-based road lane
detection. Many methods for straight and curved lane detection have been
proposed during the last decade.

2.1 Straight lanes

The most efficient technique for straight lanes detection and estimation with
reduced memory constraints is the Hough Transform (HT) Hassanein et al.
(2015); Lopez-Krahe and Pousset (1988); Mukhopadhyay and Chaudhuri (2015).
This technique has become a standard tool in the field of artificial vision. This
step is usually performed either on original images obtained with the projec-
tive model or after applying an inverse perspective transform Wu and Chen
(2016). The performance of HT algorithms highly depends on the amount of
data.
In Kultanen et al. (1990); Xu et al. (1990), the authors proposed a particu-
lar HT who is Randomized Hough Transform (RHT). The difference between
HT and RHT is that HT maps every single pixel to the accumulator space,
whereas RHT handles pairs of pixels that manage a subset. As another exten-
sion, the Probabilistic Hough Transform (PHT) Guo et al. (2008) solves the



same problem with low computational cost. In Liu et al. (2012), the Progres-
sive Probabilistic Hough Transform (PPHT) has been proposed to minimize
the proportion of points that are used in the vote while maintaining false nega-
tive and false positive rates close to those obtained by the standard HT. Some
further works on binary images like generalized Hough transform or general-
ized fuzzy Hough transform and some others can be found in Antolovic (2008);
Chiu et al. (2012); Izadinia et al. (2009); Thomas (1992).
In most methods, HT has been combined with other methods such as line clas-
sification. In Cela et al. (2013), presented an algorithm to detect road lanes
based on an unsupervised and adaptive classifier. Three steps are used to ob-
tain the lanes. In the first one, the brightness is used in the input image to
know the environmental conditions and to highlights color lanes. The unsu-
pervised classifier and HT are applied in the second step in order to identify
the right and left road lines. A Kalman filter is applied after that to estimate
the vehicle position and track the lane. The work in Liu et al. (2018) combined
the Inverse Perspective Mapping (IPM) and K-Means Clustering to find out
the correct lanes, and a HT to detect the line in the image. In Parajuli et al.
(2013), the authors introduced a method for lane detection when shadows and
low illumination conditions occur. The first step consists of recognizing the
points on the adjacent right and left lanes using local gradient descriptors.
Then, a simple linear prediction model leads to the detection of lane marking
points on each horizontal stripes.
Other approaches are based on color features and HT for the sake of efficiency.
In Bottazzi et al. (2014), the authors introduced a new method for lane mark-
ing detection based on HSV (Hue, Value, Saturation) histograms. A dynamic
region of interest (ROI) is determined using an earlier triangle model. The first
step is to calculate the histogram of the whole image. The illumination changes
are found out by determining the difference between two successive images.
The lane markers are segmented from the ROI. Then, a tracking Bouguet
(2001) is used to validate and detect the lanes. In Li et al. (2018), the au-
thors proposed another method based on the connection of various feature
extraction. The main goal is to use the HSV color space to extract the white
features of the road. Then, preliminary edge feature detection is added in the
preprocessing step. For detection step, both Hough and Canny operators are
applied. Finally, a Kalman Filter is applied to finalize lines tracking.
When real-time constraints are imposed, the authors in Lin et al. (2010) pro-
posed a new approach based by extending the edge linking algorithm. An ROI
is first initialized and then pixels belonging to edges are found using the So-
bel operator. A directional edge-gap closing algorithm is proposed to produce
more complete edge-links that possibly belong to the lanes. The next step con-
sists of detecting the lane markers color. The fitting of the straight line model
is then performed using a HT.



2.2 Curved lanes

For curved lane detection, others works used more complex models such as
B-Splines, parabolas, and hyperbolas Jung and Kelber (2005); Khalifa et al.
(2010); Timar and Alagoz (2010). Bezier curves Cimurs et al. (2017) and B-
Splines Li et al. (2017b) are considered as relevant methods for curved lines
detection, and have been configured to overcome the disadvantages of curves
interpolation Dagnino et al. (2015) that suffer from two main drawbacks: i)
the curve is defined by a polynomial whereas it is often more interesting to
have a parametric representation, and ii) high computational cost since the
polynomial degree increases in proportion to the number of control points.
For the same model that uses the B-splines method, the authors in Faizal and
Mansor (2009); Wang et al. (1999) proposed an algorithm based on the B-
Snake technique. It is able to recover a wide range of lanes, especially curves.
B-Snake is an implementation of B-Splines, so it can form an arbitrary shape
by a set of control points. The system aims at finding both sides of way mark-
ings. This is achieved by detecting the mid line inside the lane and then esti-
mating the other parallel lines. The initial position of the B-Snake is decided
using the CHEVP algorithm (Canny / Hough Estimation of Vanishing Points).
Then, to determine the control points of the B-Snake model, a minimization
step is essential. The main drawback of this method is that it is not applicable
in a real-time context, in contrast to the method in Aly (2008) where a robust
and real-time algorithm is proposed for detecting lanes in urban streets. The
top view model of the road images is generated using the inverse perspective
mapping to reduce the perspective effect. The algorithm was based on tak-
ing filtering with Gaussian kernels. A similar idea has been developed in Guo
et al. (2015) where an improved RANSAC algorithm is proposed to estimate
the lane model parameters.

Authors in Lee et al. (2019) proposed a method based on deep learning
from surround view images for autonomous driving of a ground vehicle eval-
uated on various unfavorable conditions with high-curvature lanes. In Wang
et al. (2008), the authors use a hyperbola model for marking detection. A
nonlinear term is integrated into the model to manage the transitions between
the straight and curved segments of the road. The model parameters are esti-
mated using the vanishing point which corresponds to the asymptotes of the
hyperbola. In Chen and Wang (2006); Wang and An (2010) the authors pro-
posed an algorithm based on a mixture of the linear-hyperbolic model. The
general idea is to divide the road marking into two parts: near and far re-
gion from the camera. The curve detection in these two regions is based on
a linear-hyperbolic model. For the nearby region, the HT method is applied
since lanes are assumed to be straight. However, for the distant regions, a
hyperbolic model is used for the case where the lines are curved. The most
important parameter to estimate by this model is the curvature degree, as
shown the following equation of the hyperbolic model:



y =
a

x− h
+ b(x− h) + v. (1)

In (2), x , y are the coordinates in pixels of the road marking points, a
is the curvature parameter of the hyperbola, b is the slope of straight lane
marking, and (h,v) is the coordinate vector of the vanishing point. An ap-
proach has been proposed in Tan et al. (2014), which uses a hyperbola model,
with an improvement by proposing a ”River Flow” Lim et al. (2012) to detect
curved lanes in difficult conditions, including dashed line markings and vehi-
cle occlusion. In order to determine the curvature coefficient, a new method
called ”Improved River Flow”Tan et al. (2015) was proposed to search the
characteristic points in the far field that corresponds to the lane marking.
In Jang et al. (2014), another kind of approaches is proposed based on the
geometrical model. The general idea of the method is to apply two main steps:
the first one involves the extraction of the road characteristics, and the second
step relies on a geometrical model for lane detection. the candidate lines are
detected by applying a voting system to extract the one that better fits the
lanes. In Chen and He (2012), the authors proposed a method to detect sharp
curve lanes using the maximum likelihood principle.

The third class of methods is based on learning techniques for lane ex-
traction. For example, in Fan et al. (2013), the authors introduced a lane
detection algorithm based on an improved Boosting algorithm using a clas-
sification function in order to classify whether each point is the edge point
of the lane line. The authors in Kim et al. (2017) used a new learning algo-
rithm for Convolutional Neural Networks (CNN) using an extreme learning
machine (ELM) for image enhancement and lane detection. In Kim and Lee
(2014), the authors used CNN to take off the noise in images and then used a
RANSAC algorithm to fit lanes. The work in Kim and Park (2017a) proposed
a sequential end-to-end transfer learning method two-time transfer learning to
estimate left and right lanes without any postprocessing. In Li et al. (2017a),
the authors proposed a detection model based on Deep Learning. A multitask
network structure based on Recurrent Neural Networks (RNN) and CNN was
designed to detect the lane boundaries including those areas containing no
marks, without any explicit prior knowledge or secondary modeling.

Based on the literature review above, we can conclude that most exist-
ing methods for straight and curved lane detection provide good performance
only for images with high quality are available. Moreover, sharply curved lane
detection is still a challenging issue. Parametric models using hyperbolic rep-
resentations are the most efficient in terms of the quality of lanes detection
and parameter estimation. In this study, we focus on these models to propose
a novel curved lanes characterization and estimation. The next Section details
the proposed method.



3 Proposed method

We detail here the proposed method for curved lanes estimation. Fig. 1 illus-
trates the general workflow of the proposed method.

Fig. 1 General workflow of the of proposed method.

The input image goes through a preprocessing step in order to perform contour
extraction like in Fakhfakh et al. (2018). The objective is then to characterize
the extracted lanes by fitting them to the adopted analytical model. Specif-
ically, the curved line is supposed to locally follow the hyperbolic model in
(1). The image is therefore decomposed into N horizontal regions as illus-
trated in Fig. 2, where a different hyperbola is associated with each region.
The number of regions (N) is empirically chosen. Each image is divided into
three (3) different regions from the horizon line to the bottom of the image
(near, medium, and far regions) and for each region the model is applied to
estimate curvature parameters. This is motivated by the fact that according
to the perspective geometry, the curvature is not constant along the image. A
Bayesian model is proposed to allow estimating the hyperparameters of the N
hyperboles, and thus to accurately characterize the curved lane over the whole
image. Indeed, Bayesian models are being more and more used in the signal
and image literature due to their flexibility and high automatic level Andrieu
(1998); Roumeliotis and Bekey (2000); Shiffrin et al. (2008). In this context,



MCMC sampling is generally adopted to perform the inference Cowles and
Carlin (1996); Merali and Barfoot (2013).

Fig. 2 The image is divided into N horizontal blocks (N = 3).

3.1 The adopted model

According to the state of the art that we described above, we have noticed that
the model proposed in Lim et al. (2012); Tan et al. (2014, 2015) based on hy-
perbola road model corresponds the most accurate road model than the others
works (parabolic model, B-snake model, geometric model, etc.). This model
allows finding solutions that meet the needs of autonomous vehicle users under
complex environmental conditions. Adopting this analytical model, character-
izing the curved lanes reduces to estimating the hyperparameters involved in
the equation (1).
In this paper, we reformulate the curved lane characterization as an inverse
problem. Specifically, a denoising problem is considered where the coordinate
y of the hyperbolic lane model in (1) is assumed to be an observation of the
second coordinate x. Accounting for the horizontal decomposition of the im-
age into N regions, and for each pixel belonging to the lane, the following
observation model is adopted

y =

[
N−1∑

i=0

(
ai

x− hi

+ bi(x− hi) + vi

)
1[ci,ci+1](x)

]
+ n (2)



where n is a noise term assumed to be a Gaussian and 1[ci,ci+1] is the
indicator function which is equal to 1 on the interval [ci, ci+1 ] and 0 otherwise.
For the sake of representation, we adopt the following notations:

– a = {a0, . . . , aN−1} is the vector grouping the parameters ai;
– b = {b0, . . . , bN−1} is the vector grouping the parameters bi;
– h = {h0, . . . , hN−1} is the vector grouping the parameters hi;
– v = {v0, . . . , vN−1} is the vector grouping the parameters vi;
– c = {c0, . . . , cN} is the vector grouping the parameters ci.

The aim of the proposed method is therefor to estimate the hyperparam-
eter vectors a, b, h, v and c, based on the observed coordinate vectors
y = {y1, . . . , yL} and x = {x1, . . . , xL} where L is the number of pixels in
the lane to characterize.

3.2 Hierarchical Bayesian model

We propose to estimate the hyperparameter vector θ = {a,b, c,h,v} using a
Bayesian model. For doing so, the hyperparameter vectors a, b, c, h and v

are assumed to be realizations of random variables A, B, C, H and V .
In the following, we detail the adopted likelihood and prior models.

3.2.1 Likelihood

Based on the adopted observation model where the perturbation n is assumed
to be Gaussian with variance σ2

n, the likelihood can be expressed as

f(y |x,a,b,h,v, c) ∝
L∏

l=1

exp



−
∣∣∣
∣∣∣yl −

N−1∑
i=0

(
ai

xl−hi

+ b(xl − hi) + vi

)
1[ci,ci+1](xl)

∣∣∣
∣∣∣
2

2

2σ2
n


 .

(3)

3.2.2 Hyperparameter priors

Assuming the independence between the N hyperboles, we associate here an
inverse Gamma (IG) prior to each ai:

f(ai |αa, βa) = IG(ai |αa, βa)

∝ (ai)
−1−αa exp

(
−
βa

ai

)
. (4)

Accounting for the N Hyperboles, the joint prior writes



f(a |αa, βa) ∝
N−1∏

i=0

f(ai |αa, βa). (5)

The shape and scale parameters (αa and βa) can be either manually set or
estimated by adding hyperpriors on them. It is worth noting that the IG prior
is a common choice to model real-positive variables.
Since b, h and v are also real-positive, the same strategy as for a has been used

to define the requested priors: f(b |αb, βb) =
N−1∏
i=0

IG(bi |αb, βb), f(h |αh, βh) =

N−1∏
i=0

IG(hi |αh, βh), f(v |αv, βv) =
N−1∏
i=0

IG(vi |αv, βv).

As regards the hyperparameter c, a uniform distribution on the interval [0,M ]
is adopted for each ci, where M = max{x1, . . . , xL}:

f(c) =

N∏

i=0

f(ci) =

N∏

i=0

U[0,M ](ci). (6)

For the sake of simplicity, the noise variance σ2
n is supposed to be fixed

to a small value in order to model a small perturbation level. However, this
hyperparameter can also be estimated by fixing a suitable prior (such as the
Jeffrey’s one) to integrate it in the hierarchical model.

3.3 Bayesian inference

The Bayesian inference is built here to derive the estimators b̂, ĥ and v̂ and
ĉ.

3.3.1 The proposed Gibbs sampler

Following a maximum a posteriori (MAP) approach, the likelihood and the
priors detailed in the previous section have to be combined in order to derive
the posterior distribution and calculate the target estimators. Denoting by θ =
{a,b, c,h,v} the target parameter vector and by Φ = {αa, βa, αb, βb, αh, βh, αv, βv},
the joint posterior writes

f(θ |y,x, Φ) ∝ f(y |x,a,b,h,v, c)f(a |αa, βa)f(b |αb, βb)f(h |αh, βh)f(v |αv, βv)f(c)

∝
L∏

l=1

exp



−
∣∣∣
∣∣∣yl −

N−1∑
i=0

(
ai

xl−hi

+ b(xl − hi) + vi

)
1[ci,ci+1](xl)

∣∣∣
∣∣∣
2

2

2σ2
n


×

× (ai)
N(−1−αa)(bi)

N(−1−αb)(hi)
N(−1−αh)(vi)

N(−1−αv)×

N−1∏

i=0

exp

(
−
βa

ai
−

βb

bi
−

βh

hi

−
βv

vi

)
×

N∏

i=0

U[0,M ](ci). (7)



The objective here is to estimate the parameter and hyperparameter vec-
tors θ and Φ based on the joint posterior in (7). However, it is clear that
this posterior is difficult to handle. Deriving analytical estimators for θ and
Φ is therefore a complicated task. For this reason, we resort to an MCMC
sampling scheme, specifically a Gibbs sampler to numerically sample from the
conditional distributions f(a |x,y, Φ), f(b |x,y, Φ), f(h |x,y, Φ), f(v |x,y, Φ)
and f(c |x,y). The principle is to derive the conditional distribution for each
unknown parameter( in θ and Φ) by integrating with respect to the other vari-
ables. These conditional distributions are then used to derive estimators, either
by performing analytic calculations, or by resorting to numerical simulation
techniques. As already stated, we resort here to numerical sampling using and
MCMC scheme. The proposed Gibbs sampler is summarized in Algorithm 1.

Algorithm 1: Proposed hybrid Gibbs sampler.

Initialize with some a0, b0, h0, v0 c0.

While not convergence do

Sample a(r) ∼ f(a |x,y, Φ)

Sample b(r) ∼ f(b |x,y, Φ)

Sample h(r) ∼ f(c |x,y, Φ)

Sample v(r) ∼ f(v |x,y, Φ)

Sample c(r) ∼ f(c |x,y)

end

A burn-in period is essential so that the Gibbs sampled can reach con-
vergence. The sampled chains ((ar)1≤r≤R, (br)1≤r≤R, (hr)1≤r≤R, (vr)1≤r≤R

and (cr)1≤r≤R) are then used to derive estimators using for example the min-
imum mean square error (MMSE) estimator. The samples corresponding to
the burn-in period are discarded.
In the following, the different conditional distributions are provided.

3.3.2 Conditional distributions

In order to derive the conditional distribution related to each parameter of the
model, one has to integrate the joint posterior in (7) with respect to all the
other parameter. As regards the hyperparameter ai, calculations based on (7)



lead to the following form

f(ai |x,y, Φ) ∝

L∏

l=1

exp



−
∣∣∣
∣∣∣yl −

N−1∑
i=0

(
ai

xl−hi

+ b(xl − hi) + vi

)
1[ci,ci+1](xl)

∣∣∣
∣∣∣
2

2

2σ2
n




× (ai)
−1−αa exp

(
−
βa

ai

)
. (8)

By analysing the expression of this conditional distribution, it turns out that
it is impossible to match it with one of the standard distributions (Gaussian,
Gamma, Beta,...). A Metropolis-Hasting (MH) algorithm is used to sample
according to this posterior since direct sampling is impossible to perform even
if the obtained distribution belongs to the exponential family.

Due to the similarity of the used priors, similar calculations lead to condi-
tional distributions of the same type for f(bi |x,y, Φ), f(hi |x,y, Φ), f(vi |x,y, Φ)
and f(ci |x,y, Φ), and this by integrating (7) with respect to bi, hi, vi and
ci, respectively. Indeed, it is expected to have similar forms, the exponential
structure is partly imposed by the adopted Gaussian likelihood. For the sake
of conciseness, the full expressions of these conditionals are not detailed here.
Simulation according to these conditionals is performed using an MH step.

4 Experimental results

In this Section, the proposed method for curved lane characterization is vali-
dated on both synthetic and real data in order to asses its performance.

4.1 Simulated Data

In the first experiment, the proposed algorithm was tested on synthetic data
to validate its effectiveness. Each image is divided in three regions (N = 3)
where in each region an hyperbola is estimated (except the first region from
which a straight line is estimated). Fig. 3 illustrates the lane image with the
simulated hyperboles assuming known parameters a ,b, c, h, and v.

Based on ground truth from which real road markings are available, the
simulation was performed according to the observation model in (2). It is im-
portant to test different values of variance σ2

n in order to verify the accuracy
of the model (processing time and estimated values of each hyperparameters)
after convergence of the algorithm.

For doing so, we have chosen to test three differents variance values σ2
n =

30, σ2
n = 15 and σ2

n = 5. This can allow us to measure the impact of the gaus-
sian perturbation of the data on the algorithm performance, and this under



Fig. 3 The adopted ground truth for lane simulation with N = 3 hyperboles.

more or less severe experimental conditions. The parameters of each hyperbola
are then estimated using the proposed hybrid Gibbs sampler. 30.000 iterations
were necessary to obtain the target estimators, among which 15.000 iterations
were considered for the burn-in period to reach convergence.

Table 1 Hyperboles parameters for σ2
n
= 30: estimated and reference values. Average error

is 3.64 % and minimal error is 2.31%

Parameters Ground truth Estimated value Error rate
a1 200 186 1.14%
b1 0.3 0.15 2.07%
h1 430 412 0.38%
v1 680 523 1.41%

a2 1500 1452 2.42%
b2 0.5 0.36 2.25%
h2 400 398 0.67%
v2 680 651 0.58%

a3 7500 7364 3.48%
b3 0.7 0.37 5.11%
h3 390 348 0.91%
v3 680 646 0.92%

After convergence, Tabs. 1, 2 and 3 report the estimated values for all the
parameters and compares them to the ground truth values. Error rates for ev-
ery parameter estimation are also provided. Each table contains the theoretical
values as well as the estimated values for each region for comparing the ob-
tained results. The considered ground truth values (from image of Fig. 3) of the
hyperparameter vectors are θ = {a = [200, 1500, 7500],b = [0.3, 0.5, 0.7],h =
[430, 400, 390],vb = [680, 680, 680]}.



Table 2 Hyperboles parameters for σ2
n
= 15: estimated and reference values. Average error

is 2.67 % and minimal error is 1.06%

Parameters Ground truth Estimated value Error rate
a1 200 173 0.39%
b1 0.3 0.19 1.05%
h1 430 424 0.11%
v1 680 551 1.01%

a2 1500 1447 1.67%
b2 0.5 0.39 1.35%
h2 400 302 1.21%
v2 680 664 0.10%

a3 7500 7474 2.42%
b3 0.7 0.52 3.08%
h3 390 373 2.98%
v3 680 662 0.31%

Table 3 Hyperboles parameters for σ2
n
= 5: estimated and reference values. Average error

is 1.43% and minimal error is 0.87%

Parameters Ground truth Estimated value Error rate
a1 200 189 0.11%
b1 0.3 0.24 0.66%
h1 430 426 0.09%
v1 680 573 0.08%

a2 1500 1488 0.83%
b2 0.5 0.38 1.07%
h2 400 376 0.65%
v2 680 602 1.17%

a3 7500 7489 1.14%
b3 0.7 0.63 0.89%
h3 390 313 1.31%
v3 680 592 0.40%

We found that after the convergence of the algorithm, each time we reduce
the variance value σ2

n, the mean and minimum errors were also reduced. As
shown in the tables, the different errors values started at around 3.64% as an
average error and 2.31% for the minimal error for σ2

n =30, and passed below
1.43% and 0.87% for the average and minimal error,respectively, for σ2

n =5.
The reported values clearly indicate the capacity of the proposed method to
accurately estimate the parameters involved and thus to accurately character-
ize the different hyperbolas.

The most challenging part in road lane estimation is the case of sharp
curvature usually located near the horizon line. All of parameters of the hy-
perbolic model are quite important but the parameter ’a’ remains the most
interesting and need to be carefully and precisely estimated. By approaching
to the horizon line, the variation of parameter ’a’ should be quite sensitive: a
wrong estimation of parameter ’a’ could causes a very wrong estimation of the



curvature.

After running the Gibbs sampling algorithm several times, the difference
results show the evaluation of the estimated parameters. The actual values of
the hyperparameters of the vector (theta) are in confidence intervals of about
97%. The different values obtained are very reliable and close to the initial
results of the ground truth. Commonly, estimating the curvature parameters
of lane marking in far regions is quite difficult to handle especially in the
case of strong curvature. As shown in tables 1, 2 and 3, we have found that
the degree of confidence of the parameter ”a” is very encouraging, with Error
Rate values within the range of 1% and 3% for differents σ2

n which shows the
accuracy of our estimators. The same performance for the other parameters
”b”, ”h”, and ”v” which are very close to the theoretical values having an
error rate less than 3 %.

4.2 Real Data

The lane marking detection algorithm described in this paper has been imple-
mented on an Intel i7, 2.40 GHz CPU. The algorithm was evaluated on the
ROMA dataset with available ground truth Veit et al. (2008). This database
contains heterogeneous real road images acquired in very various conditions
(full or partial shadow, different illumination conditions, etc.). The parameter
N , which corresponds to the number of horizontal regions, is empirically set
to 3 from the horizon line to the bottom of the image. In the bottom region,
lines are typically straights, and the curvature is progressive from the second
to the top region. Indeed, the choice of N = 3 is argued by the progressive
curvature level between the image top and bottom.

Beside the challenging real images of ROMA dataset, the availability of
ground truth corresponding to road markings give us a best opportunity to
assess lane detection and curvature estimation. The lane detection part was
deeply evaluated in a previous work and by using the same dataset as used in
that experiments Fakhfakh et al. (2018).

For different scenes and experimental conditions, Fig. 4 illustrates the per-
formance of our method in lane characterization under different experimental
conditions like high illumination, shadow, sharp curvature. Red lines in Fig 4
illustrate the output of our algorithm for lane and curvature estimation which
overlay with the real road marking. The originality and novelty of our ap-
proach lie in the automatic estimation of all parameters of a hyperbolic model
in each region of the road, unlike other works of the state of the art which
generally estimates the degree of curvature by dividing the road regions into
two parts. The reported results in this figure clearly show the originality and
good performance of the proposed method for the automatic estimation of the
different hyperbolic model parameters in each region and thus to accurately
characterize the lanes. It is worth noting that these results have been obtained



using the same iteration number and burn-in period as for simulated data,
which correspond to a 10 seconds computational time on the used architecture.

Images

Lanes

Images

Lanes

Fig. 4 Lane characterization using the proposed method.

In order to quantitatively evaluate the performance of our approach, the
true positive rate (TPR) and a false positive rate (FPR)1 have been calcu-
lated to make comparisons with other state-of-the-art methods, specifically
the works in Guo et al. (2015) and Tan et al. (2015) (detailed in Section 2).
The reported values clearly show that the proposed method outperforms the
other ones from a quantitative point of view. As shown in Table 4, the TPR
rates are clearly better than other compared methods and lower for FPR.

1 TPR = # detected lanes
#target lanes

and FPR = # false positive
# target lanes

.



Table 4 TPR and FPR values for the proposed method and the works in Guo et al. (2015)
and Tan et al. (2015).

Frames Method in Guo et al. (2015) Method in Tan et al. (2015) Our approach
TPR FPR TPR FPR TPR FPR

1 85.68% 11.36% 87.29% 10.12% 93.24% 7.39%
2 93.91% 4.02% 94.41% 3.88% 95.20% 4.52%
3 87.08% 14.21% 86.73% 14.51% 89.07% 12.46%
4 83.18% 29.98% 85.04% 21.03% 88.67% 15.37%
5 94.64% 7.59% 93.62% 7.79% 93.39% 5.64%
6 89.54% 10.74% 90.33% 9.34% 91.45% 7.89%

Averages 89.01% 12.98% 89.57% 11.11% 91.83% 8.87%

The curvature estimation could be improved precisely for farthest regions be-
cause of the perspective geometry model of a camera, by either increasing
the resolution of images or applying that approach in different image space
representation, i.e. top view models.

5 Conclusion

In this study, we introduced a robust lane detection algorithm through cur-
vature estimation. The proposed method is based on a mixture of hyperboles
to model lanes. The image is decomposed horizontally, and the lane over each
region is modeled using a hyperbola. The estimation task is formulated in a
Bayesian framework, and the proposed method is fully automatic.
Reported results on both synthetic and real data demonstrate the good per-
formance of the proposed method.
Future work will focus on using more efficient sampling scheme, such as Hamil-
tonian schemes, to accelerate the proposed MCMC procedure.
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