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AbstractÑThe realization of vehicle-to-everything (V2X) com-
munication enhances the capabilities of autonomous vehicles in
terms of safety efÞciency and comfort. In particular, sensor data
sharing, known as cooperative perception, is a crucial technique
to accommodate vulnerable road users in a cooperative intelligent
transport system (ITS). In this regard, open-source software plays
a signiÞcant role in prototyping, validation, and deployment.
SpeciÞcally, in the developer community, Autoware is a popular
open-source software for self-driving vehicles, and OpenC2X is
an open-source experimental and prototyping platform for coop-
erative ITS. This paper reports on a system named AutoC2X to
enable cooperative perception by using OpenC2X for Autoware-
based autonomous vehicles. The developed system is evaluated
by conducting Þeld experiments involving real hardware. The
results demonstrate that AutoC2X can deliver the cooperative
perception message within 100 ms in the worst case.

Index TermsÑCooperative ITS, V2X, Cooperative perception,
Autonomous vehicle, Open-source software

I. I NTRODUCTION

Presently, autonomous vehicles represent one of the essen-
tial development targets in the next-generation mobility service
domain. However, the development of autonomous vehicles
encounters several technical challenges in the domain of cyber-
physical systems such as sensing, computing, and actuation.
The sensing devices typically include LiDAR systems, cam-
eras, and global navigation system satellite (GNSS)/ inertial
measurement units. Using the sensor data, an autonomous
vehicle can compute information pertaining to localization,
detection, prediction, planning, and control. The result of this
computation is sent to the controller area network (CAN)
bus to control the vehicle. In this regard, several open-source
software such as Autoware [1], [2] and Baidu Apollo [3]
provide broad software packages and libraries necessary for
autonomous vehicles.

Communication is another critical aspect of cyber-physical
systems. Vehicle-to-everything (V2X) communications sup-
port vehicles to enable safer, more efÞcient, and more com-
fortable self-driving. In this regard, a cooperative intelligent
transport system (ITS) represents a set of standards for the
ecosystem of ITS applications among public-private entities.
The common architecture, known as the ITS station architec-
ture [4], [5] , was developed by the European Telecommuni-
cations Standards Institute (ETSI) and International Organi-
zation for Standardization (ISO). According to this standard,
a cooperative awareness message (CAM) [6] is the most
basic safety-related V2V message, using which, a vehicle

can intimate the surrounding vehicles regarding its presence
in real-time. A local database known as the local dynamic
map (LDM) [7] stores the received presence information and
provides support for various ITS applications. Many products
in the market support these standards. SpeciÞcally, open-
source systems such as OpenC2X [8] and Vanetza [9] offer
software packages for these standards.

However, a cooperative ITS needs to accommodate vulner-
able road users (VRUs,e.g., pedestrians and bicycles) and
legacy vehicles, neither of which are usually equipped with
V2X sender devices. Using the concept of cooperative per-
ception (also known as collective or collaborative perception),
the presence information of these objects, as detected by local
sensors mounted on the vehicle or roadside units, can be
shared. ETSI is currently developing the standard for collective
perception messages (CPMs) [10], [11].

Contribution: Considering this background, the objective
of this study is to realize the interconnection of Autoware-
based standalone autonomous vehicles under a cooperative
ITS framework using OpenC2X. Cooperative perception is
realized by sharing the information of the detected objects
(vehicle, pedestrian, etc.) by Autoware among the neighboring
nodes, taking into account the ETSI cooperative ITS standards.
To the best of our knowledge, this is the Þrst work to
realize cooperative perception by integrating Autoware and
OpenC2X. The proposed software, AutoC2X, is evaluated both
in indoor and Þeld tests, and the source code is available at
https://github.com/esakilab/AutoC2X-AW.

The remaining paper is organized as follows. Section II
provides a review of the related work. Section III describes the
system design for integrating Autoware and OpenC2X. Sec-
tion IV discusses the implementation of AutoC2X. Section V
describes the evaluation setup and presents the results of the
indoor and Þeld tests. Section VI presents the conclusions and
scope of future work.

II. RELATED WORK

Sensor data sharing can be classiÞed into three categories
depending on the instant of occurrence of sensor fusion [12]:
1) In the raw/low-level method, the raw data from the sensors
is shared. Such data include point clouds from LiDAR and
camera images. 2) In the feature/middle-level method, pre-
processed data such as a bounding box from a vision-based
object detector are shared. 3) In the object/track-level method,
the position information of the objects in the global coordinate



system is shared. Augmented vehicular reality (AVR) [13]
systems share the raw-level sensor data (point cloud) of 3D
camera depth perception sensors. SpeciÞcally, in [13], the
authors described the motion prediction of dynamic objects to
hide the latency, and off-the-shelf wireless technologies were
considered to enhance the feasibility of the prototype system.
In [14], the authors discussed the use of feature-level sensor
data sharing to address the limited network bandwidth and
stringent real-time constraints.

Some researchers also evaluated the realization of feature-
level sensor data sharing in real vehicles [15]. Furthermore,
object(track)-level cooperative perception has been realized
using infrastructure involving multiple sensors and multiple
transmitters [16], [17]. In [18], the researchers attempted
to examine the trustworthiness of cooperative perception by
quantifying the conÞdence in the correctness of data by using
the Bayes theory. Furthermore, in [19], the authors tested the
V2X cooperative perception and its application to ITS by
considering the basic safety message (BSM) and conducting
a Þeld test involving three vehicles.

In our previous work, we proposed the use of a proxy
CAM [20], [21] mechanism, in which a roadside sensor esti-
mates the detected object location information, and a roadside
transmitter broadcasts this information in the CAM format on
behalf of the detected object. The receiver of the proxy CAM
can process the message using the same reception procedure
as that of the CAM. Consequently, the solution is compatible
with all the products currently available in the market.

The cooperative automation research mobility application
(CARMA) platform [22] is an open-source software that
connects Autoware-based autonomous vehicles by using US
standards [23], including BSM, Signal Phase and Timing
(SPaT), and MAP. Although some maneuver coordination
messages are deÞned in CARMA, cooperative perception (i.e.
sensor data sharing) is currently not supported.

III. SYSTEM DESIGN

A. System Model

The system is designed by integrating two open-source
software (Autoware and OpenC2X) to realize cooperative per-
ception. Figure 1 shows the proposed system model. Instead
of installing both the software in a computer, the system
is designed such that a host realizes autonomous driving,
and a router is in charge of the cooperative ITS function.
This is because a vehicle often has a group of dedicated
computers that requires external connectivity, such as driving
log, mapping, and navigation. Thus, rather than extending all
the nodes to have external connectivity, including the antenna,
it is ideal to have a router in charge of managing the external
connectivity for all the nodes.

This system model can be applied to a roadside unit (RSU)
because it involves many nodes that require connectivity to
the vehicles such as edge servers, trafÞc monitoring systems,
signage, and signals. The system model of the RSU is a subset
of Figure 1 as a certain functionality of autonomous driving
is absent,e.g., localization, planning, and CAN control.
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Fig. 1. System model to integrate Autoware and OpenC2X

B. Autoware

Autoware is based on the robot operating system
(ROS) [24], which is an open-source middleware framework,
which is widely utilized for robot application development.
ROS is a distributed computing platform involvingnodesand
topics. The nodesrepresent the processing module of tasks,
and the nodes communicate with one another viatopics.
Furthermore, ROS provides a powerful tool namedRosbag
for recording and replaying the messages intopics. Using
Rosbag, the developer can record the sensor data in the
actual environment and later improve the algorithm by using
the data without the hardware. Moreover, ROS includes a
3D visualization tool namedRViz, which efÞciently presents
the status of the tasks. Autoware takes advantage of the
abovementioned framework and integrated tools.

In addition, 3D maps represents a common digital infras-
tructure for the operation of an autonomous vehicle, especially
in urban areas. Autoware uses two types of 3D maps recorded
in advances, such as vector map data and point cloud map data.
The former is used to obtain the lane data, and the latter is used
for scan matching to enable localization.Sensingin Autoware
mainly involves the use of 360-degree LiDAR scanners and
cameras. Point cloud data from the LiDAR scanners is used
for the localization as well as the detection of the surrounding
objects. Thelocalization algorithm in Autoware employs scan
matching between the 3D point cloud maps and the point cloud
from LiDAR scanners. In general, the normal distributions
transform algorithm [25] is employed for the localization.
Object detection is performed based on the clustering of
point cloud data from LiDAR scanners. In Autoware, the
Euclidean cluster extraction algorithm is used [26]. After
the clustering, Autoware calculates the distance between the
detected objects and ego vehicle. Autoware provides software
packages for prediction, decision, and planning (mission and
motion planning); however, these are beyond the region of
interest of this work and thus not considered. Theactuation
of autonomous vehicles is performed via a CAN controller to
manipulate acceleration, braking, and steering.

C. OpenC2X

OpenC2X covers almost the entire protocol stack in the ITS
station architecture, except for the security entity. In the access
layer, the system supports Outside the Context of a BSS (OCB)
mode for IEEE 802.11p and considers the decentralized con-



gestion control to adapt to the protocol behavior based upon
the change in the vehicle density. In the transport and network
layer, the system partially supports the basic transport protocol
(BTP) [27] and GeoNetworking (GN) [28]. SpeciÞcally, it
does not handle the packet forwarding, but the BTP and GN
headers are added to the sending packets. In the facilities layer,
CAM, LDM, and the decentralized environmental notiÞcation
message (DENM) [29] are incorporated. CAMs are triggered
periodically from 100 to 1000 ms, according to the standards.
Furthermore, a user can trigger the DENMs from the web
interface or using connected ITS applications,e.g., collision
avoidance applications. The LDM stores all the contents from
the received CAM and DENM. In addition, OpenC2X provides
a web-based graphical user interface to visualize the status of
the ITS station.

IV. A UTOC2X

A. Implementation Overview

Figure 2 shows the overview of AutoC2X implementation.
AutoC2X is developed using the C++ language, by extending
both Autoware (v. 1.11.1) and OpenC2X (standalone v. 1.5).
The boxes in the Þgure show the functions; the arrows from
left to right (! ) and right to left (" ) represent the sender side
sequence and receiver side, respectively.

When the system is initiated, Autoware reads the 3D maps
and starts receiving the sensor data. Using the point cloud
data from the LiDAR, the system localizes the ego vehicle
and detects the neighboring objects. The coordinates of the
ego vehicle and the detected objects are transformed from
the local coordinates system to the global coordinates system
and sent to the OpenC2X router with TCP/IP over the Eth-
ernet. OpenC2X encodes the ego vehicle coordinates in the
CAM and neighboring objects coordinates in the proxy CAM
form and transmit the information over dedicated short range
communication (DSRC) with the BTP/GN header. The LDM
simultaneously stores the information.

When the OpenC2X router receives CAMs and proxy
CAMs, it extracts the information of the neighboring objects
from the message and stores this information in the LDM.
Then, OpenC2X sends the coordinates for the objects to
Autoware. Finally, the data of the objects derived from the
V2X communication is visualized inRVizafter the coordinate
transformation. The data regarding the decision and planning
function is not fed back to the Autoware. Realizing this
feedback is a part of future work.

B. Localization

Autoware and OpenC2X employ scan matching and GPS for
the localization, respectively. In other words, the localization
function is duplicated in the host and the router in the ITS
station. In the proposed system, the localization function of
Autoware is employed in the entire ITS station, owing to the
high localization accuracy of scan matching, which is typically
less than 10 cm. Furthermore, scan matching is more robust
in the urban environment compared to the GPS. Thus, in
the developed system, in Autoware, the ego vehicle location
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Fig. 2. Implementation overview

is published in the topic of/ndt_pose , and it is sent to
OpenC2X after the coordinate transformation. OpenC2X uses
the received position instead of the GPS.

C. Cooperative Perception

Autoware detects the surrounding objects by using a Li-
DAR and camera. After the sensor fusion, the informa-
tion of the detected objects is published in the topic of
/detection/objects . The proposed Autoware extension
performs coordinate transformation and sends the information
to OpenC2X. The proposed OpenC2X extension adds the
received detected object information to a queue and encodes
the latest information in the queue into a proxy CAM at a
frequency of 10 Hz. The information currently available in the
extension contains the timestamp, latitude, longitude, speed,
and ITS station ID, and the other Þelds of CAM are left as
ÒunknownÓ. In the future, if additional sensors can be used
to estimate more information, such as the vehicle length and
heading, more Þelds can be Þlled out. The ITS station IDs of
the detected objects are assigned random numbers.

D. Coordinate Transformation

Autoware maintains the coordinates by using the self-
centered local coordinate system, and OpenC2X uses the
geodetic reference system (i.e., latitude and longitude). Thus,
a coordination transformation must be performed.

The proposed Autoware extension Þrst transforms the lo-
cal coordinate system into the universal transverse Mercator
(UTM) coordinate system, according to the 3D map. The
location of the detected object in the UTM coordinate system! X obj

Yobj

"
can be expressed as

#
X obj

Yobj

$
=

#
X ego

Yego

$
+ R(! )

#
xobj

yobj

$

=
#

X ego

Yego

$
+

#
cos! # sin !
sin ! cos!

$ #
xobj

yobj

$

=
#

X ego + xobj cos! # yobj sin !
Yego + xobj sin ! + yobj cos!

$

(1)

where
! X ego

Yego

"
is the location of the ego vehicle in the

UTM coordinate system, published in/ndt_pose ; R(! )



is the rotation of the ego vehicle with respect to the UTM
coordinate system, published in/tf ; and

! x obj
yobj

"
is the relative

position of the detected objects from the ego vehicle when
the heading of the ego vehicle is in the X-axis, published
in the topic of /detection/objects . Subsequently the
extension transforms the UTM coordinate system into the
geodetic reference system 1980 (GSR80) by using the PROJ
library [30].

Conversely, when the extension receives a V2X message
in the GSR80 form from OpenC2X, the extension transforms
the coordinates into the local coordinate system to handle it
in Autoware.

E. Visualization

The proposed Autoware extension publishes the detected
object information from V2X to/detection/objects .
RVizvisualizes the objects in the topic, as shown in Figure 3.
In the Þgure, an autonomous vehicle is approaching an in-
tersection. The green boxes around the vehicle highlight the
objects detected by the local LiDAR sensor, and the green
squares near the intersection show the object received from the
V2X cooperative perception. To facilitate the visualization, we
currently use a square in which the latitude and longitude of
the object are at the center. Such objects can also be visualized
using other shapes, depending on the vehicle type and size, if
the received CAM has such information.
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Fig. 3. Screenshot of RViz with AutoC2X

V. EVALUATION

A. Experimental Setup and Evaluation Metrics

For the evaluation, we consider a scenario in which an
RSU located at an intersection broadcasts the cooperative
perception (proxy CAM) to the surrounding vehicles, as shown
in Figure 4 (at Hongo campus, the University of Tokyo, Japan).

Both the RSU and vehicle have the same set of equipment (an
OpenC2X router, an Autoware host, an antenna, and a LiDAR
sensor). The routers are APU4C4 embedded routers with an
Intel Wi-Fi 6 AX200 module, on which Ubuntu 18.04.3 LTS
is installed. The hosts are laptop PCs (CPU Core i7 8-cores)
with Ubuntu 16.04.5 LTS. The RSU and vehicle hosts have a
16 GB and 32 GB memory, respectively. Both the RSU and the
vehicle are equipped with Velodyne VLP-16 LiDAR sensors.
According to the Japanese regulations, IEEE 802.11g ad-hoc
mode is used for the tests.
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Fig. 4. Experimental setup

As shown in the bottom of Figure 4, the packet delivery ratio
(PDR) Rpd and total delayT are considered as the evaluation
metrics. Rpd is considered as the PDR between the routers
because no packet loss is observed inside the ITS station (i.e.,
Ethernet link) in all the experiments.Rpd in one way was
measured by comparing the LDM entries of the sender and
receiver after the experiments. The total delayT is expressed
as

T = Tpc + Thr + Trr + Trh (2)

where Tpc is the processing delay in Autoware.Thr , Trr ,
and Trh express the transmission delay from the host to
the router, between routers, and from the router to the host,
respectively.Tpc includes the processing delay in Autoware
pertaining to the clustering of the point cloud, detection, and
localization of the objects; this value is calculated considering
the gap between the published time of the point cloud and
the time of the message to the router.Thr , Trr , andTrh are
calculated considering half the round-trip time for each link.
The proposed extensions for both Autoware and OpenC2X
return the same message to the sender upon the reception of
the message, to enable the measurement.

B. Indoor Test

The indoor test was conducted by placing the routers and
hosts, as shown in Figure 4, on a desk. The distance between
the routers was approximately 3 m. The Rosbag for the RSU
was recorded at an intersection at the Hongo campus, and that
for the vehicle was recorded around the school. The Rosbags
had a duration of 4 min 35 s, and they were replayed in the



RSU and vehicle hosts. The RSU generated an average of 57
messages per second, and the measurement was conducted Þve
times.

Figure 5 shows the results. As in Figure 5(a), the average
total delay T was 70.7 ms, of whichTpc occupied 80%.
Figure 5(b) shows that the maximum delay pertaining to
Tpc, Thr , Trr , and Trh were approximately 80 ms, 3 ms,
20 ms and 3 ms, respectively. Therefore, the autonomous
vehicle could receive the cooperative perception message
within approximately 100 ms in the worst case. The frequency
of point cloud measurement was 10 Hz, which was also
the maximum frequency for the CAM. Therefore, it can be
considered that the proposed system can deliver the message
within the point cloud measurement interval, as well as within
the CAM interval.

(ms)

(a) Average total delayT

(ms)

(b) Breakdown of delay (Tpc , Thr , Trr andTrh )

Fig. 5. Total delay and the breakdown

C. Field Experiment

Rpd was measured in the Þeld experiments. Figure 6 shows
the location of the RSU and the driving route of the vehicle.
The vehicle drove along the yellow line in the Þgure at
approximately 3 km/h several times within a total time of
1000 s. In addition, Figure 6 shows the experimental result.
The color of the tile indicates theRpd at the location. A lack
of tiles indicates that no message was received at the location.

It can be seen that in most cases,Rpd gradually decreases
as the distance increases. In addition, the building Þlters the
messages, leading to a sharp decrease in the PDR value. The
left and right sides of the RSU respectively correspond to an
upslope and a downslope with many trees. Consequently, the
left side has a better line of sight (LOS), leading to a better
PDR. The result shows that the PDR is more than 80% when
the vehicle is within 30 m and has a LOS to the RSU. The
PDR degrades at the bottom of the dip located in the center
of the Þgure.

VI. CONCLUSION AND FUTURE WORK

In this work, a system named AutoC2X was developed
to enable the cooperative ITS function using OpenC2X for
Autoware-based autonomous vehicles. Furthermore, AutoC2X
can realize V2X cooperative perception by using a proxy
CAM. The developed system was evaluated in Þeld exper-
iments involving real hardware. The results indicated that
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Fig. 6. Packet delivery ratioRpd in Þeld experiment

AutoC2X can deliver the cooperative perception message
within 100 ms in the worst case.

Future work is expected to include Þeld evaluations in-
volving large-scale vehicular networks. In addition, more
information of the detected objects, such as the vehicle length
and heading can be obtained, and the data can be encoded
to the proxy CAM. In this work, the received object data via
V2X were only visualized; however, we intend to use the data
to realize additional autonomous vehicle functions, such as
decision and planning. Furthermore, once the standard for a
CPM is established, the proxy CAM module can be replaced
by the CPM module.
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