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Abstract. Objective Connectivity networks are crucial to understand the brain resting-state activity using functional magnetic resonance imaging (rs-fMRI). Alterations of these brain networks may highlight important findings concerning the resilience of the brain to different disorders. The focus of this paper is to evaluate the robustness of brain network estimations, discriminate them under anesthesia and compare them to generative models. Approach The extraction of brain functional connectivity (FC) networks is difficult and biased due to the properties of the data: low signal to noise ratio, high dimension low sample size. We propose to use wavelet correlations to assess FC between brain areas under anesthesia using four anesthetics (isoflurane, etomidate, medetomidine, urethane). The networks are then deduced from the functional connectivity matrices by applying statistical thresholds computed using the number of samples at a given scale of wavelet decomposition. Graph measures are extracted and extensive comparisons with generative models of structured networks are conducted. Main results The sample size and filtering are critical to obtain significant correlations values and thereby detect connections between regions. This is necessary to construct networks different from random ones as shown using rs-fMRI brain networks of dead rats. Brain networks under anesthesia on rats have topological features that are mixing small-world, scale-free and random networks. Betweenness centrality indicates that hubs are present in brain networks obtained from anesthetized rats but locations of these hubs are altered by anesthesia. Significance Understanding the effects of anesthesia on brain areas is of particular importance in the context of animal research since animal models are commonly used to explore functions, evaluate lesions or illnesses, and test new drugs. More generally, results indicate that the use of correlations in the context of fMRI signals is robust but must be treated with caution. Solutions are proposed in order to control spurious correlations by setting them to zero.
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1. Introduction

Modeling the brain as a complex network has attracted a lot of interest in recent years. Structural networks, also called connectomes, are constructed for modeling the anatomical structure of the brain [1], while functional networks are extracted when observing the brain in operation [2]. In general, a node of the network corresponds to a brain region and an edge corresponds to a structural or a functional connection. The identification of connectomes or functional brain connectivity networks is challenging and several approaches have been proposed [3]. Once the networks have been obtained, they can be compared to generative models [4] or processed for classification [5]. The small-world model has been introduced as a model for human brain networks derived from diffusion tensor imaging (DTI) or functional magnetic resonance imaging (fMRI) data [6]. In particular, the small-world model ensures a balance between low mean shortest path and high clustering [7]. However, spurious detections of small-world networks may be obtained due to the sparsity of the observed networks [8]. A graph is said to be sparse when the number of edges present in the graph is much smaller than the total number of possible edges in the graph. Most of the time the observed networks from different research fields are sparse [9]. However the connectome of the monkey brain was found to be dense and not small-world using an invasive technique [10]. This may seem to contradict previous results and argue for new methodologies to assess the robustness of human brain networks extraction [11].

The identification of functional brain networks is complex, and many articles have already reported that spurious behaviours can be observed when data processing is not correct. Measures of correlations or partial correlations are biased by outliers [12, 13, 14]. Sample size is a crucial parameter for accurate results [15]. Indeed, when the sample size is too small, the estimated correlations of Gaussian noise have high values. This is the result of the combination of two statistical problems, multiple comparisons and finite observations with a given number of samples [16, 8]. These two problems affect the identification of the graph edges and can have dramatic effects on the extraction of the graph measurements [17, 18].

In this paper, we challenge the methodologies for brain networks construction and the analyses using both experimental data sets and simulated networks. More specifically, pairwise correlations of signals are retained to evaluate functional connectivity using wavelets and to compute graph measures. It is worth mentioning that other methods exist to evaluate functional connectivity using rs-fMRI [19]. However, to the best of our knowledge, filtering with dyadic wavelets is the only filtering method...
where theoretical results are available to control the extraction of significant correlations. Numerical comparisons between methods to evaluate functional connectivity using rs-fMRI is out of the scope of this study. The experimental data are brain signals of anesthetized or dead rats recorded during resting-state fMRI (rs-fMRI) sessions. First, we show that the choice of the threshold to identify the edges of the graphs can be controlled using Gaussian noise. This Gaussian noise is perfectly matching real data sets from dead rats. The graphs obtained for different anesthetics are then compared to generative models of networks obtained by the simulation of various functional networks with different topological properties. Finally, graph measures are extracted for each brain region and each anesthetic in order to localise the effect of the anesthetic on the brain maps.

2. Materials and Methods

2.1. Description of the experimental protocol

2.1.1. Animals All experiments were approved by the local ethics committee and were performed in full compliance with the guidelines of the European community (EUVD 86/609/EEC) for the care and use of the laboratory animals, under permits from the French Ministry of Agriculture (number 380820 for EB and B3851610008 for experimental and animal care facilities). Experiments were conducted in the animal research facility of the Grenoble Institute of Neurosciences, a Specific Pathogen Free (SPF) housing facility. Male rats were stabulated in enriched cages, with 3 animals per cage, with access to food and water ad libitum. The acquisition campaigns for each anesthetic were carried out one after the other, with animals ascribed to the group upon arrival order, without further randomization. Once all anesthetics were tested, about half of the data were obtained. A second run of acquisition campaigns was then performed to obtain the full dataset.

2.1.2. Experimental protocol Four anesthetics were evaluated in Long Evans rats (with n rats in each group): Etomidate (Eto-L, n = 7), Isoflurane (Iso-L, n = 6), Medetomidine (Med-L, n = 7) and Urethane (Ure-L, n = 7), with standard dosages 20, 21, 22, 23, 24. After an induction of anesthesia with a gaseous mixture of isoflurane, air and oxygen, the anesthetics of the four groups were as follows during rs-fMRI: - Isoflurane (Iso): the level of the isoflurane was set to 1 %. - Etomidate (Eto): continuous intravenous infusion at 0.5 mg / kg / min. - Medetomidine (Med): bolus then continuous infusion at 0.05 mg / kg / h. - Urethane (Ure): bolus of 1.25 g / kg injected intraperitoneally. To evaluate whether animal strain bias this comparison, Isoflurane was also administered to Wistar rats (Iso-W, n = 7). Overall, five groups were evaluated. During the experiments, a warm water circulating under the animal was regulated to maintain the body temperature to a target level of 37 °C inside the MRI device. A group of Dead rat was also recorded for comparison (Dead, n = 4), one hour after a lethal dose
of pentobarbital.

2.2. MRI acquisitions at 9.4 T and data processing with wavelets

rs-fMRI was performed using a single shot, echo-planar, imaging with TR/TE = 500/20 ms, spatial resolution of 0.47×0.47×1.1 mm, and 3600 repetitions (30 min). fMRI BOLD signals were first extracted on p = 51 brain areas from a home-made atlas based on published ones [25, 26] after normalization of anatomical images and co-registration of fMRIs. These operations were applied using Statistical Parametric Mapping software (SPM12) [27]. The Tohoku template was taken as the reference with bregma at zero coordinate, at the apex of the most forward crossing fibers of the anterior commissure. Classical preprocessing procedures as implemented in SPM12 [27] were applied: normalization of anatomical images; co-registration of fMRIs; signal extraction by weighting the activity of voxels in an area, for each of the 51 areas of the atlas (additional details can be found in an accompanying paper [28]). Motions were detected using the framewise displacement (FD) [29] with the parameters obtained from the coregistration of fMRI to the first image in the fMRI sequence.

BOLD signals were decomposed with wavelet transforms, with a maximal overlap discrete wavelet transform (modwt) at different scales and Daubechies orthonormal compactly supported wavelets of length L=8, using the wavedec package [2]. In this study, only detail coefficients at scales 1 to 6 (cD1 - cD6) are retained, with frequency bands in Hz: 0.016 < cD6 < 0.031 < cD5 < 0.063 < cD4 < 0.125 < cD3 < 0.25 < cD2 < 0.5 < cD1 < 1, with a particular focus on the cD4 band. The signals were motion corrected using a scrubbing approach, i.e., removing the samples artefacted by movements while applying the temporal influence of the wavelet filtering at each scale. We applied a scrubbing method with boxcar filtering [30] taking into account an hemodynamic response function of 20 s and wavelet support at different scales. Only five rats showed major displacements, FD over 0.47 mm for more than 1% of the sample size, in two groups of rats Iso-L and Ure-L (Iso-L (3, 5, 46%), Ure-L (6, 24%)). Correlations were performed on these signals to evaluate FC and other graph measures.

2.3. Detection of significant correlations using wavelets

A model of uncorrelated random noises was used to obtain significant thresholds at a symmetrical initial 95% confidence interval. Because of the scrubbing based on FD, signals obtained on different rats have not the same size. Besides, non-successive samples are retained. But, since the retained samples already takes into account the influence of the wavelet support, the following formula [31, 32, 33] was used to obtain the limits of significant correlations:

$$\rho_{m,M} = \tanh \left( h(\rho) \pm \frac{\Phi^{-1}(1 - p)}{\sqrt{N_t / 2^j - 3}} \right),$$

(1)
where $N_r$ is the number of samples at wavelet scale $j$, $h(\rho) = \tanh^{-1}(\rho)$ and $\Phi^{-1}(p)$ is the $p$th quantile of the standard normal distribution. To take into account the false detection rate introduced by the repetition of tests across the 51 retained brain areas present in the atlas, a Bonferroni correction was applied to the $1275 = (51 \times 50 / 2)$ pairwise correlations, leading to correct the significance level to $p_{bf} = 0.025 / 1275 = 1.96e - 5 = 0.002\%$. For comparison, sets of 51 signals with 3600 samples with i.i.d. samples following a Gaussian distribution $N(0, 1)$ were simulated and filtered.

2.4. Networks measures and simulations

The functional connectivity corresponds to the correlation of the signals obtained from wavelet coefficients at a given scale [2] between pairs of areas. It is given by:

$$C(i, j) = \frac{\frac{1}{N} \sum_{k=1}^{N} \bar{x}_i(k) \bar{x}_j(k)}{\left(\frac{1}{N} \sum_{k=1}^{N} \bar{x}_i^2(k) \frac{1}{N} \sum_{k=1}^{N} \bar{x}_j^2(k)\right)^{1/2}},$$

with $\bar{x}_i$ the centered variable, i.e. the variable with its sample mean subtracted, for area $i$ over $N$ temporal samples.

From this FC and the networks associated, we extracted graph measures usually used in fMRI studies [2, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45]: degree, local and global efficiencies, clustering coefficient, betweenness and closeness centralities. These graph measures were computed to evaluate the effects of anesthesia and were compared to mathematical models like random or small-world networks.

2.4.1. Graphs measures

Let $G = (V, E)$ be the undirected graph associated to the binarized thresholded correlation matrix $C$, with $V$ the set of vertices or nodes and $E$ the set of edges. The number of vertices or nodes, noted $p$, corresponds to the number of brain areas in this study ($p = 51$). By varying the thresholds value applied to the correlation matrix, different graphs $G$ were obtained. All self-connections were set to 0. Absolute values of correlations were considered here, meaning that negative values of correlations (anticorrelations) were treated as positive values. Let $\text{neM} = \frac{p(p-1)}{2}$ be the maximal number of edges in the undirected graph $G$ without self-connections. The density of the graph is defined as $\delta = \frac{\text{ne}}{\text{neM}}$, $\text{ne}$ the ratio of edges present in the graph over $\text{neM}$ the maximal number of possible edges between vertices (fully connected graph). Measures can be computed on this unweigthed undirected graph. Different measures were evaluated: degree (deg), clustering coefficient (clu), global efficiency (glo), local efficiency (loc) and betweenness centrality (bet) [44]. The degree is defined as,

$$\text{deg}_i = \sum_j A_{ij},$$

where $A$ is the adjacency matrix of the graph with $A_{ij} = 1$ if there is a connection between nodes $i$ and $j$ and 0 otherwise.

For all $i$, $1 \leq i \leq p$, the clustering of node $i$ is defined as,

$$\text{clu}_i(G) = \frac{2\text{tri}_i}{\text{deg}_i (\text{deg}_i - 1)},$$
where \( tri_i \) is the number of triangles including node \( i \). For all \( i, 1 \leq i \leq p \), the global efficiency of node \( i \) is defined as,

\[
glo_i(\mathcal{G}) = \frac{1}{(p-1)} \sum_{j=1}^{p} \frac{1}{l(i,j)},
\]

(5)

where \( l(i,j) \) is the shortest path, if available, between node \( i \) and node \( j \), in terms of the \( p \) nodes, in the undirected graph \( \mathcal{G} \).

\[
loc_i(\mathcal{G}) = \frac{1}{p_i} \sum_{j \in \mathcal{G}_i} glo_j(\mathcal{G}_i),
\]

(6)

where \( \mathcal{G}_i \) is the subgraph made with the \( p_i \) neighbors of node \( i \). Local efficiency of node \( i \) is the average global efficiency of the subgraph of neighbors of \( i \).

\[
bet_i = \sum_{j,k \in \mathcal{G}} \frac{\sigma(j,k|i)}{\sigma(j,k)} ,
\]

(7)

where \( \sigma(j,k) \) is the number of shortest paths from \( j \) to \( k \), and \( \sigma(j,k|i) \) is the number of those paths involving \( i \).

Global measures quantifying topological properties of the whole networks were obtained by taking the average of these local measures over the set of nodes of \( \mathcal{G} \),

\[
measure = \frac{1}{p} \sum_{i} \text{measure}_i.
\]

(8)

Data processing and networks measures were performed in Python with package networkx [46] and personal routines using scipy [47].

2.4.2. Construction of random networks Three generative models of networks were considered for comparison with experimental networks: Barabasi-Albert (BA) [48], Erdős-Rényi (ER) [49] and Watts-Strogatz (WS) [7]. Briefly, the BA model was constructed by setting a target number of edges for each node. Each node was treated one after the other with preferential attachment to the edges already mostly connected. At the end of the process, some nodes were more connected than others with a distribution of degrees according to a power-law; the Erdős-Rényi models were constructed by giving each connection from one node to another a probability \( p \); the WS model was constructed by connecting the \( k \) nearest neighbors of each node in a ring graph of \( n \) nodes, then by connecting with a probability parameter \( p \) (WS \( p \)) the \( k \) nearest neighbors to other nodes in the graph.

Simulations were performed in Python with package igraph [50]. For the BA model, the default \texttt{psumtree} option was used to generate the simulated networks. The number of outgoing edges varied from 1 to 51. For the ER model, the parameter for the probability of edges varied from 0 to 1 with a step of 0.01. For the WS model, the dimension was set to 1 and the size to 51. The rewiring probability was taken in the set \([0, 0.01, 0.05, 0.1, 0.5, 0.9]\) and the distance within which two vertices are connected varied from 0 to 51, thus increasing the density of the network.
2.5. Data availability

Data are available at DOI. 10.5281/zenodo.2452871

3. Results

3.1. Distribution of correlation coefficients: simulated noises versus anesthetized or dead rats

To evaluate the functional connectivity in the brain, correlations of fMRI signals from different areas is a common practice and is used in several publications [51], but few studies evaluate whether correlation values obtained from different areas are significant or due to spurious correlations. Two issues need to be evaluated to determine the statistical significance of the values in such situation:

- influence of the number of samples for the estimation of the correlation between two signals; Applying filtering to signals, using wavelet decomposition for example in this study, changes the size of uncorrelated samples.

- influence of test repetition due to multiple pairwise comparisons of signal between areas;

For the first point, examples of simulated distributions of correlation values for p i.i.d uncorrelated Gaussian processes (GP) from N samples are given in Fig. 1a) and b) in terms of probability density functions (PDF) and cumulative distribution functions (CDF). Histograms are estimated on 100 bins in the interval [-1, 1], with mean (M) and standard error of the mean (SEM) evaluated over 1000 trials. The number N controls the shape of the distributions while the number p influences the variance of the estimates. The larger the number of samples is, the more pronounced the PDF peaks around 0 and the closer the CDF is to a hard sigmoid function around 0, as shown in Fig. 1c. The theoretical parametric probability density functions for these correlation coefficients computed on multidimensional random variables are not simple to obtain and can be found in [33], see in appendix Eq. A.1. A test of significance of correlation values, rejecting the null hypothesis that the correlation is obtained from an i.i.d Gaussian multivariate, can then be proposed on the basis of this distribution as detailed in [23]. The second point relates to multiple comparisons and can be resolved by using multiple testing procedures such as the classical Bonferroni [16]. The PDF of correlation values between brain areas obtained on the different groups of anesthetized rats at different coefficient details and at level i (cD_i) are shown in Fig. 1d. PDF of correlation values obtained from simulations of uncorrelated Gaussian processes (GP) are also given for comparison. Four trials are realized as in the Dead group. As the wavelet filtering reduces the number of available samples to compute the estimate by a factor of two at each scale, the number of available samples at level cD_i is, as a first approximation N_i = N/2^i. The superposition of the curves for uncorrelated GP and Dead group is almost perfect, indicating that the correlation values obtained for
Figure 1. Distributions of correlation values for random signals and anesthetized or dead rats. a) Empirical probability density functions (PDF) of correlation values for simulated Gaussian noise while varying the number of samples and the number of signals \((N, p)\) given in legend. 1000 trials were used for each curve over 100 bins between \([-1, 1]\), with mean \(\pm\) standard error of the mean \((M \pm \text{SEM})\). b) Empirical cumulative distribution functions (CDF) of correlation values with same parameters as in a). c) Empirical CDF of correlation values for two random uncorrelated Gaussian variables while varying the number of samples for the estimates. The number of samples \(N\) is shown in the legend. d) Comparison of PDF of correlations for anesthetized rats, dead rats and independent Gaussian variables with significant thresholds shown in dashed lines. Each subplot corresponds to a given wavelet frequency band: \(0.016 < cD_6 < 0.031 < cD_5 < 0.063 < cD_4 < 0.125 < cD_3 < 0.25 < cD_2 < 0.5 < cD_1 < 1\).

dead rats are not significantly different from those obtained for uncorrelated GP. The application of Bonferroni corrections leads to the threshold values represented by vertical blue dashed lines in Fig. 1. Few significant correlations can be found on dead rats at the different wavelet coefficient details. No more than 4 significant correlations are found for \(cD_4\) in the group of dead rats.

For the groups of anesthetized rats, the differences between the PDFs and the initial bell shapes of the Dead and GP groups increase with the wavelet coefficient details showing that significant correlations are observed for low frequency bands \([2]\). The effect of the scrubbing method enables to homogenize the different groups by rejecting movement-related correlations (as shown in Fig. 2). The average correlation increases and an important number of values are over the test threshold, indicating significant differences between the values observed in anesthetized rats and the uncorrelated random variables. This confirms that the graphs extracted from live animals are significant.
3.2. Comparison of graphs for experimental and simulated networks

An important number of undirected graphs can be constructed depending on the choice of correlation threshold: if we set an edge between area \( i \) and \( j \) when the value of correlation is higher than threshold \( \theta \), i.e., \( c_{ij} \geq \theta \), we obtain a graph with \( n_e(\theta) \) edges. With this notation, it is straightforward to obtain \( n_e(\theta) = (1 - \text{CDF}(\theta)) n_e \text{M} \) or \( \delta(\theta) = 1 - \text{CDF}(\theta) \). In practice, sample CDFs are computed from sample correlation matrices, and, setting a density value \( \delta \) for a graph determines the threshold value for the 100\( \delta \)% most correlated signals [2]. Fig. 2 shows the graphs obtained by thresholding the average matrices of the different groups for a density \( \delta = 0.1 \) and wavelet scale \( cD4 \) without taking into account the statistical corrections for the significance of the correlations. Distributions of degrees of the obtained graphs are also shown on Fig. 2. The 51 nodes are represented by circle sorted by degrees from 0 rad for the least connected vertex to \( 2 \pi \frac{50}{51} \) rad for the most connected one. One color is used for edges by group of degree values. We chose to divide the possible degrees into five groups defined by their degree range: [1], [2;3], [4;7], [8;12] and [12;50]. Edges are superimposed with the most connected edges in front of the figure. These simple representations show visually that graphs obtained under anesthesia are more structured than those obtained with Dead rats or GP simulations. Graphs and distribution of degrees for dead rats and GP are very similar, with one node for the Dead group outside the average. Note that the graph of rats are constructed with all correlation values, even those that are not significant. Working with significant values has little impact on the graphs of anesthetized rats (with a density of 0.1, all correlation values of anesthetized rats are significantly different from zero), but leads to an almost empty graph for the dead group (see Fig. 4 and appendix Fig.C1).

For comparison, random networks are simulated. The selected models are Erdős-Rényi (ER), Barabasi-Albert (BA) and Watts-Strogatz (WS) with 51 nodes. The variations of the parameters of these models lead to graphs with comparable densities (see details in materials 2.4.2). The variation of parameter \( p \) for the degree distribution in the WS model allows the exploration of small-world networks starting with lattice networks \( (p = 0) \) and ending with random networks \( (p = 1) \). Fig. 2 shows different examples of graphs at a density of approximately 0.1, due to discrete values of the density levels obtained from simulations. The graphs and degree distributions show that all vertices are connected for simulated models ER, BA and WS, but also for the Dead group and random GP. For anesthetized rats, at density \( \delta = 0.1 \), a fraction of vertices is not connected to the others. This clearly shows a hierarchy in the rank of correlation values, where some brain areas have higher correlations than others. Random GP simulations lead to graphs and degree distribution comparable to those of ER. Dead rats have a graph and distribution of degrees comparable to that of GP and ER. The graph of the WS model with a parameter \( p > 0.25 \) tends towards those obtained with random GP, ER, and dead rats. The variation of the WS parameter shows differences in the construction of graphs for this model, starting with a regular network and ending
Figure 2. Graph at a density of approximately 0.1 with a circular representation and degree histograms. Each vertex of the circle is a brain area. Vertices are positioned on a circle in function of their degrees at $2\pi \frac{n_i}{n}$ with $i$ the rank of its degree starting at 0 and $p = 51$ number of vertices. Vertex with the lowest degree is at 0, vertex with the highest degree is at $2\pi \frac{50}{51}$. Colors corresponds to group of degrees ([1] black, [2 - 3] green, [4 - 7] purple, [8 - 12] red, [12 - 50] yellow). Above circular graphs, distributions of degrees are represented with histograms. Values over 20 are represented by a $\times$. with a random one, with an influence on the width of the degree distribution around the mode at 3 associated with the target density at $0.12 = \frac{3 \times 51}{n \epsilon M}$. The BA model presents a degree distribution similar to a power law as expected, with some highly connected nodes highlighted in yellow. Graphs of anesthetized groups, with abstraction of non connected edges, are more similar to the BA graph, with more weakly connected nodes and few strongly connected ones. Iso and Med L shows a mode with some strongly connected nodes. It is difficult, from these results, to determine which generative model is the closest to the brain network graphs observed in anesthetized animals. Computation of graph measures may provide clues to characterize rat brain networks.
3.3. Comparison of graph measures

Graph measures can be computed for these graphs at different densities. The average values of clustering coefficient, local and global efficiency are computed to assess for the small-worldness, heterogeneity or randomness of networks [44]. The computation of these values is presented in 2.4. Fig. 3 shows different graph measures obtained from anesthetized or Dead rats, GP and structural random networks. Fig. 3a-c indicates that the different groups of anesthetized rats show similar global measures as a function of the density. There is a clear difference between dead rats and anesthetized rats. The group of Dead rats has low clustering values, high global efficiency, and low local efficiency at low densities. The Ure L group shows a higher clustering and local efficiency at low densities than the other groups. For the other figures, anesthetized rats (Anest.)
corresponds to the average values of these groups.

Fig. 3d-f compare graph measures for simulated uncorrelated GP using a range of numbers of samples with dead and anesthetized rats. Spurious results may be obtained when the number of samples is too small. In Fig. 3f, the graph obtained with 3 samples out of 51 GP may generate a local efficiency similar to the one obtained with Anest. but with a global efficiency that differs from the one reported in Fig. 3c. With \( N = 100 \) and higher, the different curves obtained are largely superimposed on the curves of the Dead group, showing once again that the graph of dead rats corresponds to that obtained from uncorrelated Gaussian noise.

For theoretical models, the parameters of the simulated examples are set so as to be comparable to the graphs constructed using experimental data i.e. by taking 51 nodes. The number of simulated examples is set to 4 after observing that the dispersion of simulations is low. Measures are also evaluated for densities of the simulated graphs associated to 20 bins in the interval \([0, 1]\). Fig. 3g-i display comparisons with measures obtained using various generative models of networks. Dead group curves are largely superimposed on curves from ER, with a difference for low densities. The variations of the WS models converge to the curves obtained for ER and Dead groups. Anest. group measures for clustering and local (global) efficiency have comparable behaviors to the ones observed for BA, regular networks WS 0 and WS \( \leq 0.1 \) (regular and small world) with a match on local efficiency with WS 0.1. However, global efficiency measures evaluated on the Anest. group are different from the generative model. At high densities, all graph measures converges to the same values, driven by the fully connected network.

3.4. Effect of anesthetics on the spatial organization of the network

In order to assess the local impact of anesthetics on nodes, different measures of nodes are computed and spatially represented according to the anatomical location of the area centers of gravity (COG). The COG are projected into three different directions on the left-right (LR) axis, posterior-anterior (PA) axis, and inferior-superior (IS) axis. A representation of these projections are given in Fig. D4 with a list of abbreviations and area names. Fig. D4 presents a selection of measures on LR-IS projections. Other projections are proposed in Appendix D. Computations of nodes measures are given in 2.4. Values are computed for each rat in each group with only significant correlation values for the graph obtained at a density of 0.1, and then averaged. The degree measure reveals higher connection values in the superior and anterior areas than in the inferior and posterior ones (see PA projections given in appendix Fig. D2 and D3). This indicates that, at this density, some areas are more connected than others depending on the anesthesia. For example, the degree of ACC is lower for Ure-L and Iso-L than for other anesthetics. In Ure-L, the degree distribution is more uniform and exhibits values in subcortical areas comparable to those in cortical areas. Global efficiency seems uniform in all areas for all anesthetics, but some subtleties can be observed for some areas, especially for PA projections, see Fig. D2 and D3. Local efficiency leads to
comparable measures and suggests that subcortical areas are less clustered or locally less efficient than cortical areas. Only the Ure-L group shows a preserved local efficiency in both cortical and subcortical areas (a uniform clustering as shown in Fig. D3). For betweenness centrality, some important nodes are influenced by anesthetics, such as ACC. The comparison of areas measures reveals the influence of anesthetics, for example: ACC betweenness centrality is medium or strong in Med-L, Iso-W and Eto-L, with a high degree, potentially indicating that this area is not really altered by this anesthetic; ACC betweenness centrality is strong in Ure-L even with a small degree, indicating the central role of this area in the network and the alteration induced by this anesthetic; ACC betweenness is weak in Iso-L with a medium degree indicating its moderate role in the network and the influence of the anesthetic on it. These results show the complementarity of the graph measures to characterize the role of each area of the brain.

**Figure 4.** Graph measures per nodes in LR-IS. All measures are computed on significant edges from graphs with a density of 0.1. a) Degree. b) Global efficiency. c) Local efficiency. d) Betweenness centrality. A list of areas is available in appendix Fig. D1-D3.
4. Discussion

4.1. Importance of significant correlation coefficients

Construction of brain networks from functional connectivity matrices has raised the difficult issue of threshold choice [11]. Indeed, it is still unclear whether there is a better choice between weighted or unweighted graphs. From a statistical point of view, it is evident that depending on the size of the data, strong spurious correlations can be observed [16]. It is obviously illustrated in Fig. 1a-c by simulated distributions of correlation coefficients from uncorrelated Gaussian processes, where the number of samples plays an important role [8]. We advocate in this article that these spurious correlations be set to zero and not be taken into account in the construction of the networks as in Fig. 4. Indeed, it is important to consider the effect of data filtering, commonly used in fMRI. As shown in Fig. 1d of our study, wavelet filtering reduces the number of samples used to evaluate correlation and thus may create spurious correlations. This is also valid for any other filtering strategy and must be taken into account. This enables the test parameter to be defined to decide whether a correlation value is different from those obtained theoretically from uncorrelated random multivariates with or without simplification of the initial parametric model [33] as shown in Appendix A. An other implication of filtering is to remember that a simple instantaneous movement on one sample can propagate throughout the duration of the impulse response of the filter. The rejection of these spurious samples leads to a reduction in the number of available samples and thus, as shown in Fig. 1 an increase in the detection threshold for significant correlations. The use of a scrubbing method and wavelet filtering allows the precise exclusion of corrupted data and the avoidance of spurious correlations (further analyses of the impact of head motions are developed in [30]). We observed that the influence of the depth of anesthesia, regulated by the dose, was an important factor to control and avoid motion artefacts. It was observed in all groups and especially in the Iso-L and Ure-L groups.

In addition to the sample size, the statistics provide a framework for taking into account multiple comparisons. One solution is to control for family-wise error rate with the Bonferroni procedure, as proposed here. This procedure is highly restrictive and future work is necessary to improve the detection of edges of the graph. Discoveries in the field of high dimensional correlation detection as discussed in [16] may be an interesting alternative.

The influence of false detection of graph edges is a very important topic highlighted in recent studies [18, 17]. The problem relies not only in the edge detection, but also in biased estimation of the weights. This is particularly well illustrated in a simulation example [18] where classical graph measures such as betweenness or closeness centrality are computed on a given artificial graph where all nodes are equivalent. It is shown that, using simulations of Gaussian processes, these graph measures can discriminate the nodes of the networks and wrongly classify them as hubs. It is shown in Fig. C1 that from the Dead group, GP, WS with a high parameter of reconnection $p$, or ER...
networks, the degree distribution leads to nodes with high values. In many fMRI studies, the objective is to evaluate the connectivity between different brain regions in order to characterize their role in a targeted disease. This is the purpose of this study where anesthetics are delivered to rats to observe their influence on the brain connectivity and is illustrated in Fig. 4 where differences between graph measures are observed in some areas. Unweighted graphs are considered here in order to limit the influence of bias on weights. Another motivation for the use of anesthetics on rats is the possibility to have long acquisitions and use known hypotheses on the role of anesthetics. For a review of the different already proposed methods used in rodents under anesthesia, we refer the reader to [52, 36, 53, 54, 55, 56, 28] where alterations of cortico-cortical, subcortico-cortical, intra and inter hemispheric connections are modified, with a dependence on the anesthesia regime at different levels. There are several methodologies used in these different papers that make comparisons difficult. This is also the case in rs-fMRI studies in human, where average measures are proposed [38, 8, 57, 45, 58, 59] with some giving variations in function of densities, and here also a plethora of definitions. One of the main difference with our rat brain connectivity study is the size of the samples. In our study the acquisitions are generally longer than the other cited references, from three to six times longer (except [55]). This allows us to investigate the robustness of the brain connectivity extractions and the possibility to compare different anesthetics. The characterisation of rat brain connectivity at the regional level is still under investigations with no clear consensus. Along with our study, to the best of our knowledge, two other papers extracted regional graph measures [60, 36] using different definitions of measures, different areas, different dose of MED. Hubs were identified in these two papers: in [36] ACC, Hip, CPu, M2, S1, RSC, Ins using MED, and in [60] Hip, CPu, Th, left more than right using ISO. In our study, the hubs identified in MED group are ACC, Th, Par, Hip, AU and in ISO group Hip, CPu, Th, AU, Par, S1BF, left more than right. Common regions are identified in our study and already published work. However, the comparison with already published works is hard to evaluate and out of the scope of this engineering study, though seems coherent with major observations on principal brain areas and is coherent with what is expected with random networks. Further investigations are needed to compare brain graph connectivity under anesthetics.

4.2. Comparison of rat brain networks with generative models

The comparison of networks of anesthetized rats to simulations of generative models is providing a different approach to highlight specific graph topologies. To our knowledge this is the first study to compare different generative models to brain real data on a large range of density and using different graphs measures. Interestingly, Fig. 3 shows that taking a global measure on the network, the anesthetized rats present homogeneous values for all the computed measures and on the whole range of densities. It is not possible in our experiments to find a single generative model to match the observed brain networks of anesthetized rats for all the measures. Alternative of generative
models should be considered [4]. The behaviour of GP with a very small number of samples is not clearly understood and the closeness of the GP 3 graphs with brain networks should be explored further. Fig. 3 shows also that the curves of the group of Dead rats are consistently close to those of GP 1000 for all measures and the whole range of density but slightly different from simulated random networks [8]. It may be more appropriate to compare obtained rs-fMRI brain networks to simulated networks constructed using uncorrelated Gaussian noise rather than ER [44].

Fig. 2 shows that the comparison of generative models with Anest. group is biased for low values of densities. Indeed, all simulated generative models have no disconnected nodes, i.e. all nodes have at least one edge. This is not the case for the experimental groups where networks at low densities presents nodes without connections. This has already been observed on human data sets [61]. Graph measures are known to be sensitive to this specific features [62] and preprocessing may have to be applied to correct for this. In order to improve the comparison, other models with varying the number of connected edges must be developed and tested. The comparison and some behaviors in measures could be explained by these differences.

4.3. Evaluation of regional measures

The analysis of graph has brought a huge number of measures to asses for nodes influence [44]. Usually, the choice of graph measures is dependent on the study and highlight specific features of the nodes of the graphs [6]. In this study, we have focused on the local and global efficiencies, as in [2], and it is shown in Fig. D1e,f that the information brought by clustering and closeness centrality does not bring more information than those presented in Fig. 3e,f [44]. The betweenness centrality, computed on unweighted graph seems to be an important complementary measure to assess for the influence of a node on the graph and especially to emphasize hubs [9]. Concerning Anesth. rats, it is important to note that a high connectivity is still present in all networks, as observed in Fig. 3, with modifications of hubs due to the local effects of anesthetics. An example of the action of Ure on ACC, leading to a diminution in the global efficiency of this hub, is presented. The influence of anesthesia on the IS and AP axis is displayed on Fig. D1-D3. From this observation, we can not conclude if this is due to an artefactual measure noise due to the influence of the position of the sensor in the MRI located in the upper part, or a real effect due to the action of anesthesia on subcortical and parietal areas. In addition, a high value of degree for Ure L and Iso L group can be potentially related to the level/type of anesthesia (also observed in Fig 1). Indeed, the level of anesthesia, or consciousness, should be taken in consideration when studying brain connectivity networks as already mentioned in [63, 64, 53, 55, 56, 36, 52].

In this study, we focus on exploring graph measures for unweighted graphs at a given density. The use of weighted measures is hard to evaluate with correlation values in [0, 1], and leads to distances difficult to interpret, possible miscalculation of short paths, or other graph measures, as discussed in [44]. It would be of interest to develop
methods to work directly on the correlation matrices, eliminating non significant values. Indeed, nonsignificant values of correlations can be used to obtain reference measures associated to random networks as with small-worldness proposed in [65, 44], but not evaluated in this study. Spurious values obtained from Dead rats can be compared with those from anesthetized rats as proposed in Fig. D1-D3, but need more development to yield significant conclusions.

5. Conclusion

Construction of brain graphs based on functional connectivity is valid when applying rigorous statistical methods. Wavelets and control of multiple comparisons provide efficient tools to extract significant brain graphs. We validate these methods on simulations and real data from dead rats where brain graphs from dead rats are found equivalent to those obtained with uncorrelated Gaussian noise. Extensive comparisons with generative models confirm the differences between simulated models and anesthetized rats. Finally, graph measures allow to capture topological roles of brain areas associated with the use of anesthetics in rats. FMRI signals are very complex and future work is needed to better understand the changes in correlations associated with anesthetics. In particular, these differences may be related to altered hemodynamic response and adequate statistical estimation should be proposed to take into account the spatiotemporal nature of the data sets.
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Appendix A. Distribution of correlation coefficients between two random variables

Distributions of the correlation coefficient of multivariate can be found in [33]. The probability density function \( f \) of the correlation coefficient \( r \) between two Gaussian processes with \( N \) samples is then:

\[
f(r) = \frac{\Gamma \left( \frac{1}{2} N \right)}{\pi^{1/2} \Gamma \left( \frac{1}{2} (N - 1) \right)} (1 - r^2)^{(N-3)/2} \quad (-1 < r < 1)
\]

with \( N_1 = N - 1 \). The hypothesis test for the correlation coefficient advised in [33] is then:

\[
(N_1 - 1)^{1/2} \frac{|r|}{(1 - r^2)^{1/2}} > t^*_N \alpha
\]

with \( t^*_N \alpha \) the two-tailed 100\( \alpha \)% point of the \( t_{N-1} \) distribution. In practice, for \( N > 4 \), the Fisher’s \( z \) transform \( z = \frac{1}{2} \log \frac{1+r}{1-r} \) is applied. For uncorrelated processes, the expected correlation is centered around 0 and the distribution follows a normal distribution \( \mathcal{N}(0, \frac{1}{(N-2)}) \). This is why the confidence interval given in [31] for wavelet correlations and presented in Eq.1 is proposed here.

Appendix B. Distributions of correlation coefficients with or without samples corrupted by movement

In order to evaluate the effects of removing data corrupted by movement artefacts, distributions of correlations with or without applying the scrubbing method on samples are proposed in Fig.[B1]. Few rats show distributions corrupted by movement, except for Iso-L Med-L and Ure-L. The correction of movements (scrubbing) enables to homogenize the distributions of correlation values. Samples associated with movements lead to high values of correlations.

Appendix C. Circular graphs with significant connections

Circular graphs with significant correlation values obtained on rats are given in Fig.[C1]

Appendix D. Other projections and measures

The measure of closeness centrality (clo) is also proposed in this section [44]. It is defined as:

\[
clo_i = \frac{n_{ri} - 1}{\sum_{j \in G_{ri}} d(i, j)}, \quad (D.1)
\]

where \( j \) is in \( G_{ri} \) the set of all nodes reachable from \( i \), \( d(i, j) \) is the distance of the shortest path between \((i, j)\), and \( n_{ri} \) is the number of reachable nodes from \( i \).
**Figure B1.** Distributions of correlations with or without removal of samples corrupted by movements (with and without movement, in magenta and black, respectively). Figures are given in row by group and in column by wavelet scale. Individual curves for each rat are plotted, with movement, i.e. taking all samples, in background, and no movement, using scrubbing, in foreground. Histograms are computed using 100 bins between -1 and 1.

**Figure C1.** Circular graphs obtained with significant values. Average matrices are computed with significant values from individual rats then thresholded at a maximal value of $\delta = 0.1$. 

Representations of the different node measures obtained from graphs constructed on non-thresholded correlations matrices, i.e., without removing non-significant values are proposed in Fig. D1. Graphs are obtained at a density of 0.1. Areas names and position of the centers of gravity in the three projections are shown in Fig. D4.

The effect of not removing significant edges shows uniform measures on the Dead group. This group could serve as a reference with patterns comparable to those obtained from random networks. Local efficiency and clustering provide similar information. Global efficiency and closeness centrality provide similar information.
Figure D2. Graph measures in LR-AP with all FC. Average measures with significant correlation coefficients even those not significant.
**Figure D3.** Graph measures in PA-IS with all FC. Average measures with significant correlation coefficients even those not significant.