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Abstract. This article presents an adaptive approach for solving linear systems arising from self-adjoint Partial Differential Equations (PDE) problems discretized by cell-centered finite volume method and stemming from single-phase flow simulations. This approach aims at reducing the algebraic error in targeted parts of the domain using a posteriori error estimates. Numerical results of a reservoir simulation example for heterogeneous porous media in two dimensions are discussed. Using the adaptive solve procedure, we obtain a significant gain in terms of the number of time steps and iterations compared to a standard solve.

1 Introduction

In this paper, we focus on solving large sparse linear systems of equations that arise from solving partial differential equations stemming from porous media flow models. These linear systems are ill-conditioned due to data anisotropy and heterogeneity. They are in general solved by using iterative Krylov subspace solvers [1] and the solution phase is generally the most memory and time consuming part of the simulation and can even contribute to 80% of the simulation time. With iterative methods, an approximate solution is computed by taking into account the tolerance of the convergence chosen by the user. The solver is stopped when the tolerance threshold is reached. The numerical efficiency of these methods is strongly related to the properties of the linear systems handled. In this article, we explore a faster way to solve those systems during simulations by focusing on the study of a posteriori error estimators as an indicator of the complexity of the systems and as a means of providing guidance during the solve. Here, we propose an efficient adaptive procedure for solving linear systems stemming from finite-volume discretization of PDEs. In earlier works, adaptivity has been used for solving algebraic systems in the multigrid context. Adaptive algebraic multigrid methods based on aggregation, which can be applied as a solver or as a preconditioner, have been devised in [2]. In [3], an algorithm based on error estimates in a finite element framework is designed to generate aggregations adaptive to the matrix and the right-hand side as well. In [4], an algebraic multigrid method based on adaptive construction of a multilevel hierarchy is proposed to solve linear systems of weighted graph Laplacians and also discretized second order elliptic partial differential equations. For the ease of presentation, the following section starts by introducing a steady model of single phase flow in porous media, then an unsteady model of the same problem extends the scope of the experimentation (in Sect. 5.2.1).

This article is structured as follows. Section 2 introduces the steady problem of single phase flow in porous media with finite volume discretization, Section 3 formulates the starting hypothesis and presents some elements related to the field of a posteriori error analysis that justify the need for an adaptive solving procedure. Section 4 provides details of that error reducing approach. Finally, the numerical results of the procedure are shown in Section 5.

1.1 Some notations

Let $\Omega \subset \mathbb{R}^d$, $1 \leq d \leq 3$ be a polytopal domain (open, bounded and connected set). We denote by $\Omega$, $\Omega^\circ$, $\partial \Omega$ and $\mathcal{T}_h$ the closure, interior, boundary and a matching simplicial mesh of $\Omega$, respectively. We consider that the domain $\Omega$ can be decomposed into $n$ non-overlapping Lipschitz polyhedra $K_i$ such that $K^i_1 \cap K^i_2 = \emptyset$ and $\bigcup K^i = \Omega$. For a polyhedron $K_i$, $h_i$ designates its diameter, $|K_i|$ its $d$-Lebesgue measure and $V(i)$ the set of indices of neighboring polyhedra. This tessellation of $\Omega$ is denoted $\mathcal{T}_h$ with $h = \max_i h_i$.

Let us denote by $\mathcal{F}_i = \mathcal{F}_{\text{int}} \cup \mathcal{F}_{\text{ext}}$ the set of mesh edges where $\mathcal{F}_{\text{int}}$ (resp. $\mathcal{F}_{\text{ext}}$) is the set of inner (resp. boundary) edges. For a mesh element $K_i$, $\mathcal{F}_i$ is the set of all its edges, and for an edge $\sigma \in \mathcal{F}_i$, $|\sigma|$ denotes the $(d - 1)$-Lebesgue measure of $\sigma$ while $n_{\sigma,i}$ and $d_{\sigma,i}$ respectively denote the unit normal vector to the edge $\sigma$ and outward to $K_i$, and the distance between the cell center of $K_i$ and the edge center of $\sigma$. We use the standard notation $L^2(\Omega)$ for the space of
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integrable functions on $\Omega$. For a vector $w$ of length $n \in \mathbb{N}$ and a subset $L \subset [1, n]$, we denote by $w_L$ the restriction of $w$ to its components whose indexes belong to $L$.

## 2 Cell-centered finite volume discretization

We first introduce the steady single phase flow model problem in a simple cell-centered finite volume discretization, then define the resulting linear system of algebraic equations and present the key assumption that motivates the need for an adaptive solving procedure.

Consider the problem that consists in seeking $p : \Omega \to \mathbb{R}$ such that:

$$
\begin{align*}
-\nabla \cdot (K \nabla p) &= f & \text{in } \Omega, \\
\quad p &= 0 & \text{on } \partial \Omega,
\end{align*}
$$

where $f : \Omega \to \mathbb{R}$ is a source term in $L^2(\Omega)$, and $K = \kappa I$ is an uniformly bounded and positive definite permeability tensor. For the sake of simplicity we assume that $f$ and $\kappa$ are cellwise constant with respect to the mesh $T_h$, and denote by $f_i$ and $\kappa_i$ their values on a mesh element $K_i$.

The existence of a solution and the convergence of the scheme were proven in [5]. We refer the reader to the latter book for a more rigorous framework of the discretization by finite volume method.

By integrating the law (1) over a mesh element $K_i$ and applying the Stokes formula we obtain:

$$
\int_{\partial K_i} (K \nabla p) \cdot \mathbf{n}_i ds + \int_{K_i} f_i dx = 0.
$$

If we introduce the discrete unknowns $p_i$ per mesh element $K_i$ and define a cellwise constant function $p_i$ that takes the values $p_i$ on the mesh elements $K_i$, then the fluxes $\int_{\partial K_i} (K \nabla p) \cdot \mathbf{n}_i ds$ can be approximated as functions of the discrete unknowns:

$$
\int_{\partial K_i} (K \nabla p) \cdot \mathbf{n}_i ds \approx F_{i,\sigma}(p_i),
$$

where $F_{i,\sigma}(p_i)$ denotes a flux through the edge $\sigma$, whereas $T_{\sigma,i}$ and $T_{\sigma,j}$ are transmissivities. Therefore, (2) becomes:

$$
\begin{align*}
\sum_{\sigma \in F_i \cap F_{int}} F_{i,\sigma}(p_i) + \sum_{\sigma \in F_i \cap F_{ext}} F_{i,\sigma}(p_i) &= |K_i| f_i, \\
\left( \sum_{\sigma \in F_i \cap F_{ext}} T_{\sigma,i} + \sum_{\sigma \in F_i \cap F_{int}} T_{\sigma,j} \right) p_i - \sum_{\sigma \in F_i \cap F_{ext}} T_{\sigma,j} p_j &= |K_i| f_i.
\end{align*}
$$

Remark 2.1. According to (3), we notice that $T_{\sigma,i} = T_{\sigma,j}$ for arbitrary neighbors $i$ and $j$. Therefore, it should be noted from the definition (6) that the matrix $A$ is symmetric. In addition, it is diagonally dominant with positive diagonal entries. $A$ is thus symmetric positive definite.

## 3 Matrix decomposition and local error reduction

An iterative Krylov solver is used to solve the system $A x = b$. At each iteration $j$ of the iterative solver, we denote by $x^{(j)}$ the approximate solution obtained, and by $p^{(j)}$ the associated approximate function.

For a finite element discretization, a way to build adaptive preconditioners, based on a posteriori error estimators, in order to effectively decrease the energy norm of the error was introduced in [6]. We briefly recall this approach here.

First, the initial domain is decomposed into two disjoint open subdomains $\Omega_1$ and $\Omega_2$. The former is an aggregate of mesh elements where the algebraic error estimates are significant, the latter is an aggregate of the remaining mesh elements. This error-based classification allows to first formulate a sum-splitting of the operator:

$$
A = A_1^{(1)} + A_2^{(1)},
$$

where $A_1^{(1)}$ and $A_2^{(1)}$ are the extensions of the local stiffness matrices for the subdomains $\Omega_1$ and $\Omega_2$ to the whole domain $\Omega$. Then, it is possible to derive a $2 \times 2$ block partitioning of the matrix $A = \begin{pmatrix} A_L & A_{LR} \\ A_{RL} & A_R \end{pmatrix}$, where the $L$-part stands for the set of vertices that belong to the closure of $\Omega_1$ and the $R$-part for the vertices of the interior of $\Omega_2$. The adaptive preconditioners have the following shape $M = \begin{pmatrix} A_L & A_{LR} \\ A_{RL} & M_S + A_{RL} A_L^{-1} A_{LR} \end{pmatrix}$, where $M_S$ is an arbitrary preconditioner whose size is consistent with that of $A_R$. When applied on a PCG solver with a specific
initial guess $\mathbf{x}^{(0)} = \left[ \mathbf{A}_L^{-1} \cdot (\mathbf{b}_L - \mathbf{A}_{LR} \cdot \mathbf{y}) \right]$ where $\mathbf{y}$ is an arbitrary vector whose length is consistent with the size of $\mathbf{A}_R$, this kind of preconditioners cancels the partial residual on the unknowns of the $L$-part and thus ensures the decay of local high algebraic errors.

For a finite volume scheme, the original cellwise constant finite volume approximation $\tilde{p}_h \in \tilde{V}_h(T_h)$ is not appropriate for energy-norm type $a$ posteriori error estimation as it is only piecewise constant. For this reason, a postprocessed approximation that has more regularity is considered here. This kind of scheme provides an approximation of the solution that is piecewise constant around the vertices (see, e.g. [9]). However, for the current context of the application, as the $a$ posteriori error estimates implemented in IFPEN’s software were derived for cell-centered schemes, we focus on this latter type of schemes in the sequel.

In finite volume method, we cannot reproduce in the language of matrices an inequality that is equivalent to the main starting hypothesis in the finite element framework, i.e. Formula (8) of the article [6] that we have briefly explained earlier, but we have some estimations of the terms involved in that hypothesis. Therefore, instead of the initial hypothesis with the exact algebraic error, we consider a starting hypothesis that involves error estimates. It is expressed in the assumption (8).

Accordingly, since we are filtering the mesh elements with high errors in $\Omega_1$, we expect an inequality that can be written in the form:

\[ \left( \mathbf{x}_L - \mathbf{x}_L^{(0)} \right)^T \mathbf{A}_L \cdot \left( \mathbf{x}_L - \mathbf{x}_L^{(0)} \right) \geq \left( \mathbf{x}_R - \mathbf{x}_R^{(0)} \right)^T \mathbf{A}_R \cdot \left( \mathbf{x}_R - \mathbf{x}_R^{(0)} \right) \]

is satisfied where $L$ and $R$ are subsets that include the indices of mesh elements contained in $\Omega_1$ and $\Omega_2$ respectively. We denote by $n_L$ and $n_R$ the sizes of $\mathbf{A}_L$ and $\mathbf{A}_R$ respectively. Their sum is equal to the size of $\mathbf{A}$: $n_L + n_R = n$. 

### Remark 3.1
From (6), we can derive formulas for two matrices $\mathbf{A}^{(1)}$ and $\mathbf{A}^{(2)}$ local to $\Omega_1$ and $\Omega_2$ respectively by considering for all $i \neq j$ in $[1, n]$ such that $K_i \subset \Omega_1$ and $K_j \subset \Omega_2$:

\[
\mathbf{A}^{(1)}_i = \sum_{\sigma_{i} \in F_i \setminus F_{\text{int}}} T_{\sigma_{i}} + \sum_{\sigma_{i,j} \in F_i \cap F_{\text{int}}} T_{\sigma_{i,j}}, \quad i \in V_1(i)
\]

\[
\mathbf{A}^{(2)}_i = \sum_{\sigma_{i} \in F_i \setminus F_{\text{int}}} T_{\sigma_{i}} + \sum_{\sigma_{i,j} \in F_i \cap F_{\text{int}}} T_{\sigma_{i,j}}, \quad i \in V_2(i)
\]

and for all $i \neq j$ in $[1, n]$ such that $K_i \subset \Omega_2$ and $K_j \subset \Omega_2$:

\[
\mathbf{A}^{(1)}_i = \sum_{\sigma_{i} \in F_i \setminus F_{\text{int}}} T_{\sigma_{i}} + \sum_{\sigma_{i,j} \in F_i \cap F_{\text{int}}} T_{\sigma_{i,j}}, \quad i \in V_1(i)
\]

\[
\mathbf{A}^{(2)}_i = \sum_{\sigma_{i} \in F_i \setminus F_{\text{int}}} T_{\sigma_{i}} + \sum_{\sigma_{i,j} \in F_i \cap F_{\text{int}}} T_{\sigma_{i,j}}, \quad i \in V_2(i)
\]

where $V_1(i)$ (resp. $V_2(i)$) denotes the set of indices belonging to $V(i)$ but whose associated polyhedra are included in $\Omega_1$ (resp. $\Omega_2$). Therefore, we can express the global matrix $\mathbf{A}$ as a sum:

\[
\mathbf{A} = \mathbf{A}^{(1)} + \mathbf{A}^{(2)} + \mathbf{F},
\]

where for all $i \neq j$ in $[1, n]$

\[
\mathbf{F}_{ij} = \begin{cases} 
T_{\sigma_{i,j}} & \text{if } K_i \subset \Omega_1 \text{ and } j \in V_2(i), \\
T_{\sigma_{i,j}} & \text{if } K_i \subset \Omega_2 \text{ and } j \in V_1(i), \\
0 & \text{otherwise,}
\end{cases}
\]

Formula (13) recalls the sum splitting of the matrix in (7) for the finite element discretization method. The difference is that now for the finite volume method, we have a third term $\mathbf{F}$ that is not local to only one subdomain. This is due to the fact that the finite element scheme is by definition vertex-centered whereas the finite volume scheme considered here is cell-centered. This kind of scheme provides an approximation of the solution that is piecewise constant on a primal mesh. That being said, there exist some vertex-centered finite volume schemes that introduce a so-called dual mesh, which is a conforming triangulation of the domain $\Omega$, around the vertices (see, e.g. [9]). However, for the current context of the application, as the $a$ posteriori error estimates implemented in IFPEN’s software were derived for cell-centered schemes, we focus on this latter type of schemes in the sequel.
We recall that since $A$ is SPD, $A_L$ and $A_R$ are SPD as well and the two terms involved in assumption (16) are a part of the global energy norm of the initial system:

$$||x - x^{(i)}||^2_A = \langle A \cdot (x - x^{(i)}), x - x^{(i)} \rangle$$

$$= \langle b - A \cdot x^{(i)}, x - x^{(i)} \rangle_L + \langle b - A \cdot x^{(i)}, x - x^{(i)} \rangle_R,$$

where

$$\langle b - A \cdot x^{(i)}, x - x^{(i)} \rangle_L =$$

$$\frac{((x - x^{(i)})_L)^2}{A_L} + (x - x^{(i)})_L^T \cdot A_{LR} \cdot (x - x^{(i)})_L, \quad (17)$$

$$\langle b - A \cdot x^{(i)}, x - x^{(i)} \rangle_R =$$

$$\frac{((x - x^{(i)})_R)^2}{A_R} + (x - x^{(i)})_R^T \cdot A_{RL} \cdot (x - x^{(i)})_L.$$  

This is equivalent to the formulation obtained in the case of finite element methods, described in Section 3.3 of [6] (Formulas (19) and (20)). Due to the symmetry, the coupling terms are identical:

$$(x - x^{(i)})_L^T \cdot A_{RL} \cdot (x - x^{(i)})_L = (x - x^{(i)})_L^T \cdot A_{LR} \cdot (x - x^{(i)})_R.$$  

Assumption (16) implies that the $A_L$-inner product of the error is dominant, and so will be the $L$-term according to (17). Therefore, reducing them may efficiently reduce the energy norm of the error. As the vectors $(x - x^{(i)})_L$ and $A_L : (x - x^{(i)})_L$ cannot be computed, we favor the alternative of reducing the partial residual $(b - A \cdot x^{(i)})_L$ to decrease the $L$-term. A straightforward manner to bring that partial residual down to zero is by using a Schur complement reduction that we detail in the next section.

4 Adaptive linear solver

In this section, we explain an approach for reducing the dominant part of the algebraic error. This procedure is based on the exact decomposition of the $L$-block and a Schur complement of the $R$-block. In the field of linear algebra and the theory of matrices, the literature is rich on these two techniques. For a detailed description of these concepts, we refer the reader to [10, 11] and the references therein. Another popular use for those techniques is the construction of preconditioners. Approximate or inexact factorization is often used as a preconditioner for iterative solvers such as PCG [1]. In domain decomposition methods as well, many research works were made to devise preconditioners for the global matrix $A$ from techniques that approximately solve the reduced Schur complement system [12, 13]. We also specify that, when a PCG solver is used, the solve procedure described below, which is based on a reduced Schur complement system, is equivalent to iteratively solving the global system $A \cdot x = b$ with the initial guess and the preconditioner introduced in Section 3. Furthermore, we check if that adaptive solve procedure can be valid for other solvers than PCG.

4.1 Schur complement procedure

Let us define the following matrices:

$$S = A_R - A_R L A_L^{-1} A_{LR}, \quad A_L = D_1 D_2, \quad (18)$$

$$N_1 = A_{RL} D_2^{-1}, \quad N_2 = D_1^{-1} A_{LR}, \quad (19)$$

$$E_1 = \left[ \begin{array}{c} D_1 \\ 0 \end{array} \right], \quad E_2 = \left[ \begin{array}{c} D_2 \\ N_2 \end{array} \right], \quad (20)$$

where $I$ is the identity matrix of the same size as $A_R$ and $S$ is referred to as the Schur complement of the $R$ block $A_R$. Since $A_L$ is nonsingular (because it is a principal submatrix of $A$ which is SPD), the Schur complement is well defined. The matrices $D_1$ and $D_2$ are exact factors of $A_L$, where $D_1$ is the lower triangular factor, and $D_2$ is the upper triangular one.

With the definitions of (19) and (20), we have the equality:

$$A = E_1 E_2, \quad (21)$$

and we can write

$$A \cdot x = b \iff \begin{cases} E_1 \cdot z = b, \\ E_2 \cdot x = z. \end{cases} \quad (22)$$

Splitting the system $A \cdot x = b$ into two systems related to $L$ and $R$ domains with the Schur complement is equivalent to solving the system (P') in the following two stages:

1. Solving (P.1): The matrix $E_1$ is lower triangular, and therefore (P.1) represents a forward substitution:

$$\begin{aligned} (P.1) & \iff \begin{cases} D_1 \cdot z_L = b_L, \\ N_1 \cdot z_L + z_R = b_R \iff \begin{cases} z_L = D_1^{-1} \cdot b_L, \\ z_R = b_R - N_1 \cdot z_L. \end{cases} \end{cases} \quad (22) \end{aligned}$$

2. Solving (P.2): We first solve a reduced system with the Schur complement $S$. Then, we perform a backward substitution with an upper triangular matrix $D_2$.

$$\begin{aligned} (P.2) & \iff \begin{cases} S \cdot x_R = z_R, \\ D_2 \cdot x_L + N_2 \cdot x_R = z_L \iff \begin{cases} S \cdot x_R = z_R, \\ x_L = D_2^{-1} \cdot (z_L - N_2 \cdot x_R). \end{cases} \end{cases} \quad (23a) \end{aligned}$$

The size of system (23a) is smaller than the size of system $A \cdot x = b$ because its size is equal to the size of $R$ domain, where no significant algebraic errors were observed. In order to avoid forming the (possibly dense) matrix $S$, an iterative Krylov solver can be used for solving (23a) as well.
Let $\mathbf{x}_R^{(i)}$ be the approximate solution obtained after $i$ iterations. The associated solution $\mathbf{x}_L^{(i)}$ may be calculated by (23b) as:

$$\mathbf{x}_L^{(i)} = \mathbf{D}_2^{-1} \cdot \left( \mathbf{z}_L - \mathbf{N}_2 \cdot \mathbf{x}_R^{(i)} \right).$$

(24)

The adaptive solving procedure can be summarized in two major stages presented above. Algorithm 1a for the setting up of the method (splitting and permuting) and Algorithm 1b for the computation phase.

**Remark 4.1.** In the first step of Algorithm 1a, the algebraic error estimation can be done in different ways, we cite for example ([8], Sect. 4) where the authors present a simple and practical way to estimate the algebraic error.

### 4.2 Error reduction properties of the adaptive procedure

We recall in the following lemma some formulas for the residual and the energy norm of the error that hold with the Schur complement method.

**Algorithm 1a Error-based domain decomposition**

**Inputs:** $\Omega$.

1. Evaluate the local algebraic error over the mesh elements.
   $\eta_{(i)k}^{(ab)}$.
2. Mark the elements $K_l$ with largest algebraic errors $\eta_{l}^{(ab)}$.
   $\Rightarrow \Omega_l$-subdomain.
3. Extract the complementary node indices associated to elements of $\Omega_l$.
   $\Rightarrow L$-subset.
4. Find the complementary of $L$ in the set of node indices.
5. Permute the system to obtain an $L/R$ block splitting.

**Outputs:** $\Omega_l$, $L$, $R$.

**Algorithm 1b Schur complement procedure**

**Inputs:** $L$, $R$, $\mathbf{A}$, $\mathbf{b}$, $\mathbf{M}_S$.

1. Perform an exact factorization on the $L$-block.
2. Solve (P.1) by simple substitution.
3. Solve the Schur complement system (23a) via an iterative solver with preconditioner $\mathbf{M}_S$.
   $\Rightarrow \mathbf{x}_R$ solution.
4. Inject the obtained vector in (23b) and proceed by backward and forward substitution.
   $\Rightarrow$ Updated $\mathbf{x}_L$ solution.

**Outputs:** $\mathbf{x}_L$, $\mathbf{x}_R$.

**Lemma 4.1.** By applying the Schur complement procedure described in Section 4.1, we obtain at each iteration $i$ of an iterative solver for any $\mathbf{x}_R^{(i)}$ approximating $\mathbf{x}_R$ and associated $\mathbf{x}_L^{(i)}$ given by (24):

$$
\begin{cases}
\mathbf{b} - \mathbf{A} \cdot \mathbf{x}^{(i)} = \begin{bmatrix} 0 \\ \mathbf{z}_R - \mathbf{S} \cdot \mathbf{x}_R^{(i)} \end{bmatrix}, \\
\|\mathbf{x}^{(i)}\|_A^2 = \left\langle (\mathbf{x}^{(i)})_R, \mathbf{z}_R - \mathbf{S} \cdot \mathbf{x}_R^{(i)} \right\rangle.
\end{cases}
$$

(25)

(26)

**Proof.**

\[
(b - \mathbf{A} \cdot \mathbf{x}^{(i)})_L = \mathbf{A}_L \cdot (\mathbf{x}^{(i)})_L + \mathbf{A}_{LR} \cdot (\mathbf{x}^{(i)})_R
\]

\[
= \mathbf{b}_L - \mathbf{A}_L \cdot \mathbf{x}_L^{(i)} - \mathbf{A}_{LR} \cdot \mathbf{x}_R^{(i)} \overset{(25)}{=} \mathbf{b}_L
\]

\[
- (\mathbf{b}_L - \mathbf{A}_L \cdot \mathbf{x}_L^{(i)} - \mathbf{A}_{LR} \cdot \mathbf{x}_R^{(i)}) = \mathbf{b}_L - \mathbf{A}_L \cdot \mathbf{x}_L^{(i)} - \mathbf{A}_{LR} \cdot \mathbf{x}_R^{(i)} \overset{(19)}{=} 0.
\]

And similarly,

\[
(b - \mathbf{A} \cdot \mathbf{x}^{(i)})_R = \mathbf{A}_R \cdot (\mathbf{x}^{(i)})_R + \mathbf{A}_{RL} \cdot (\mathbf{x}^{(i)})_L
\]

\[
= \mathbf{b}_R - \mathbf{A}_R \cdot \mathbf{x}_R^{(i)} - \mathbf{A}_{RL} \cdot \mathbf{x}_L^{(i)} \overset{(25)}{=} \mathbf{b}_R + \mathbf{N}_1 \cdot (\mathbf{N}_2 \cdot \mathbf{x}_R^{(i)} - \mathbf{z}_L) - \mathbf{A}_R \cdot \mathbf{x}_R^{(i)}
\]

\[
\overset{(23)}{=} \mathbf{z}_R - \mathbf{S} \cdot \mathbf{x}_R^{(i)}.
\]

By looking at the block expression of the residual vector in (25), it can be stated that the $L$-part of that vector is eliminated and there remains only the $R$-part. Consequently, in Formula (26) we got rid of the $L$-term which was dominant and the energy norm now depends only on the scalar product between $(\mathbf{x}^{(i)})_R$ and the error vector projected on $R$, and the residual of the solution of (23a).

We would add that in practice, the only components we actually need to compute, for the whole solving process, are the factors $\mathbf{D}_1$ and $\mathbf{D}_2$. The benefit of solving (23a) by some Krylov method is that it only requires matrix-vector products 8 times a vector $\mathbf{w}$ which can be performed without computing the entries of the Schur complement matrix $\mathbf{S}$. This way, the solving process combines a direct solver in the subdomain $L$ with an iterative solver for the subdomain $R$. Thus, it can be seen as an hybrid direct/iterative solver. As for the choice of the preconditioning to be used during the iterative solve, we refer to [14–16] for a range of preconditioners for the Schur complement. Sometimes, a preconditioner $\mathbf{M}_R$ of the submatrix $\mathbf{A}_R$ can be used to precondition the Schur complement $\mathbf{S}$.

So far, we have shown that decreasing the algebraic error by reducing the residual on the $L$-part to zero is achievable for other solvers than PCG. This represents an extension of the adaptive procedure: In the finite element framework, only PCG solver could be used as stated in Section 3, whereas for a finite volume scheme, any iterative solver is valid.

### 5 Numerical results

In this section, we present numerical results of tests where we apply the adaptive solve procedure in a reservoir simulation for heterogeneous porous media. The model problem is a single phase flow model, for which we consider two types of problems: steady (as introduced in Sect. 2) and unsteady (see Sect. 5.2.1). We first validate the procedure in the simpler steady case with an initial prototype. Once the method is validated, we assess its performance on the real simulator with the unsteady case. The simulations are run on IFPEN’s prototype for reservoir simulation.
In the sequel, we solve the linear systems stemming from the PDEs by the adaptive Schur procedure and compare it to the classical solve procedure. Both procedures employ the same Krylov solver and the same incomplete factorization. The classical solve is performed with an incomplete factorization preconditioner for the global matrix \( A \), whereas the adaptive Schur procedure uses an incomplete factorization of the submatrix \( A_R \) to precondition the reduced Schur complement system. We also consider a stopping threshold value of \( 10^{-6} \) for the euclidean norm of the residual.

5.1 Steady problem: heterogeneous media and uniform mesh refinement

For the first test case, we deal with a steady problem. As it generates one single system, we extract data (matrix, right hand side vector and error estimates) from the simulator and solve the linear system with a prototype of the adaptive approach that uses the no-fill Incomplete Cholesky factorization and a PCG solver.

In this test, we use the same configuration described in ([17], Sect. 6.3). We consider a heterogeneous porous media with domain \((0, 1200) \times (0, 2200)\) partitioned by a grid of \(60 \times 220\) rectangular cells. The permeability tensor corresponds to that of the layer 86 of the tenth SPE comparative solution project model field [18]. Figure 1 shows the permeability field (on top) and the pressure field (on bottom). The source term is \( f = 0 \). We have tested four values \((0.10, 0.15, 0.25 \text{ and } 0.33)\) for the size percentage \( \delta := \frac{n}{N} \) (see Sect. 3). The evolution of the energy norm is displayed in the graph of Figure 2.

We notice from Figure 2 that by initially taking a subset \( L \) which is ten times smaller than the size of the global system, we get a decrease of almost 30% in the number of iterations for the adaptive solve with respect to the standard one. The convergence is still accelerated by a wider coverage of the high error areas. This is reflected in the decrease of the number of iterations when we progressively increase the parameter \( \delta \), until we obtain a speedup of more than 50% with respect to the standard solve for \( \delta = 0.33 \).

5.2 Unsteady problem: heterogeneous media and uniform mesh refinement

For the second test case, we handle an unsteady problem of a single phase flow model.

5.2.1 The model

Often used in reservoir simulation, this unsteady model describes the flow of a single fluid through a porous medium \( \Omega \subset \mathbb{R}^d \), \( d \in \{2, 3\} \), over a certain time interval. On the one hand, we consider the characteristics of the fluid that follow. We denote by \( p \) the pressure of the fluid, by \( \rho \) its mass density, by \( \mu \) its viscosity, by \( c_f \) its compressibility and by \( \mathbf{v} \) the fluid velocity. On the other hand, the physical characteristics of the porous medium are its porosity \( \phi \), and its absolute permeability tensor \( \mathbf{K} \). This latter measures the ability of the porous medium to transmit fluid in each direction. We also denote by \( c_R \) the rock compressibility and by \( \rho^0 \) the fluid density at a reference pressure \( \rho^0 \).

Fig. 1. SPE10 permeability (top) and pressure field (bottom). Section 5.1.
It is assumed that the mass diffusion and mass dispersion fluxes are negligible and that no fluid mass can cross the fluid–solid interface. Then, the conservation of mass is expressed by the following equation:

\[ \frac{\partial}{\partial t} \left( \rho \phi \right) = \nabla \cdot (\rho \mathbf{v}) + q, \]  

where \( q \) is the source or sink term that is square integrable in time and space.

In addition, Darcy’s law gives the expression of the fluid velocity:

\[ \mathbf{v} = -\frac{1}{\mu} K \nabla p - \rho g \nabla z, \]  

where \( g \) is the magnitude of the gravitational acceleration and \( z \) is the depth.

An equation of state gives the relationship between the fluid compressibility and the partial derivative of the density with respect to the pressure evaluated at a fixed temperature \( T \):

\[ c_f = \frac{1}{\rho} \left. \frac{\partial \rho}{\partial p} \right|_T. \]  

Similarly, the rock compressibility is defined by:

\[ c_R = \frac{1}{\phi} \frac{d\phi}{dp}. \]  

The time differentiation of \( \phi \rho \) in (27) yields:

\[ \left( \phi \frac{\partial \rho}{\partial t} + \rho \frac{d\phi}{dp} \right) \frac{\partial \rho}{\partial t} = \nabla \cdot (\rho \mathbf{v}) + q. \]  

We consider that the medium contains a single fluid (oil or gas) that is slightly compressible. Thus, the fluid compressibility stays constant when the pressure varies within a certain range of values. In this case, integrating (29) yields:

\[ \rho = \rho^0 e^{c_f (p - p^0)}. \]  

Hence, with (32), the governing PDE (31) is a parabolic equation for the main unknown which is the pressure \( p \).

By injecting the compressibility formulae (29), (30) and the momentum conservation’s law (28), in the mass conservation’s law (27), we obtain:

\[ \rho (c_f + c_R) \frac{\partial \rho}{\partial t} = \nabla \cdot \left( \frac{\rho}{\mu} K (\nabla p - \rho g \nabla z) \right) + q. \]  

5.2.2 Simulation results

As far as the computing framework is concerned, we have implemented GMRES solver and the adaptive solve procedure on MCGSolver [20, 21]. For exact and inexact LU factorizations, we used the library Eigen [22]. The transfer of error estimates between the linear solver (MCGSolver) and the simulator is operated by the ALIEN interface which provides a modern, uniform and generic API for a wide range of linear solver libraries including Petsc [23], IFPSolver [24] and MCGSolver.

Note that, as we consider a horizontal 2D case, gravitational effects are not taken into account in the numerical tests. A simulation over a 24-h period was conducted in this study. We consider a 2D cartesian grid (60 × 220). At each time \( t_n \) an initial time step \( \Delta t_n \) is set, a linear system is generated and solved with GMRES solver. Note that usually the non-linear solver does not converge when the linear system’s solution did not converge. Note also that when the non-linear solver does not converge, the time step is halved.
\[ \Delta t_{i+1} := \Delta t_i^{(j)} \] until reaching convergence with \( j = j_c \). In this case, \( \Delta t_i^{(j)} \) \( j < j_c \) (resp. \( \Delta t_i^{(j_c)} \)) are called failed (resp. accepted) time steps at the time \( t_i \). The next time is set from the accepted time step \( t_{i+1} := t_i + \Delta t_i^{(j_c)} \).

The size of the system matrix \( A \) is 12 997 \times 12 997, whereas the size of the submatrix \( A_L \) is 417 \times 417. For the sake of comparison, the resolutions in the simulation are carried out according to two procedures. The first is the standard solution process using an ILU(0) factorization of the matrix \( A \) as a preconditioner. The second one is the adaptive procedure described in Section 4.1.

The locations of the wells at the reservoir are indicated on Figure 3. The wells are arranged in a five-spot pattern, with the production well positioned at the center. The distribution of \textit{a posteriori} error estimates during the beginning and the end of the simulation is plotted on Figure 4.

We are interested in the number of iterations needed at every time step of the simulation for the standard solve procedure and the adaptive Schur procedure respectively. Whenever that number reaches 4000, which is the maximum number of iterations allowed, this indicates a failed time step. One can observe that the first failed time step occurs at the sixth time \( t_6 \) for the standard procedure. Therefore, the subsequent times \( (t_j)_{j > 6} \) differ between the standard and adaptive procedure. Yet, we still can compare the two procedures during the first time steps that are identical and common for them both. The number of iterations for the times in question is displayed in Figure 5. The evolution of the norm of the residual over iterations with both procedures is plotted for each time step in Figure 6. With respect to the standard solve procedure, we observe a speedup with the adaptive Schur procedure in the first common time steps.
Fig. 6. Convergence of the solve procedures during the first four time steps after initialization.

Fig. 7. The total number of time steps and iterations needed for the whole simulation with the standard and adaptive procedures. The maximum number of iterations allowed per solve is set to 4000.
Table 1. The solve times (in seconds) for the first four time steps of the simulation with the standard and adaptive procedures.

<table>
<thead>
<tr>
<th>Time step no.</th>
<th>Standard solve</th>
<th>Adaptive Schur</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7.15</td>
<td>14.26</td>
</tr>
<tr>
<td>2</td>
<td>5.59</td>
<td>6.91</td>
</tr>
<tr>
<td>3</td>
<td>4.68</td>
<td>3.84</td>
</tr>
<tr>
<td>4</td>
<td>21.06</td>
<td>5.84</td>
</tr>
</tbody>
</table>

Moreover, this trend is confirmed on a larger scale for a whole simulation. The total numbers of time steps and GMRES iterations are reported in Figure 7. The charts of this latter indeed indicate that more time steps and iterations are needed for the simulation when the standard solve procedure is employed compared to the adaptive one.

The solve times are collected in Table 1. We notice that the standard solve takes less time than the adaptive procedure in the first two time steps, and more time on the third and fourth time steps.

6 Conclusion

In this article, we have adapted the a posteriori error estimates hypothesis for the finite volume discretization of the model problem. Then we presented the adaptive Schur procedure to exploit this hypothesis in order to effectively reduce the algebraic error and accelerate the convergence. Lastly, we showed the numerical results of the method applied to the framework of reservoir simulation. The results of the initial tests are encouraging. The comparison with the standard solve illustrates the performance of the adaptive procedure and in particular reveals that a significant speedup in terms of the number of time steps and iterations can be achieved. Yet, the results for the time gain of this method are not as conclusive as for the number of iterations and time steps because the implementation of the approach was not optimized, making the computations with the Schur complement costly in time. There is certainly room for improvement in this regard. For future perspectives, we could rely on hierarchical matrices [25] and the relevant techniques that are efficient for data-sparse representations of certain densely populated matrices such as the Schur complement in the elliptic models to reduce the costs in floating point operations (the complexity) and time. In addition, further test cases are envisaged, such as two-phase or multiphase flow models. Furthermore, extended research is necessary to address the issue of adaptive solution procedures based on a posteriori error estimators for complex models and in three dimensions. On the basis of previous studies, we expect that the feasibility of this method might depend on some essential factors:

- The matrix in the linearized system has to be symmetric.
- The evaluation of the algebraic error estimates at each step should not be too costly.
- The regions with high errors should not be too scattered, as this would yield a larger subdomain $\Omega_1$ and a denser Schur complement $\mathbf{S}$, making the application of this matrix to vectors more costly. And of course, in three dimensions, the spread of the error is allowed and possible in an extra direction with respect to a two-dimensional configuration. Thus, dealing with such cases is certainly more challenging for the proposed method.
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