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Originating in arithmetics and logic, the theory of ordered sets is now a field of combinatorics that is intimately linked to graph theory, universal algebra and multiple-valued logic, and that has a wide range of classical applications such as formal calculus, classification, decision aid and social choice.

This international conference “Algebras, graphs and ordered set” (ALGOS) brings together specialists in the theory of graphs, relational structures and ordered sets, topics that are omnipresent in artificial intelligence and in knowledge discovery, and with concrete applications in biomedical sciences, security, social networks and e-learning systems. One of the goals of this event is to provide a common ground for mathematicians and computer scientists to meet, to present their latest results, and to discuss original applications in related scientific fields. On this basis, we hope for fruitful exchanges that can motivate multidisciplinary projects.

The first edition of ALgebras, Graphs and Ordered Sets (ALGOS 2020) has a particular motivation, namely, an opportunity to honour Maurice Pouzet on his 75th birthday! For this reason, we have particularly welcomed submissions in areas related to Maurice’s many scientific interests:
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The many submissions were subject to a strict reviewing process that resulted in the selection of 27 contributions. ALGOS 2020 includes regular sessions (extended abstracts, short and long papers) and special sessions (dedicated and open problems). Furthermore, it also features 12 plenary contributions.

ALGOS 2020 was originally planned to take place on August 26 (Wednesday), 27 (Thursday), 28 (Friday) of 2020, at the Lorraine Research Laboratory in Computer Science and its Applications (LORIA, UMR 7503). However, due to the covid-19 pandemic, we were forced to move it fully online...We are truly thankful to IRISA (“Institut de Recherche en Informatique et Systèmes Aléatoires”) for providing the access to an instance of plateform Big Blue Button for hosting our online event.

On behalf of the organising committee we also wish to express our deepest gratitude to all members of the scientific committee and to all colleagues and friends of Maurice Pouzet, that contributed to the reviewing process, to the scientific content to honour Maurice, and that agreed to participate in this non physical form.
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Extended abstracts
SOME REMARKS ON SKULA SPACES

Robert Bonnet
Laboratoire de Mathématiques (U.M.R. 5127, C.N.R.S.)
Université de Savoie-Mont Blanc
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F - 73376, Le Bourget du Lac CEDEX, France
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This lecture is a survey of a joint work with Taras Banack and Wiesław Kubis entitled

This paper is the continuous of the work well-generated Boolean algebras, in a topological way, started in [3].

Stone duality. If $X$ is a compact and 0-dimensional space then the set $\text{Clop}(X)$ of closed and open (clopen) subsets of $X$ is a Boolean algebra generating the topology of $X$. Conversely any Boolean algebra $B$ is the algebra of clopen subsets of the compact and 0-dimensional space $\text{Ult}(B) \subseteq \{0, 1\}^B$. By duality, we have the following result.

**Theorem 1.** (§2.3 in [3]) The space $\text{Ult}(B)$ of a Boolean algebra $B$ is Skula if and only if $B$ is well-generated. That is, by the definition: $B$ has a well-founded sublattice generating $B$. □

1. Skula spaces.

For a topological space $X$, we say that a family $\mathcal{U} := \{U_x : x \in X\}$ is a clopen selector if each $U_x$ is a closed and open (clopen) subset of $X$ and if $\mathcal{U}$ satisfies:

1. $x \in U_x$ for every $x \in X$ and
2. the relation “$x <_{\mathcal{U}} y$ if and only if $x \neq y$ and $x \in U_y$” is irreflexive and transitive.

Therefore a clopen selector $\mathcal{U} := \{U_x : x \in X\}$ for $X$ induces a partial order relation $\leq_{\mathcal{U}}$ on $X$, defined by $x \leq_{\mathcal{U}} y$ if and only if $U_x \subseteq U_y$.

Hence $U_x := \{y \in X : y \leq_{\mathcal{U}} x\}$ (also denoted by $\downarrow x$) is a clopen principal ideal of $X$ for any $x \in X$ for the order $\leq_{\mathcal{U}}$.

**Remark.** The set of $U_x$’s and their complements generate the topology whenever $X$ is compact.

A space $X$ is **Skula** if $X$ is a Hausdorff compact space and has a clopen selector. □

**Theorem 2.** [2] Let $\mathcal{U} := \{U_x : x \in X\}$ be a clopen selector for a Skula space $X$. Then

- Every (nonempty) closed initial subset of $X$ is a finite union of $U_x$’s (notice that $X$ and the $U_i$’s are compact clopen sets).

In particular for distinct $U_x$ and $U_y$ in $\mathcal{U}$, $U_x \cap U_y$ is a finite union of $U_x$’s.

1. $\langle \mathcal{U}, \subseteq \rangle$ is well-founded. Therefore $\langle X, \subseteq \rangle$ has a well-founded rank: $\text{rk}_{\mathcal{W}F, X}(x) = \sup\{\text{rk}_{\mathcal{W}F, X}(y) : y < x\}$. So $\text{rk}_{\mathcal{W}F, X}(x) = 0$ if and only if $x$ is minimal, i.e. $U_x = \{x\}$. Moreover $\text{rk}_{\mathcal{W}F, X} := \sup_{x \in X} \text{rk}_{\mathcal{W}F, X}(x)$.

2. $X$ is scattered, i.e. every nonempty subset of $\text{Ult}(B)$ has an isolated point (for the induced topology). Therefore we can define the Cantor-Bendixson height $\text{ht}_{\mathcal{B}C, X}$ of $x \in X$. For instance $\text{ht}_{\mathcal{B}C, X}(x) = 0$ if and only if $x$ is isolated in $X$. Moreover $\text{ht}_{\mathcal{B}C, X} := \sup_{x \in X} \text{ht}_{\mathcal{B}C, X}(x)$. □

Since $U_x = \downarrow x := \{y \in X : y \leq x\}$ is an initial and clopen subset of $X$, we have $\text{ht}_{\mathcal{B}C}(U_x) = \text{ht}_{\mathcal{B}C, X}(x) \leq \text{rk}_{\mathcal{W}F, X}(x) = \text{rk}_{\mathcal{W}F}(U_x)$ for any $x \in X$, and so $\text{ht}_{\mathcal{B}C}(X) \leq \text{rk}_{\mathcal{W}F}(X)$. 

To a Skula space $X$ we can associate its Vietoris hyperspace $H(X)$, that is a “free join-semilattice over $X$ in the category of continuous join semilattice spaces”.

We define the Vietoris hyperspace $H(X)$ over $X$ as follows:

- $H(X)$ is the set of all nonempty closed initial subsets of $(X, \leq)$.
- For $F, G \in H(X)$, we set $F \leq G$ if and only if $F \subseteq G$.
- The topology $\tau$ on $H(X)$ is the topology generated by the sets $U^+ := \{K \in H(X): K \subseteq U\}$ and $V^- := \{K \in H(X): K \cap V \neq \emptyset\}$ where $U$ and $V$ are any clopen initial subsets and clopen final subsets in $X$, respectively.

**Theorem 3.** [2] Let $X$ be a Skula space. Then $H(X)$ is a Skula space and

- $(A, B) \mapsto A \vee B := A \cup B$ is a continuous semilattice operation on $H(X)$.
- $X$ is topologically embeddable in $H(X)$ by the increasing continuous map $\eta : x \mapsto \downarrow x := U_x$.
- The join semilattice generated by $\eta[X]$ in $H(X)$ is topologically dense in $H(X)$.

**Theorem 4.** [2] Let $X$ be a Skula space and let $\mathcal{U}$ be a clopen selector for $X$. Then $\lower_{\text{CB}}(X) \leq \omega^{\lower_{\text{CB}}(X)+1}$ and $\lower_{\text{WKF}}(H(X)) \leq \omega^{\lower_{\text{WKF}}(X)}$.

**2. Canonical Skula spaces.**

A space $X$ is a canonical Skula space if $X$ has a clopen selector $\mathcal{U} := \{U_x : x \in X\}$ satisfying one of the following equivalent properties for each $U_x \in U$:

(i) There is an ordinal $\alpha$ such that the $\alpha^{\text{th}}$-Cantor-Bendixson derivative $D^\alpha(U_x)$ of $U_x$ is the singleton $\{x\}$.
(ii) $\lower_{\text{CB}}(U_x) = \lower_{\text{CB}}(U_x)$ and $U_x$ is unitary (meaning that $D^\beta(U_x)$ is a singleton for some $\beta$).

**Examples.** Every continuous image of a compact ordinal space $\alpha + 1$ (with the order topology) is canonically Skula. The class of canonically Skula spaces is closed under finite product.

**Theorem 5.** [2] Let $X$ be a canonical Skula space. Then $H(X)$ is a canonical Skula space.

Moreover we can compute $\lower_{\text{CB}}_H(X)(V) = \lower_{\text{WKF}}(H(X))(V)$ for every $V \in H(X)$.

**Remark.** (1) There is a compact and 0-dimensional space which is not Skula [3].
(2) There is a Skula space which is not canonically Skula [3].

**3. Poset spaces.**

For a partially ordered set (poset) $P$ we denote by $\text{IS}(P)$ the set of initial subsets of $P$ endowed with the pointwise topology. So $\text{IS}(P)$, as compact subspace of $\{0, 1\}^P$, is compact and 0-dimensional, and we can see $H(P) := \text{IS}(P)$ as the “Vietoris hyperspace” of the poset $P$.

**Proposition 6.** [1, Theorems 1.3] Let $P$ be a poset. The space $\text{IS}(P)$ is Skula if and only if

1. $P$ is a narrow, i.e., any antichain is finite, and
2. $P$ is order-scattered, i.e., does not contain a copy of the rationals chain $\mathbb{Q}$.

Recall that a well-quasi ordering (wqo) is a narrow and well-founded poset. From the above result, M. Pouzet asks for the following question.

**Question** (M. Pouzet). Let $P$ be a well-quasi ordering. Is $\text{IS}(P)$ canonically Skula?

We do not know the answer of this question even if $P$ is covered by finitely many well-orderings.

**References**
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ABSTRACT
In this work we give formulas for the permanent and determinant of some families of
Toeplitz–Hessenberg matrices having generalized Fibonacci numbers and generalized Lucas numbers
as entries and so we generalize some previous results. Then, using the structure of the matrix we
derive new identities involving sums of products of generalized Fibonacci numbers and generalized
Lucas numbers with multinomial coefficients. Finally we give an application of the determinant of
such matrices.

Keywords Generalized Fibonacci numbers · generalized Lucas numbers · Toeplitz-Hessenberg permanent ·
Toeplitz-Hessenberg determinant.

1 Introduction
Let \( p, q \in \mathbb{Z} \). The generalized Fibonacci sequence, "denoted \( U_n \)". is defined by \( U_0 = 0, U_1 = 1 \), and the following
recurrence relation
\[
U_n = pU_{n-1} + qU_{n-2},
\]
(1)
The generalized Lucas sequence, "denoted \( (V_n) \)". is defined by \( V_0 = 2, V_1 = p \), and the recurrence relation
\[
V_n = pV_{n-1} + qV_{n-2}.
\]
(2)
Let \( A = (a_{ij}) \) be an \( n \times n \) matrix. The permanent of \( A \), written \( \text{Per}(A) \) was introduced in the 1800s, and is defined by
\[
\text{Per}(A) = \sum_{\sigma} \prod_{i=1}^{n} a_{i\sigma(i)},
\]
where the summation extends over all elements $\sigma$ of the symmetric group $S_n$.

A lower Toeplitz–Hessenberg matrix is a square matrix of the form

$$M_n(a_0, a_1, \ldots, a_n) = \begin{pmatrix}
a_1 & a_0 & 0 & \cdots & 0 & 0 \\
a_2 & a_1 & a_0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
a_{n-1} & a_{n-2} & a_{n-3} & \cdots & a_1 & a_0 \\
a_n & a_{n-1} & a_{n-2} & \cdots & a_2 & a_1
\end{pmatrix},$$

where $a_0 \neq 0$ and $a_k \neq 0$ for at least one $k > 0$.

## 2 Main results

In this work we generalize the results of [2]. We give formulas for the permanent and determinant of matrices defined as (3) with generalized Fibonacci numbers and generalized Lucas numbers as entries. First we give the formulas of the permanent:

$$\text{Per} M_n(1, U_{a(s+1)+b}, U_{a(s+1)+b}, \ldots, U_{a(n+1)+b}),$$

and,

$$\text{Per} M_n(1, V_{a(s+1)+b}, V_{a(s+1)+b}, \ldots, V_{a(n+1)+b}).$$

And also the formulas of the determinant,

$$\text{Det} M_n(1, U_{a(s+1)+b}, U_{a(s+1)+b}, \ldots, U_{a(n+1)+b}),$$

and,

$$\text{Det} M_n(1, V_{a(s+1)+b}, V_{a(s+1)+b}, \ldots, V_{a(n+1)+b}).$$

For any $n, s, a \geq 1$ and $0 \leq b < a$.

Next, we provide new identities for generalized Fibonacci and Lucas numbers using a combination of Trudi’s formula, see [4]; and the results already found for the permanent and determinant.

We conclude our work by using the determinant of the Toeplitz-Hessenberg matrices with generalized Fibonacci entries to give the $n^{th}$ term of the recurrence sequence $(w_m)_{m>n}$ defined as follow,

$$\begin{cases}
w_{-j} = 0 & \text{for } 1 \leq j \leq n-1, \\
w_0 = 1, \\
w_m = -U_{as+b}w_{m-1} - U_{a(s+1)+b}w_{m-2} - \cdots - U_{a(s+n-1)+b}w_{m-n}
\end{cases}$$

Also similar results for generalized Lucas, usual Fibonacci and usual Lucas were established.
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ABSTRACT

We propose an extension to the work of Lucca [Giovanni Lucca, Integer sequences and circle chains inside a hyperbola, Forum Geometricorum, Volume 19. 2019, 11–16.]. Our goal is to examine chains of ellipses inside (outside) the branch of hyperbola, and we derive recurrence relations of centers and minor (major) axes of the ellipse chains. As well as to determine conditions for these recurrence sequences that consist of integer numbers.

Keywords Ellipse chains · Circle chains · Hyperbola · Integer sequences.

1 Introduction

Let us consider the hyperbola $\mathcal{H}$ with the canonical equation

$$\frac{x^2}{a^2} - \frac{y^2}{b^2} = 1,$$

(1)

and foci $(\pm c, 0)$, where $a$ and $b$ are positive real numbers and $c^2 = a^2 + b^2$. Lucca [1] examined a tangential chain of circles inside the branch $x > 0$ of the hyperbola so that the $i$-th circle with center $(x_i, 0)$ and radius $r_i$ is tangent to the hyperbola and to the preceding and succeeding circles labelled by indexes $i - 1$ and $i + 1$, respectively. He showed that in case of certain ratios $\frac{b}{a}$ the sequences $\left\{x_i\right\}_{i=0}^{\infty}$ and $\left\{r_i\right\}_{i=0}^{\infty}$ are integers.

The objective of this paper is to extend Lucca’s work, therefore, we are able to provide more integer sequences. We define and examine a special chains of ellipses inside the branch $x > 0$ of the hyperbola, when the ratio of the minor and major axis is fixed. It is a natural extension of Lucca’s circle chains. We describe the recurrence relations of center’s sequences, major and minor axes, which determine another type of proof to give integer sequences. We also examine special chains of circles and ellipses between the branches of hyperbola $\mathcal{H}$ (or outside of $\mathcal{H}$), which
elements are tangent to the hyperbola $H$ and mutually tangent to each other. We also define a special tangential chain of ellipses between the branches of $H$, where the centers of the ellipses coincide with the centers of the circles. We give recurrence formulas for the parameters of ellipses. We generate our result for 3-dimensional space when we consider the one-sheeted hyperboloid of revolution $R_H$ with equation

$$\frac{x^2}{a^2} + \frac{y^2}{a^2} - \frac{z^2}{b^2} = 1,$$

which can be generated by rotating the hyperbola $\frac{x^2}{a^2} - \frac{z^2}{b^2} = 1$ around the minor axis $z$. Then we define and examine a tangential chain of spheres, later chain of ellipsoids inside the hyperboloid with fix ratio of axes. Our other main purpose is to give integer sequences, which describe the parameters of our chains, we should notice that our results contain Lucca’s results. We found more then fifty such integer sequences which appear in the On-Line Encyclopedia of Integer Sequences (OEIS [5]), and thus our investigation give them geometrical interpretations. We mention that there are some sequences, ie. A098706, which have only definition and have not any combinatorial or geometry example. Our paper could provide a geometric interpretation for them.

In number theory there are hundreds of articles dealing with balancing numbers and the sequence of balancing numbers (A001109), ex., see [4]. In our work this sequence also appears.

## 2 Associated integer sequences of chains

In this section we give some examples of integer sequences

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Description</th>
</tr>
</thead>
</table>

### Some integer sequences associated to ellipsoid chains:

- A001109, A001542, A106328, A005319, A276598, A075848, {0, 7, 42, 245, 1428, 8323, ...}, A081554, A276602, {0, 10, 60, 350, 2040, 11890, ...}, A001541, A003499, A106329, {4, 12, 68, 2308, 13452, 78404, ...},
- {5, 15, 85, 495, 2885, 16815, 98005, ...}.

### Table 1: Integer sequences associated to ellipse chains.

<table>
<thead>
<tr>
<th>$a$</th>
<th>$b$</th>
<th>$t$</th>
<th>${\beta_n}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>{1, 19, 321, 5779, 103681, 1800499, ...}</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>{1, 59, 2161, 82139, 3119041, 118441499, ...}</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>{1, 135, 8705, 574599, 37914625, 2501790855, ...}</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>{2, 38, 642, 11558, 207362, 3720998, ...}</td>
</tr>
</tbody>
</table>

where $\beta_n$ the height of the ellipses.

### References


ABSTRACT

We construct in this work two formulas of the exponential generating function of the bi\textsuperscript{s}nomial coefficients. Using these generating functions, we give some formulas and properties of the bi\textsuperscript{s}nomial coefficients and the \textit{s−}Lah numbers.

Keywords Binomial coefficients · ordinary generating function · exponential generating function · Lah numbers.

1 Introduction

For \( s \geq 1 \), the bi\textsuperscript{s}nomial coefficients \([n\choose k]_s\), where \([n\choose k]_s = 0 \) for \( k \not\in \{0, 1, \ldots, sn\} \), are the positive integers that occur as coefficients of the \( x^k \) term in the multinomial expansion

\[
\sum_{k=0}^{ns} \left( \begin{array}{c} n \\ k \end{array} \right)_s x^k = (1 + x + x^2 + \cdots + x^s)^n.
\]

For \( s = 1 \), we get the classical binomial coefficients.

Therefore, the bi\textsuperscript{s}nomial coefficients can be seen as an extention of the binomial coefficients, and they generalize the most important properties (see [2] and [3] for instance) of the \([n\choose k] \) coefficients:

They verify the following recurrence relations

\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_s = \sum_{i=1}^{s} \left[ \begin{array}{c} n-1 \\ k-i \end{array} \right]_s,
\]

\[
\left[ \begin{array}{c} n \\ k \end{array} \right]_s = \sum_{i=0}^{n} \left( \begin{array}{c} n \\ i \end{array} \right) \left( \begin{array}{c} i \\ k-i \end{array} \right)_{s-1}.
\]
They verify the symmetry relation
\[
\binom{n}{k}_s = \binom{n}{sn-k}_s. \tag{4}
\]
Using the binomial coefficients, these coefficients can be expressed as follows
\[
\binom{n}{k}_s = \sum_{i_1+i_2+\cdots+i_s=k} \binom{n}{i_1} \binom{i_1}{i_2} \cdots \binom{i_{s-1}}{i_s}. \tag{5}
\]

The \(s\)--Lah numbers [6] is a restricted class of the Lah numbers (see for instance [4] and [5]) denoted by \(\left[\begin{array}{c}k \\ j \end{array}\right]^{\leq s}\), and which counts the number of partitions of a \(k\)-set into \(j\) ordered blocks such that the cardinality of any block is at most \(s\), and they have the following properties:

- they have the following exponential generating function
\[
\sum_{k \geq 0} \binom{k}{j}^{\leq s} \frac{t^k}{k!} = \frac{1}{j!} \left( \sum_{m=1}^{s} t^m \right)^j = \frac{1}{j!} \left( \frac{t(1-t^s)}{1-t} \right)^j. \tag{6}
\]

- they have the following exact expression
\[
\binom{k}{j}^{\leq s} = \sum_{j_1+2j_2+\cdots+sj_s=k, j_1+j_2+\cdots+j_s=j} \frac{k!}{j_1!j_2!\cdots j_s!}. \tag{7}
\]

- and using the bi\(^*\)nomial coefficients [3], they have the following expression
\[
\binom{k}{j}^{\leq s} = \frac{k!}{j!} \left( \binom{j}{k-j} \right)^{s-1}. \tag{8}
\]

2 Main results

Our main result is the construction of two formulas of the exponential generating function of the the bi\(^*\)nomial coefficients, one of which is obtained by using the \(s\)--Lah numbers. Using these two formulas, we give some recurrence relations for the bi\(^*\)nomial coefficients, the ordinary generating function of the \(s\)--Lah numbers and we conclude by showing the log concavity and the unimodality of this class of numbers.
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ABSTRACT

We define a new class of the bi-periodic r-Fibonacci sequence. Then, we introduce a new family of the companion sequences of the bi-periodic r-Fibonacci sequence, named bi-periodic r-Lucas sequence of type s, which extend the classical Fibonacci and Lucas sequences. Afterwards, we establish the link between the bi-periodic r-Fibonacci sequence and its companion sequence. Furthermore, we give their basic properties linear recurrence relations, generating functions, Binet formulas and explicit formulas.

Keywords Bi-periodic Fibonacci sequence, bi-periodic Lucas sequence, generating function, Binet formula, explicit formula.

1 Introduction

Yazlik et al. [3] introduced generalization of the bi-periodic r-Fibonacci sequence \((f_n)\), for \(r\) a positive integer and \(a, b\) a positive real numbers by, for \(n \geq r + 1\)

\[
f_n = \begin{cases} 
a f_{n-1} + f_{n-r-1}, & \text{for } n \equiv 0 \pmod{2} 
\end{cases} \tag{3}
\]

and the bi-periodic Lucas \(r\)-numbers \((l_n)\) by, for \(n \geq r + 1\)

\[
l_n = \begin{cases} 
b l_{n-1} + l_{n-r-1}, & \text{for } n \equiv 0 \pmod{2} 
\end{cases} \tag{2}
\]

with the initial conditions \(f_0 = 0, f_1 = 1, f_2 = a, ..., f_r = a^{(r+1)/2} b^{(r-1)/2}\) and \(l_0 = r + 1, l_1 = a, l_2 = ab, ..., l_r = a^{(r+1)/2} b^{(r-1)/2}\), respectively.

We define a new class of the bi-periodic r-Fibonacci sequence \((U^{(r)}_n)\) and we give its linear recurrence relation. We introduce a new family of companion sequences associated to the bi-periodic r-Fibonacci sequence indexed by the parameter \(s\); with \(1 \leq s \leq r\); named the bi-periodic r-Lucas sequence of type \(s\), \((V^{(r,s)}_n)\). After that, we express \(V^{(r,s)}_n\) in terms of \(U^{(r)}_n\) and \(s\). Then we give some algebraic properties.

2 The bi-periodic r-Fibonacci sequence

First, we define the bi-periodic r-Fibonacci sequence \((U^{(r)}_n)\) and give its linear recurrence relation. For \(a, b, c, d\) nonzero real numbers and \(r \in \mathbb{N}\), the bi-periodic r-Fibonacci sequence \((U^{(r)}_n)\) is defined by, for \(n \geq r + 1\)

\[
U^{(r)}_n = \begin{cases} 
a U^{(r)}_{n-1} + c U^{(r)}_{n-r-1}, & \text{for } n \equiv 0 \pmod{2} 
b U^{(r)}_{n-1} + d U^{(r)}_{n-r-1}, & \text{for } n \equiv 1 \pmod{2} 
\end{cases} \tag{3}
\]

*rosamrane@gmail.com
with the initial conditions \( U_0^{(r)} = 0, U_1^{(r)} = 1, U_2^{(r)} = a, \ldots, U_r^{(r)} = a^{\lfloor r/2 \rfloor} b^{\lfloor (r-1)/2 \rfloor} \). The bi-periodic \( r \)-Fibonacci sequence can be expressed by linear recurrence relation. For \( a, b, c, d \) nonzero real numbers and \( r \in \mathbb{N} \), the bi-periodic \( r \)-Fibonacci sequence satisfies the following linear recurrence, for \( n \geq 2r + 2 \)

\[
U_n^{(r)} = abU_{n-2}^{(r)} + (a^{\xi(r+1)}d + b^{\xi(r+1)}c)U_{n-r-1}^{(r)} - (-1)^{r+1} cdU_{n-2r-2}^{(r)}. \tag{4}
\]

### 3 The bi-periodic \( r \)-Lucas sequence of type \( s \)

Secondly, we introduce a new family of companion sequences related to the bi-periodic \( r \)-Fibonacci sequence, called the bi-periodic \( r \)-Lucas sequence of type \( s \), \( (V_n^{(r,s)})_n \). For any nonzero real numbers \( a, b, c, d \) and integers \( s, r \) such that \( 1 \leq s \leq r \), we define for \( n \geq r + 1 \)

\[
V_n^{(r,s)} = \begin{cases} 
  bV_{n-1}^{(r,s)} + dV_{n-r-1}^{(r,s)}, & \text{for } n \equiv 0 \pmod{2}, \\
  aV_{n-1}^{(r,s)} + cV_{n-r-1}^{(r,s)}, & \text{for } n \equiv 1 \pmod{2}, 
\end{cases} \tag{5}
\]

with the initial conditions \( V_0^{(r,s)} = s + 1, V_1^{(r,s)} = a, V_2^{(r,s)} = ab, \ldots, V_r^{(r,s)} = a^{\lfloor (r+1)/2 \rfloor} b^{\lfloor r/2 \rfloor} \). The bi-periodic \( r \)-Fibonacci sequence \( (U_n^{(r)})_n \) and the bi-periodic \( r \)-Lucas sequence of type \( s \), \( (V_n^{(r,s)})_n \), can be seen as a generalization of the Fibonacci and Lucas sequences, we will list some particular cases. The bi-periodic \( r \)-Lucas sequence of type \( s, 1 \leq s \leq r \) satisfy the following linear recurrence relation. For a nonzero real numbers \( a, b, c, d \) and \( s, r \) such that \( 1 \leq s \leq r \), the family of the bi-periodic \( r \)-Lucas sequence of type \( s \) satisfy, for \( n \geq 2r + 2 \)

\[
V_n^{(r,s)} = abV_{n-2}^{(r,s)} + (a^{\xi(r+1)}d + b^{\xi(r+1)}c)V_{n-r-1}^{(r,s)} - (-1)^{r+1} cdV_{n-2r-2}^{(r,s)}. \tag{6}
\]

After that, we express the bi-periodic \( r \)-Lucas sequence of type \( s \), \( V_n^{(r,s)} \) in terms of \( U_n^{(r)} \). Let \( r \) and \( s \) be nonnegative integers such that \( 1 \leq s \leq r \), the bi-periodic \( r \)-Fibonacci sequence and the bi-periodic \( r \)-Lucas sequence of type \( s \) satisfy the following relationship

\[
V_n^{(r,s)} = \begin{cases} 
  U_{n+1}^{(r)} + sdU_{n-r}^{(r)}, & n \geq r, \quad \text{for } r \text{ odd}, \\
  U_{n+1}^{(r)} + scbU_{n-r-1}^{(r)} + scdU_{n-2r-1}^{(r)}, & n \geq 2r + 1, \quad \text{for } r \text{ even}. 
\end{cases} \tag{7}
\]

### 4 Main results

We also give the generating functions of the bi-periodic \( r \)-Fibonacci sequence and the bi-periodic \( r \)-Lucas sequence of type \( s \). Then, we express an explicit formulas of \( (U_n^{(r)})_n \) and \( (V_n^{(r,s)})_n \). Finally, we give the Binet Formulas of them.
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ABSTRACT

Some analogies between the ternary median operation in a distributive lattice and the ternary operation \( a \cdot b^{-1} \cdot c \) in a group [8] were noted in the 40’s papers of Grau [4] and of Birhoff and Kiss [5], and substantially expanded in Knobel’s recent article [9]. For these ternary operations commutativity of the groups is not an essential requirement, and beyond distributive lattices a larger class of semilattices is considered, called median semilattices. In this further comments are made in the line of an earlier paper of one of the present authors [2].

In that sense median algebras ([3], [6], [7]) and abstract cosets ([8], [9],[10]) can be studied in parallel and compared due to their analogous properties. Both of them are ternary algebraic structures. By fixing the central operand (the second one) a collection of binary operations is derived. For a median algebra we get a family of mutually distributive semilattice operations; for an abstract coset we get a family of mutually paraassociative group structures. In both cases the original ternary operation can be reconstructed from any of the derived binary operations.

In any group, where the group operation is denoted \( \circ \) the passage from the operation \( \circ \) to another group operation \( \omega \) with neutral element \( b^{-1} \) is specified by defining \( a\omega c = aoboc \). This is equivalent to Certaine’s scheme [8] which takes for every \( b \) the product \( a \cdot b^{-1} \cdot c \). This way the new operation \( a\omega c = aoboc \) can be defined not only in groups, but is any semigroup, even if \( b \) has no inverse.

In any median semilattice, where meet is denoted by \( \wedge \) and join – when it exists – is denoted by \( \vee \), the passage to the meet operation \( \hat{b} \) of another median semilattice with minimum element \( b \) is specified by defining \( abc = (a \wedge b) \vee (b \wedge c) \vee (a \wedge c) \). Even if the original semilattice is actually a lattice, the semilattice defined by the new meet operation will generally not by a lattice. In fact in the integer lattices discussed above, it will not be a lattice for any choice of the basepoint element \( b \). However, in the case of a finite, \( n \)-dimensional Boolean lattice, the new semilattice will define another \( n \)-dimensional Boolean lattice for any choice of the basepoint element \( b \). We note that for a tree semilattice - trivially - the new semilattice will also be a tree, and never a lattice if the original tree semilattice is not one.

The paradigmatic example we propose is that of the integer lattice (grid) in \( n \)-dimensional space. In any visual representation it appears as a \( 2n \)-regular infinite graph. As a discrete model for physical space (say for \( n = 3 \)) it exhibits the obvious relativity of the notion of origin, and of the arbitrariness of the choosing \( X, Y \) and \( Z \) axes in a coordinatization.

The classical algebraic structure of the integer lattice is the commutative group structure (or \( \mathbb{Z} \)-module), which can be defined once an origin is chosen. In fact this group structure is completely determined by the choice of the origin, with no need for coordinatization by \( n \)-tuples of numbers. The various groups obtained this way are all isomorphic.

The classical order structure on the integer grid, on the other hand, is the distributive lattice structure that is usually described as a vectorial order (or Laurent monomial order) based on a chosen coordinatization by integer \( n \)-tuples (which can in fact also be achieved without coordinatization, in terms
of the graph structure of the grid alone). The distributive lattice structures obtained this way are all isomorphic. There is, however, a meet semilattice structure obtained for each choice of the origin, by defining a vertex \( x \) to be smaller or equal to \( y \) if it lies on a shortest graph-theoretical path between the origin and \( y \). The meet semilattices so obtained are not lattices, but they are all isomorphic to each other: they are called base-point semilattices.
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ABSTRACT

We describe an algorithm to enumerate (closed) $P$-oligomorphic permutation groups per profile growth, up to kernel, and we announce its implementation as an ongoing work. This work is based on the recent classification of $P$-oligomorphic groups from [1].

Keywords Infinite permutation groups · profile · $P$-oligomorphic groups · blocks · computer algebra · enumeration

1 Introduction

Given a permutation group $G$ of a set $E$, the profile of $G$ is the sequence that counts, for every nonnegative integer $n$, the $G$-orbits of degree $n$: that is, the orbits of the induced action of $G$ on the subsets of size $n$ of $E$. In the seventies, Cameron initiated the study of infinite permutation groups of countably infinite sets whose profile took only finite values, calling them oligomorphic groups[2].

When, in addition, the profile is bounded by a polynomial, the group may be called $P$-oligomorphic. In that case, as once conjectured by Cameron, the profile has been recently shown by the author and Thiéry to be asymptotically equivalent to a polynomial [3], and the profile growth refers to the degree of this polynomial.

Along with the resolution of the conjecture, these groups have been classified [1]: basically, a $P$-oligomorphic group is uniquely and entirely described by a finite permutation group endowed with a block system, each block of which is decorated by a pair of groups — one finite, the other infinite — satisfying some explicit conditions.

This extended abstract presents an algorithm, based on this classification, that allows to enumerate all closed $P$-oligomorphic groups per profile growth, up to kernel (for else there would be infinitely many groups for each growth), the closure notion refering to the simple convergence topology. It is being implemented using the software SageMath [4] and features from GAP-system [5]. The obtained counting sequence will hopefully be presented at the ALGOS2020 conference.

This paper is dedicated to Maurice Pouzet on the occasion of his 75th birthday. Oligomorphic groups are a particular case of relational structures, which are one of his domains of predilection, and he is at the origin of my work on oligomorphic groups.

2 Enumeration of (closed) $P$-oligomorphic groups

2.1 Generation of finite permutation groups

As it is the first brick in the classification, the first step is to generate all finite permutation groups $F$, up to permutation group isomorphism. They are counted, per degree, by the following sequence (A000638):

$$1, 1, 2, 4, 11, 19, 56, 296, 554, 1593, 3094, 10723, \ldots$$

We implemented this using the GAP Data Library “Transitive Groups”, thanks to the property that any intransitive group is a subdirect product of transitive groups.

*Webpage of the author, mail: justine.falque@lilo.org
The method used is essentially that described in [6]. Roughly speaking, for each domain size $N$, one needs to enumerate all partitions of $N$, which represent the possible sets of orbits; then, for each one of them, choose a transitive group $F_i$ on each orbit, and finally compute the subdirect products of these groups in order to generate all permutation groups with these orbits. Some care can be taken at different stages of the generation in order to limit the production of isomorphic groups, yet the author could not spare a final conjugacy test. As the references consulted about this did not include any code, we created a repository to share our implementation with SageMath. The enumeration of $P$-oligomorphic groups should be available there as well by the time of the conference.

2.2 Enumeration of $P$-oligomorphic groups using their classification

2.2.1 Block systems of intransitive groups

Once the finite permutation groups have been generated, there remains to enumerate their block systems: generalizing the usual definition to intransitive groups, a block system is a set partition of the domain that is globally stable under the action of the group.

As for the previous one, this step needs some implementation work. Indeed, the implementation of block systems in GAP (and thereby SageMath) requires the group to be transitive, and therefore requires to be extended. This involves considering the automorphism group of the finite permutation group $F$ that is being processed, more precisely its action on the orbit restrictions $F_i$.

There are some technical issues to handle along the way: for instance, the fact that trivial block systems are not included in the output of `AllBlocks`, or that fixed points are removed when GAP computes an action. In addition, one must manually consider the systems involving blocks that are union of orbits — all that up to isomorphism.

2.2.2 The decorations and profile growth

The final layer, in the enumeration as in the classification, is the choice of decorations for each one of the orbits of blocks of the finite permutation group $F$: on the one hand, a normal subgroup $H_i$ of the induced action of $F$ on one of the blocks of this orbit; on the other hand, a (closed) highly homogeneous group. There are five of this latter kind of groups, but only one (the infinite symmetric group) is possible if the blocks are not singletons.

This steps corresponds to choosing the behaviour of the final $P$-oligomorphic group inside each one of its superblocks. It must again be carried out up to isomorphism.

When a $P$-oligomorphic group is finally obtained this way, one determines its profile growth using the profiles of the $H_i$’s (the profile has been previously implanted by the author as a method for finite permutation groups). Indeed, it corresponds to the total number of orbits of subsets of the $H_i$’s, minus one. This ensures that it is (tightly) bounded above by the degree of $F$ minus one, so when asking for the number of $P$-oligomorphic groups up to growth $r$, one needs to consider finite groups $F$ up to degree $r + 1$.

Note that the whole enumeration is much easier when counting only transitive $P$-oligomorphic groups. An implementation can be found in the same repository, and hands the sequence:

$$1, 5, 6, 14, 33, 32, 114, 47, 323, 260, 338, 50, 2108, 58, 430, 940, 12470, 60, 7361, 64, 12136, \ldots$$

which is unknown by OEIS.
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ABSTRACT

In this work, we establish log-concavity and unimodality in some well-known arithmetical triangles.

Keywords: Arithmetical triangles · Log-concavity · Unimodality

A real sequence $(a_k)_{k=0}^{n}$ is unimodal if it rises to a maximum $a_{k_0}$ and then decreases, the entire $a_{k_0}$ is called the mode of the sequence $(a_k)$. And it is logarithmically concave (log-concave) if $a_{i-1}a_{i+1} \leq a_i^2$, for $i = 1, \ldots, n - 1$. It is known that a log-concave sequence is unimodal. Many combinatorial sequences are unimodal and the well-known example is the sequence of binomial coefficients. The simplicity of its explicit formula makes easy the proof of its unimodality. The concept of unimodality is simple and obviously assimilated, but its elaboration is not always easy, since many sequences are not as explicit as the Newton’s sequence. The question of unimodality has been the object of diverse articles under different aspects: proof of unimodality [8, 10], detection of modes [5], or the enumeration of the methods to prove unimodality [1, 6, 9].

We are interested in our work on the study of sequences linked to different arithmetical triangles. Principally, we are inspired by the works that have been already done on the most known triangle, which is: the Pascal triangle. The first result of unimodality in Pascal’s triangle other than the binomial coefficient is due to Tanny and Zuker [10]. Many other works treat the question of unimodality of sequences linked to different directions of this triangle. And then comes the work of Belbachir and Szalay [2], where they showed that any sequence lying over any finite direction in Pascal’s triangle is unimodal. By analogy to these works, we propose to study the unimodality of sequences linked to arithmetical triangles other than Pascal’s triangle, and this using different methods.

We deal in this work with many arithmetical triangles such as: Stirling triangle of second kind [3, 4], Lah triangle [11], associated Stirling triangle and the Eulerian triangle.
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Abstract

We extend the classical (strong) semilattice decomposition scheme of certain classes of semigroups to the class of idempotent symmetric $n$-ary semigroups (i.e. symmetric $n$-ary bands) where $n \geq 2$ is an integer. More precisely, we show that these semigroups are exactly the strong $n$-ary semilattices of $n$-ary extensions of Abelian groups whose exponents divide $n - 1$. We then use this main result to obtain necessary and sufficient conditions for a symmetric $n$-ary band to be reducible to a semigroup.

Keywords Semigroup · idempotency · semilattice decomposition · reducibility

1 Introduction

Semigroups are ubiquitous and have numerous applications both in theoretical and applied mathematics. An extensive study of these structures began in the second half of the 20th century (see the pioneering works [2] and [19], or the textbooks [3, 10, 12, 20, 21] and references therein). In the algebraic analysis of semigroups, it soon became clear that it was useful to obtain a decomposition scheme of the semigroup under consideration into subsemigroups that are easier to describe or have additional properties (e.g. being groups), but also to be able to build a semigroup by combining given subsemigroups in a suitable way, that is, to use a composition scheme for semigroups.

Several classes of semigroups have the remarkable property to admit such composition/decomposition schemes; see, e.g., Krohn-Rhodes theorem for finite semigroups and finite automata [14]. A noteworthy example of such a scheme is given by strong semilattice decompositions to structures with higher arities, defined as follows.

An $n$-ary operation $F: X^n \to X$ (where $n \geq 2$ is an integer and $X$ is a non-empty set) is associative if

$$F(x_1, \ldots, x_{i-1}, F(x_i, \ldots, x_{i+n-1}), x_{i+n}, \ldots, x_{2n-1}) = F(x_1, \ldots, x_i, F(x_{i+1}, \ldots, x_{i+n}), x_{i+n+1}, \ldots, x_{2n-1}),$$

(1)

for all $x_1, \ldots, x_{2n-1} \in X$ and all $1 \leq i \leq n - 1$. If $F$ is an $n$-ary associative operation on $X$, then $(X, F)$ is an $n$-ary semigroup. These $n$-ary structures, first studied in [9] and [22], have applications in different fields such as automata theory (see, e.g., [11]), coding theory, and cryptology (see, e.g., [16, 17]).

The classical definitions of symmetry and idempotency can also be extended to $n$-ary operations as follows: $F$ is idempotent if $F(x, \ldots, x) = x$ for every $x \in X$ and $F$ is symmetric (or commutative) if $F$ is invariant under the action of permutations.

Many examples of $n$-ary semigroups are obtained by extending binary semigroups: if $G: X^2 \to X$ is an associative operation, then we can define a sequence of operations inductively by setting $G^1 = G$, and

$$G^m(x_1, \ldots, x_{m+1}) = G^{m-1}(x_1, \ldots, x_{m-1}, G(x_m, x_{m+1})), \quad m \geq 2.$$

Setting $F = G^{n-1}$, it is straightforward to see that the pair $(X, F)$ is indeed an $n$-ary semigroup. It is said to be the $n$-ary extension of $(X, G)$ and we say that $(X, F)$ is reducible to $(X, G)^2$. However, not every $n$-ary semigroup

$\text{1}^\text{A}$ A band is a semigroup $(X, G)$ where $X$ is a nonempty set and the binary associative operation $G: X^2 \to X$ satisfies $G(x, x) = x$ for every $x \in X$; see, e.g., [12] for more details.

$\text{2}^\text{We also say that } F \text{ is the } n \text{-ary extension of } G \text{ or that } F \text{ is reducible to } G \text{ or even that } G \text{ is a binary reduction of } F.
is the \( n \)-ary extension of a binary semigroup. For instance, the ternary associative operation \( F \) defined on \( \mathbb{R}^3 \) by 
\[
F(x_1, x_2, x_3) = x_1 - x_2 + x_3
\]
is not reducible to any binary associative operation. The problem of reducibility was considered recently in [13, 18] for \( n \)-ary semigroups endowed with additional structures and in [1, 4, 6] for the class of quasitrivial \( n \)-ary semigroups\(^3\). These are \( n \)-ary semigroups \((X, F)\) that preserve all unary relations, i.e., such that 
\[
F(x_1, \ldots, x_n) \in \{x_1, \ldots, x_n\} \text{ for all } x_1, \ldots, x_n \in X.
\]
It was shown [4] that all quasitrivial \( n \)-ary semigroups are reducible. Then in [5], the authors relaxed the quasitriviality condition by considering operations whose restrictions on certain subsets of the domain are quasitrivial. It turns out that these operations are also reducible.

In this work we study the class of symmetric (or commutative) \( n \)-ary bands, that is, symmetric idempotent \( n \)-ary semigroups. Typical examples of symmetric \( n \)-ary bands are given by \( n \)-ary extensions of semilattices and \( n \)-ary extensions of Abelian groups whose exponents divide \( n - 1 \). Both classes of examples will play a central role in our constructions. However, as shown in the following examples, not every symmetric \( n \)-ary band is obtained in this way.

**Example 1.1.**
(a) We consider the set \( X = \{1, 2, 3, 4\} \) and we define the symmetric ternary operation 
\[
F_1: X^3 \to X
\]
by its level sets given (up to permutations) by 
\[
F_1^{-1}(\{1\}) = \{(1, 1, 1), (1, 1, 3), (1, 2, 4), (1, 3, 4), (2, 2, 3), (2, 3, 3), (2, 4, 4), (3, 3, 3), (3, 4, 4)\}.
\]
Then 
\[
F_1^{-1}(\{4\}) = \{(1, 1, 2), (1, 1, 3), (1, 2, 4), (1, 3, 4), (2, 2, 3), (2, 3, 3), (2, 4, 4), (3, 3, 3), (3, 4, 4)\}.
\]
This operation defines a symmetric ternary band and is not reducible to any binary operation.

(b) We consider the set \( X = \{1, 2, 3\} \) and we define the symmetric ternary operation 
\[
F_2: X^3 \to X
\]
again by its level sets given (up to permutations) by 
\[
F_2^{-1}(\{1\}) = \{(1, 1, 1), (1, 1, 2), (1, 2, 2), (1, 3, 3), (2, 2, 2), (2, 2, 3), (2, 3, 3), (3, 3, 3)\}.
\]
This operation defines a symmetric ternary band. It turns out that it is reducible to a binary operation on \( X \).

In the next section we define the \( n \)-ary counterpart of the classical strong semilattice (de)composition for semigroups (namely the strong \( n \)-ary semilattice decomposition). We show that it enables us to compose \( n \)-ary semigroups: every strong \( n \)-ary semilattice of \( n \)-ary semigroups is an \( n \)-ary semigroup (see Proposition 2.2). Then in Section 3, we provide a constructive description of the class of symmetric \( n \)-ary bands, that is, we show that the symmetric \( n \)-ary bands are exactly the strong \( n \)-ary semilattices of \( n \)-ary extensions of Abelian groups whose exponents divide \( n - 1 \) (see Theorem 3.12). In the final section, we give a reducibility criterion for symmetric \( n \)-ary bands based on their strong \( n \)-ary semilattice decomposition (see Proposition 4.3). Also, Example 1.1 shows how these constructions enable us to build and analyze examples of symmetric \( n \)-ary bands. Almost all the definitions and results in this work stem from [7], where the reader may find their proofs and alternative developments as well.

### 2 Strong \( n \)-ary Semilattices of \( n \)-ary Semigroups

Throughout this work, we consider a nonempty set \( X \) and an integer \( n \geq 2 \). Recall that \((X,F)\) is said to be an \( n \)-ary groupoid whenever \( F:X^n \to X \) is an \( n \)-ary operation. Moreover, if \( F \) is associative (i.e., satisfies (1)), then \((X,F)\) is said to be an \( n \)-ary semigroup. The concepts of homomorphisms and isomorphisms of \( n \)-ary groupoids and \( n \)-ary semigroups are defined as usual.

Recall that \( e \in X \) is said to be a neutral element for \( F:X^n \to X \) if 
\[
F((k - 1) \cdot e, x, (n - k) \cdot e) = x, \quad x \in X, \quad k \in \{1, \ldots, n\},
\]
where, for any \( k \in \{0, \ldots, n\} \) and any \( x \in X \), the notation \( k \cdot x \) stands for the \( k \)-tuple \( x, x, \ldots, x \) (for instance \( F(3 \cdot x, 0 \cdot y, 2 \cdot z) = F(x, x, x, z, z) \)).

In [8, Lemma 1], it was proved that any associative operation \( F:X^n \to X \) having a neutral element \( e \) is reducible to an associative binary operation \( G_e:X^2 \to X \) defined by 
\[
G_e(x, y) = F(x, (n - 2) \cdot e, y), \quad x, y \in X.
\]

Finally, recall that an equivalence relation \( \sim \) on \( X \) is said to be a congruence for \( F:X^n \to X \) (or on \((X,F)\)) if it is compatible with \( F \), that is, if 
\[
F(x_1, \ldots, x_n) \sim F(y_1, \ldots, y_n)
\]
for any \( x_1, \ldots, x_n, y_1, \ldots, y_n \in X \) such that \( x_i \sim y_i \) for all \( i \in \{1, \ldots, n\} \). We denote by \([x]_\sim \) (or \([x]_\) when there is no risk of confusion) the equivalence class of \( x \) for \( \sim \) and by \( \hat{F} \) the map induced by \( F \) on \( X/\sim \) defined by 
\[
\hat{F}([x_1], \ldots, [x_n]) = [F(x_1, \ldots, x_n)], \quad \forall x_1, \ldots, x_n \in X.
\]

\(^3\)For \( n = 2 \), the quasitrivial semigroups were described by Länger [15].
We say that a congruence \( \sim \) on an \( n \)-ary groupoid \((X, F)\) is an \( n \)-ary semilattice congruence if \((X/\sim, \tilde{F})\) is an \( n \)-ary semilattice\(^4\).

Now, let us extend the well-known concept of semilattice of semigroups to \( n \)-ary semigroups. Let \((Y, \lambda)\) be a semilattice and let \(\{(X_\alpha, F_\alpha) : \alpha \in Y\}\) be a set of \( n \)-ary semigroups such that \(X_\alpha \cap X_\beta = \emptyset\) for any \( \alpha \neq \beta \). We say that an \( n \)-ary groupoid \((X, F)\) is an \( n \)-ary semilattice \((Y, \lambda^{n-1})\) of \( n \)-ary semigroups \((X_\alpha, F_\alpha)\) if \(X = \bigcup_{\alpha \in Y} X_\alpha\), \(F|_{X_\alpha} = F_\alpha\) for every \( \alpha \in Y \), and

\[
F(X_{\alpha_1} \times \cdots \times X_{\alpha_n}) \subseteq X_{\alpha_1 \cdot \cdots \cdot \alpha_n}, \quad \alpha_1, \ldots, \alpha_n \in Y.
\]

In this case we write \((X, F) = ((Y, \lambda^{n-1}); (X_\alpha, F_\alpha))\) and we simply say that \((X, F)\) is an \( n \)-ary semilattice of \( n \)-ary semigroups.

Actually, any decomposition of an \( n \)-ary semigroup \((X, F)\) as an \( n \)-ary semilattice of \( n \)-ary semigroups is associated with an \( n \)-ary semilattice congruence on \((X, F)\); see, e.g., [12] for the binary counterpart of this result.

The fact that an \( n \)-ary groupoid is an \( n \)-ary semilattice of \( n \)-ary semigroups is not sufficient to ensure that it is an \( n \)-ary semigroup. We need to introduce a generalization of the strong semilattice decomposition. This is done in the following definition.

**Definition 2.1.** Let \((X, F) = ((Y, \lambda^{n-1}); (X_\alpha, F_\alpha))\) be an \( n \)-ary semilattice of \( n \)-ary semigroups. Suppose that for any \( \alpha, \beta \in Y \) such that \( \alpha \geq \beta \) there is a homomorphism \( \varphi_{\alpha, \beta} : X_\alpha \to X_\beta \) such that the following conditions hold.

(a) The map \( \varphi_{\alpha, \alpha} \) is the identity on \( X_\alpha \).

(b) For any \( \alpha, \beta, \gamma \in Y \) such that \( \alpha \geq \beta \geq \gamma \) we have \( \varphi_{\beta, \gamma} \circ \varphi_{\alpha, \beta} = \varphi_{\alpha, \gamma} \).

(c) For any \( (x_1, \ldots, x_n) \in X_{\alpha_1} \times \cdots \times X_{\alpha_n} \) we have

\[
F(x_1, \ldots, x_n) = F_{\alpha_1 \cdot \cdots \cdot \alpha_n} (\varphi_{\alpha_1, \alpha_1 \cdot \cdots \cdot \alpha_n}(x_1), \ldots, \varphi_{\alpha_n, \alpha_1 \cdot \cdots \cdot \alpha_n}(x_n)).
\]

Then \((X, F)\) is said to be a strong \( n \)-ary semilattice \((Y, \lambda^{n-1})\) of \( n \)-ary semigroups \((X_\alpha, F_\alpha)\). In this case we write \((X, F) = ((Y, \lambda^{n-1}); (X_\alpha, F_\alpha); \varphi_{\alpha, \beta})\) and we also say that \((X, F)\) is a strong \( n \)-ary semilattice of \( n \)-ary semigroups.

This definition enables us to obtain the main result concerning the composition of \( n \)-ary semigroups, which is important on its own, but also in the next sections.

**Proposition 2.2.** If \((X, F)\) is a strong \( n \)-ary semilattice of \( n \)-ary semigroups, then it is an \( n \)-ary semigroup.

### 3 The structure theorem

Throughout this section, we consider a symmetric \( n \)-ary band \((X, F)\). We associate with it a family of unary operations and study their most important properties.

**Definition 3.1.** For every \( x \in X \), we define the operation \( \ell_x^F : X \to X \) by

\[
\ell_x^F(y) = F((n-1) \cdot x, y), \quad y \in X.
\]

When there is no risk of confusion, we also denote this operation by \( \ell_x \). We now study elementary properties of this operation.

**Example 3.2.** For the structures presented in Example 1.1, these maps are given in the following tables.

\[
\begin{array}{c|cccc}
\ell_1(y) & 1 & 2 & 3 & 4 \\
\hline
\ell_2(y) & 4 & 2 & 3 & 4 \\
\ell_3(y) & 4 & 3 & 3 & 4 \\
\ell_4(y) & 4 & 3 & 3 & 4 \\
\end{array}
\]

\[
\begin{array}{c|cccc}
\ell_1(y) & 1 & 2 & 3 \\
\hline
\ell_2(y) & 2 & 2 & 3 \\
\ell_3(y) & 2 & 2 & 3 \\
\end{array}
\]

**Proposition 3.3.** The pair \(((\ell_x : x \in X), \circ)\) is a semilattice.

We also observe that the pair \((X, B)\) where \( B \) is defined by \( B(x, y) = \ell_x(y) \) for all \( x, y \in X \) is a band. For instance, the tables in Example 3.2 are the operation tables of the corresponding binary operations \( B \). We will not elaborate on this in the present work but refer the reader to [7] for more details.

\(^4\)We say that the \( n \)-ary extension of a semilattice is an \( n \)-ary semilattice.
The semilattice defined in Proposition 3.3 can be extended to define a symmetric \( n \)-ary band. The following result establishes a tight relation between \((X, F)\) and this \( n \)-ary band.

**Proposition 3.4.** For every \( x_1, \ldots, x_n \in X \) we have
\[
\ell_{F(x_1, \ldots, x_n)} = \ell_{x_1} \circ \cdots \circ \ell_{x_n},
\]
that is, the map \( \ell : (X, F) \to \{\{\ell_x : x \in X\}, o^{n-1}\} \) defined by \( \ell(x) = \ell_x \) is a homomorphism.

The map \( \ell \) defined in the previous proposition enables us to characterize the reducibility of a symmetric \( n \)-ary band to a symmetric (binary) band, i.e., a semilattice.

**Proposition 3.5.** Let \((X, F)\) be a symmetric \( n \)-ary band. The following assertions are equivalent.

(i) The map \( \ell \) is injective.

(ii) The \( n \)-ary band \((X, F)\) is isomorphic to \((\{\ell_x : x \in X\}, o^{n-1})\).

(iii) The \( n \)-ary band \((X, F)\) is an \( n \)-ary semilattice.

Also, the map \( \ell \) enables us to characterize those symmetric \( n \)-ary bands that are reducible to Abelian groups. Recall that a group \((X, \ast)\) with neutral element \( e \) has bounded exponent if there exists an integer \( m \geq 1 \) such that the \( m \)-fold product \( x \ast \cdots \ast x \) is equal to \( e \) for any \( x \in X \). In that case, the exponent of the group is the smallest integer \( m \geq 1 \) having this property. Using the characterization of Abelian groups having bounded exponent given by Prüfer and Baer (see [23]), it is straightforward to see that the exponent of an Abelian group divides \( n - 1 \) if and only if the group is a direct sum of cyclic groups whose orders divide \( n - 1 \).

**Proposition 3.6.** Let \((X, F)\) be a symmetric \( n \)-ary band. The following conditions are equivalent.

(i) The map \( \ell \) is constant (i.e., \( \ell_x \) is the identity map on \( X \) for any \( x \in X \)).

(ii) The \( n \)-ary band \((X, F)\) is the \( n \)-ary extension of a group \((X, \ast)\) (and in particular \((X, \ast)\) is Abelian and its exponent divides \( n - 1 \))

Now, when the map \( \ell \) associated with \( F \) is not injective, it is natural to consider a quotient, and identify the elements of \( X \) that have the same image by \( \ell \). In this context, we have the following result.

**Proposition 3.7.** The binary relation \( \sim \) on \( X \) defined by
\[
x \sim y \iff \ell_x = \ell_y, \quad x, y \in X,
\]
is an \( n \)-ary semilattice congruence on \((X, F)\).

**Example 3.8.** For the structure presented in Example 1.1(a), we have \( \ell_3 = \ell_4 \) so \([1]_\sim = \{1\}, [2]_\sim = \{2\}, \text{and} \ [3]_\sim = \{3, 4\} \). The binary reduction of \((X/\sim, \tilde{F}_1)\) is a semilattice whose Hasse diagram is given in Figure 1 (left). For instance, we have
\[
[1]_\sim \land [2]_\sim = \tilde{F}_1([1]_\sim, [1]_\sim, [2]_\sim) = [F_1(1, 1, 2)]_\sim = [3]_\sim.
\]

Now, for the structure presented in Example 1.1(b), we only have \( \ell_2 = \ell_3 \) so \([1]_\sim = \{1\} \text{ and } [2]_\sim = \{2, 3\} \). We see that the binary reduction of \((X/\sim, \tilde{F}_2)\) is a semilattice whose Hasse diagram is given in Figure 1 (right).

\[
\begin{array}{c}
[1] \\
\downarrow
\end{array}
\begin{array}{c}
[2] \\
\downarrow
\end{array}
\begin{array}{c}
[1] \\
\downarrow
\end{array}

\begin{array}{c}
\begin{array}{c}
[3] \\
\downarrow
\end{array}
\begin{array}{c}
[2] \\
\downarrow
\end{array}
\begin{array}{c}
[1] \\
\end{array}
\end{array}
\]

Figure 1: Hasse diagrams of the binary reductions of \((X/\sim, \tilde{F}_1)\) (left) and \((X/\sim, \tilde{F}_2)\) (right)

Since \( \sim \) is a congruence for \( F \), this operation restricts to each equivalence class. It is then natural to study the most important properties of this restriction. Using Proposition 3.6, we directly obtain the following result.

**Proposition 3.9.** For any \( x \in X \), \( ([x]_\sim, F|_{[x]_\sim}) \) is the \( n \)-ary extension of an Abelian group whose exponent divides \( n - 1 \).

**Example 3.10.** For both structures presented in Example 1.1, the restrictions of \( F_1 \) and \( F_2 \) to \([3]_\sim^3\) and \([2]_\sim^3\), respectively, are isomorphic to the ternary extension of \((\mathbb{Z}_2, +)\).
The congruence ∼ enabled us to decompose $X$ as a $n$-ary semilattice of $n$-ary semigroups. In order to obtain a strong $n$-ary semilattice decomposition, we still need to define a suitable family of homomorphisms.

**Proposition 3.11.** For every $x, y \in X$ such that $[x]_\sim \geq [y]_\sim$, the map $\varphi_{[x]_\sim,[y]_\sim} = \ell_{y|[x]_\sim}$ is a homomorphism from $([x]_\sim,F)|_{[x]_\sim}$ to $([y]_\sim,F)|_{[y]_\sim}$.

We can now state our main structure theorem for symmetric $n$-ary bands.

**Theorem 3.12.** An $n$-ary groupoid $(X,F)$ is a symmetric $n$-ary band if and only if it is a strong $n$-ary semilattice of $n$-ary extensions of Abelian groups whose exponents divide $n-1$.

As a direct application of this theorem, we obtain that a symmetric $n$-ary band is an $n$-ary group if and only if it is the $n$-ary extension of an Abelian group whose exponent divides $n-1$.

In view of the main result, in order to build symmetric $n$-ary bands, we have to consider Abelian groups whose exponents divide $n-1$, and build homomorphisms between the $n$-ary extensions of such groups. These homomorphisms are described in the next result.

**Proposition 3.13.** Let $(X_1,\cdot_1)$ and $(X_2,\cdot_2)$ be two Abelian groups whose exponents divide $n-1$ and denote by $F_1$ and $F_2$ the $n$-ary extensions of $\cdot_1$ and $\cdot_2$, respectively. For every group homomorphism $\psi: X_1 \to X_2$ and every $g_2 \in X_2$, the map $h: X_1 \to X_2$ defined by $h(x) = g_2 \cdot_2 \psi(x), \quad x \in X_1,$ is a homomorphism of $n$-ary semigroups.

Conversely, every homomorphism from $(X_1,F_1)$ to $(X_2,F_2)$ is obtained in this way.

## 4 Reducibility of symmetric $n$-ary bands

In this section, we use Theorem 3.12 in order to analyze the reducibility problem for symmetric $n$-ary bands. We thus consider a symmetric $n$-ary band $(X,F)$.

**Proposition 4.1.** If $F$ is reducible to an associative operation $G: X^2 \to X$, then the following assertions hold.

(i) $G$ is surjective and symmetric;

(ii) The $n$-ary semilattice congruence $\sim$ associated with $F$ is a binary semilattice congruence for $G$.

It follows from Proposition 4.1 that if $F$ is reducible to $G$, then $G$ induces an operation $G|_{[x]_\sim}$ on every equivalence class $[x]_\sim$ of $X/\sim$. This operation is a binary reduction of $F|_{[x]_\sim}$. Therefore, it is natural to study the properties of the reductions of such operations. This is performed in the following result.

**Proposition 4.2.** If $(X,F)$ is the $n$-ary extension of an Abelian group $(X,G_1)$ whose exponent divides $n-1$, then every reduction $(X,G_2)$ of $F$ is a group that is isomorphic to $(X,G_1)$. Moreover, all the reductions of $(X,F)$ are obtained by using (2) with any element $e$ of $X$.

We are now able to analyze the reducibility of symmetric $n$-ary bands.

**Proposition 4.3.** A symmetric $n$-ary band $(X,F) = ((Y,\lambda^{n-1});(X_\alpha,F_\alpha);\varphi_{\alpha,\beta})$ is reducible to a semigroup if and only if there exists a map $e: Y \to X$ such that

(i) For every $\alpha \in Y$, $e(\alpha) = e_\alpha$ belongs to $X_\alpha$;

(ii) For every $\alpha, \beta \in Y$ such that $\alpha \geq \beta$, we have $\varphi_{\alpha,\beta}(e_\alpha) = e_\beta$.

Moreover, when $(X,F)$ is reducible to a semigroup, a reduction is given by the semigroup decomposed as $((Y,\lambda^{n-1});(X_\alpha,G_\alpha);\varphi_{\alpha,\beta})$, where $G_\alpha$ is the reduction of $F_\alpha$ with respect to $e_\alpha$.

**Example 4.4.** For the structures of Example 1.1(a) and (b), respectively, the only non obvious homomorphisms are given by $\varphi_{[1],[3]} = \ell_3|_{[1]}$, $\varphi_{[2],[3]} = \ell_3|_{[2]}$, and $\varphi_{[1],[2]} = \ell_2|_{[1]}$, respectively.

- For $(X,F_1)$, we have $\varphi_{[1],[3]}(1) = \ell_3(1) = 4$ and $\varphi_{[2],[3]}(2) = \ell_3(2) = 3$.
- For $(X,F_2)$, we have $\varphi_{[1],[2]}(1) = \ell_2(1) = 2$.

\[\text{5}^{\text{Recall that an n-ary group is an n-ary semigroup \((X,F)\) such that for any } i \in \{1, \ldots, n\} \text{ and any } x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n, y \in X \text{ there exists a unique } z \in X \text{ such that } F(x_1, \ldots, x_{i-1}, z, x_{i+1}, \ldots, x_n) = y.\]
By Proposition 3.13 these are homomorphisms from the ternary extension of the trivial group to the ternary extension of $(\mathbb{Z}_2, +)$. It is easy to see that $(X, F_1)$ and $(X, F_2)$, respectively, are the strong ternary semilattices associated with the semilattices whose Hasse diagrams are depicted in Figure 1 (left) and (right), respectively, and the ternary extensions of groups and homomorphisms given here. It follows from Theorem 3.12 that $(X, F_1)$ and $(X, F_2)$ are symmetric ternary bands. Finally, we can use Proposition 4.3 to analyze the reducibility problem for $(X, F_1)$ and $(X, F_2)$.

1. For $(X, F_1)$ we must have $e(1) = 1$ and $e(2) = 2$. Then we must have $e(3) = \varphi(1) \cdot 3 = 4$ but also $e(3) = \varphi(2) \cdot 3 = 3$, a contradiction. So $(X, F_1)$ is not reducible to a semigroup.

2. For $(X, F_2)$ the map $e$ defined by $e(1) = 1$ and $e(2) = 2$ satisfies the conditions of Proposition 4.3 and so $(X, F_2)$ is reducible to a semigroup $(X, G)$. The operation table of $G$ is given below.

<table>
<thead>
<tr>
<th>$G$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>
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ABSTRACT

In this paper we address the question “How many properties of Boolean functions can be defined by means of linear equations?” It follows from a result by Sparks that there are countably many such linearly definable classes of Boolean functions. In this paper, we refine this result by completely describing these classes. This work is tightly related with the theory of function minors and stable classes, a topic that has been widely investigated in recent years by several authors including Maurice Pouzet.
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1 Introduction and motivation

Functional equations are universally quantified first-order sentences in a certain algebraic syntax, with a single function symbol and no other predicate symbol than equality. More precisely, a functional equation for a function of several arguments from \( A \) to \( B \) is a formal expression

\[
h_1(\mathbf{f}(g_1(v_1,\ldots,v_p)),\ldots,\mathbf{f}(g_m(v_1,\ldots,v_p))) = h_2(\mathbf{f}(g'_1(v_1,\ldots,v_p)),\ldots,\mathbf{f}(g'_t(v_1,\ldots,v_p))),(1)
\]

where \( m, t, p \geq 1 \), \( h_1 : B^m \to C \), \( h_2 : B^t \to C \), each \( g_i \) and \( g'_i \) is a map \( A^p \to A \), the \( v_1,\ldots,v_p \) are \( p \) distinct symbols called vector variables, and \( \mathbf{f} \) is a distinct symbol called function symbol. An \( n \)-ary function \( \mathbf{f} : A^n \to B \) is said to satisfy the equation (1) if, for all \( a_1,\ldots,a_p \in A^p \), we have

\[
h_1(\mathbf{f}(g_1(a_1,\ldots,a_p)),\ldots,\mathbf{f}(g_m(a_1,\ldots,a_p))) = h_2(\mathbf{f}(g'_1(a_1,\ldots,a_p)),\ldots,\mathbf{f}(g'_t(a_1,\ldots,a_p))),(2)
\]

where the \( g_i \) and \( g'_i \) are applied componentwise. Well-known examples of functional properties definable by such functional equations include the linearity property of functions over fields, the monotonicity and convexity properties that are typically expressed by functional inequalities.

Such functional equations regained interest in 2000, due to the work of Ekin, Foldes, Hammer, and Hellerstein [8] who showed that the equational classes of Boolean functions are exactly those classes that are closed under introduction of fictitious variables, and identification and permutation of variables. These operations on functions give rise to a preorder on functions, the so-called simple minor relation, and equational classes are exactly the “initial segments” for this preorder [3, 7]. Alternatively, these classes appear naturally in a Galois theory proposed by Pippenger [18] that is based on the preservation relation between functions and relation pairs (also called “relational constraints”). Using this framework it was shown that, even in the case of Boolean functions, there are uncountably many classes of functions definable by functional equations. For instance, all Post’s classes (clones of Boolean functions), traditionally characterized by relations, are definable by functional equations.

*This work is funded by National Funds through the FCT – Fundação para a Ciência e a Tecnologia, I.P., under the scope of the project UIDB/00297/2020 (Center for Mathematics and Applications).
This motivated several studies that considered syntactic restrictions on functional equations and relational constraints. Folds and Pogosyan [10] considered a variant, the so-called functional terms, to define all Boolean clones and to give a criterion to determine whether a clone is finitely definable. In [4] the authors focused on linear equations and showed that the classes of Boolean functions definable by linear equations are exactly those that are stable under left and right compositions with the clone of constant-preserving linear functions or, equivalently, definable by affine constraints.

This was later extended to arbitrary functions over fields [5], and to stability under compositions with arbitrary clones [6]: an equational class is definable by relation pairs in which the two relations are invariant for clones $C_1$ and $C_2$, respectively, if and only if the class is stable under left composition with $C_1$ and under right composition with $C_2$ (in short, $(C_1, C_2)$-stable). Instances of the idea of $(C_1, C_2)$-stability are present in various studies. The initial segments of so-called $C$-minor quasiorders, systematically studied in [12, 13, 14, 15, 16, 17], are exactly such $(C_1, C_2)$-stable classes where the first clone $C_1$ is the clone of projections. On the other hand, when $C_2$ is the clone of projections, we get clonoids, as studied by Aichinger, Mayr, and others [1, 2, 21]. The case when both $C_1$ and $C_2$ are clones of projections corresponds to minor-closed classes. As an example of recent work on $(C_1, C_2)$-stable classes that is closely related with the current paper, we would like to mention studies of function classes stable under left and right compositions with clones of linear functions by Fioravanti and Kreinecker [9, 11].

Getting back to linearly definable classes of Boolean functions, in [5] it was observed that, for each integer $k \geq 0$, the class of Boolean functions whose degree is upper bounded by $k$ is definable by the following linear equation:

$$\sum_{I \subseteq \{1, \ldots, k+1\}} f(\sum_{i \in I} v_i) = 0.$$  

This shows that even in the case of Boolean functions, there are infinitely many linearly definable classes. Other examples were also provided, but it remained until recently an open problem to determine whether there are uncountably many linearly definable classes as is the case with classes definable by unrestricted functional equations. The answer follows from a result of Sparks [21, Theorem 1.3], namely, there are a countably infinite number of linearly definable classes.

In this paper we refine this result by explicitly describing the linearly definable classes of Boolean functions. After recalling some basic notions and results on function minors and stability under composition with clones in Section 2, we then completely describe the lattice of linearly definable classes (Section 3). Using this result and Post’s classification of Boolean clones, we can easily determine the classes which are stable under right and left compositions with clones $C_1$ and $C_2$ containing the clone of constant-preserving linear functions (Section 4).

2 Basic notions and preliminary results

Throughout this paper, let $\mathbb{N}$ and $\mathbb{N_+}$ denote the set of all nonnegative integers and the set of all positive integers, respectively. For any $n \in \mathbb{N}$, the symbol $[n]$ denotes the set $\{ i \in \mathbb{N} \mid 1 \leq i \leq n \}$.

Let $A$ and $B$ be sets. A mapping of the form $f : A^n \to B$ for some $n \in \mathbb{N_+}$ is called a function of several arguments from $A$ to $B$ (or simply a function). The number $n$ is called the arity of $f$ and denoted by $ar(f)$. If $A = B$, then such a function is called an operation on $A$. We denote by $\mathcal{F}_{AB}$ and $\mathcal{O}_A$ the set of all functions of several arguments from $A$ to $B$ and the set of all operations on $A$, respectively. For any $n \in \mathbb{N_+}$, we denote by $\mathcal{F}^{(n)}_{AB}$ the set of all $n$-ary functions in $\mathcal{F}_{AB}$, and for any $C \subseteq \mathcal{F}_{AB}$, we let $C^{(n)} := C \cap \mathcal{F}^{(n)}_{AB}$ and call it the $n$-ary part of $C$.

Example 2.1. For $b \in B$ and $n \in \mathbb{N}$, the $n$-ary constant function $c^{(n)}_b : A^n \to B$ is given by the rule $(a_1, \ldots, a_n) \mapsto b$ for all $a_1, \ldots, a_n \in A$.

Example 2.2. In the case when $A = B$, for $n \in \mathbb{N}$ and $i \in [n]$, the $i$-th $n$-ary projection $\text{pr}^{(n)}_i : A^n \to A$ is given by the rule $(a_1, \ldots, a_n) \mapsto a_i$ for all $a_1, \ldots, a_n \in A$.

Let $f : A^n \to B$ and $i \in [n]$. The $i$-th argument is essential in $f$ if there exist $a_1, \ldots, a_n, a'_i \in A$ such that $f(a_1, \ldots, a_n) \neq f(a_1, \ldots, a_{i-1}, a'_i, a_{i+1}, \ldots, a_n)$. An argument that is not essential is fictitious.

2.1 Minors and functional composition

Let $f : B^n \to C$ and $g_1, \ldots, g_n : A^m \to B$. The composition of $f$ with $g_1, \ldots, g_n$ is the function $f(g_1, \ldots, g_n) : A^m \to C$ given by the rule $f(g_1, \ldots, g_n)(a) := f(g_1(a), \ldots, g_n(a))$, for all $a \in A^m$. 
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Let $\sigma : [n] \to [m]$. Define the function $f_\sigma : A^m \to B$ by the rule

$$f_\sigma(a_1, \ldots, a_m) = f(a_{\sigma(1)}, \ldots, a_{\sigma(n)}),$$

for all $a_1, \ldots, a_m \in A$. Such a function $f_\sigma$ is called a minor of $f$. Intuitively, minors of $f$ are all those functions that can be obtained from $f$ by manipulation of its arguments: permutation of arguments, introduction of fictitious arguments, identification of arguments. It is clear from the definition that the minor $f_\sigma$ can be obtained as a composition of $f$ with $m$-ary projections on $A$:

$$f_\sigma = f(pr^{(m)}_{\sigma(1)}, \ldots, pr^{(m)}_{\sigma(n)}).$$

We write $f \leq g$ if $f$ is a minor of $g$. The minor relation $\leq$ is a quasiorder (a reflexive and transitive relation) on $F_{AB}$, and it induces an equivalence relation $\equiv$ on $F_{AB}$ and a partial order on the quotient $F_{AB}/\equiv$ in the usual way: $f \equiv g$ if $f \leq g$ and $g \leq f$, and $f/\equiv \leq g/\equiv$ if $f \leq g$.

Functional composition can be extended to classes of functions. Let $C \subseteq F_{BC}$ and $K \subseteq F_{AB}$. The composition of $C$ with $K$ is defined as

$$CK := \{ f(g_1, \ldots, g_n) | f \in C^{(n)}, g_1, \ldots, g_n \in K^{(m)}, n, m \in \mathbb{N}_+ \}.$$

It follows immediately from definition that function class composition is monotone, i.e., if $C, C' \subseteq F_{BC}$ and $K, K' \subseteq F_{AB}$ satisfy $C \subseteq C'$ and $K \subseteq K'$, then $CK \subseteq C'K'$.

### 2.2 Clones, minor closure and stability under compositions with clones

A class $C \subseteq O_A$ is called a clone on $A$ if $CC \subseteq C$ and $C$ contains all projections. The set of all clones on $A$ is a closure system in which the greatest and least elements are the clone $O_A$ of all operations on $A$ and the clone of all projections on $A$, respectively.

**Definition 2.3.** Let $K \subseteq F_{AB}, C_1 \subseteq O_B$, and $C_2 \subseteq O_A$. We say that $K$ is stable under left composition with $C_1$ if $C_1K \subseteq K$, and that $K$ is stable under right composition with $C_2$ if $KC_2 \subseteq K$. If both $C_1K \subseteq K$ and $KC_2 \subseteq K$ hold, we say that $K$ is $(C_1, C_2)$-stable. If $K, C \subseteq O_A$ and $K$ is $(C, C)$-stable, we say that $K$ is $C$-stable. The set of all $(C_1, C_2)$-stable subsets of $F_{AB}$ is a closure system.

**Remark 2.4.** A set $K \subseteq F_{AB}$ is minor-closed if and only if it is stable under right composition with the set of all projections on $A$. Every clone is minor-closed. A clone $C$ is $(C, C)$-stable.

**Lemma 2.5.** Let $C_1$ and $C'_1$ be clones on $B$ and $C_2$ and $C'_2$ clones on $A$ such that $C_1 \subseteq C'_1$ and $C_2 \subseteq C_2'$. Then for every $K \subseteq F_{AB}$, it holds that if $K$ is $(C'_1, C'_2)$-stable then $K$ is $(C_1, C_2)$-stable.

**Proof.** Assume that $K$ is $(C'_1, C'_2)$-stable. It follows from the monotonicity of function class composition that

$$C_1K \subseteq C'_1K \subseteq K \quad \text{and} \quad KC_2 \subseteq KC'_2 \subseteq K.$$

In other words, $K$ is $(C_1, C_2)$-stable. \qed

### 3 The lattice of linearly definable classes of Boolean functions

Recall that operations on $\{0, 1\}$ are called Boolean functions. In this section we completely describe the lattice of linearly definable classes of Boolean functions. The starting point is the following characterization of these classes first obtained for Boolean functions in [4], and later extended to classes of functions defined on $\{0, 1\}$ and valued in rings [6].

**Theorem 3.1.** A class of Boolean functions is linearly definable if and only if it is stable under left and right compositions with the clone of constant-preserving linear Boolean functions.

Hence to completely describe the linearly definable classes it suffices to determine those that are stable under left and right compositions with the clone of constant-preserving linear Boolean functions. This will be presented in Subsection 3.2.

#### 3.1 Some special classes of Boolean functions

The class of all Boolean functions is denoted by $\Omega$. It is well known that every $f \in \Omega^{(n)}$ is represented by a unique multilinear polynomial over the two-element field, i.e., a polynomial with coefficients in $\{0, 1\}$ in which no variable
appears with an exponent greater than 1. This polynomial is known as the Zhegalkin polynomial of $f$, and it can be written as

$$f = \sum_{S \in M_f} x_S,$$

where $x_S$ is a shorthand for $\prod_{i \in S} x_i$ and where $M_f \subseteq \mathcal{P}([n])$ is the family of index sets corresponding to the monomials of $f$. Note that $x_0 = 1$ and $\sum_{S \in \emptyset} x_S = 0$. The terms $x_S$ with $S \neq \emptyset$ are called monomials. If $\emptyset \in M_f$, then we say that $f$ has constant term 1; otherwise $f$ has constant term 0. Without any risk of confusion, we will often denote functions by their Zhegalkin polynomials, and we refer to the set $M_f$ as the set of monomials of $f$.

The degree of a Boolean function $f$, denoted $\deg(f)$, is the size of the largest monomial of $f$, i.e.,

$$\deg(f) := \max_{S \in M_f} |S|$$

for $f \neq 0$, and we agree that $\deg(0) := 0$. For $k \in \mathbb{N}$, we denote by $D_k$ the class of all Boolean functions of degree at most $k$. Clearly $D_k \subseteq D_{k+1}$ for all $k \in \mathbb{N}$. A Boolean function $f$ is **linear** if $\deg(f) \leq 1$.\footnote{Strictly speaking, functions of degree at most 1 are **affine** in the sense of linear algebra. We go along with the term **linear** that is common in the context of clone theory and especially in the theory of Boolean functions.} We denote by $L$ the class of all linear functions. Thus $L = D_1$.

For $a \in \{0, 1\}$, let $C_a := \{ f \in \Omega \mid f(0, \ldots, 0) = a \}$ and $E_a := \{ f \in \Omega \mid f(1, \ldots, 1) = a \}$. Clearly $C_0 \cap C_1 = \emptyset$ and $C_0 \cup C_1 = \Omega$; similarly, $E_0 \cap E_1 = \emptyset$ and $E_0 \cup E_1 = \Omega$. It is easy to see that $C_a$ is the class of all Boolean functions with constant term $a$.

For $a \in \{0, 1\}$, a Boolean function $f$ is **$a$-preserving** if $f(a, \ldots, a) = a$. A function is **constant-preserving** if it is both 0- and 1-preserving. We denote the classes of all 0-preserving, of all 1-preserving, and of all constant-preserving functions by $T_0$, $T_1$, and $T_c$, respectively. Note that $T_c = T_0 \cap T_1$. It follows from the definitions that $T_0 = C_0$, $T_1 = E_1$, and $T_c = C_0 \cap E_1$.

**Remark 3.2.** The reason why we have introduced multiple notation for the classes $T_0 = C_0$ and $T_1 = E_1$ is to facilitate writing certain statements in a parameterized form and to make reference, as the case may be, to either the classes $C_a (a \in \{0, 1\})$, $E_a (a \in \{0, 1\})$, or $T_a (a \in \{0, 1\})$.

The **parity** of a Boolean function $f$, denoted $\par(f)$, is a number, either 0 or 1, which is given by

$$\par(f) := |M_f \setminus \{\emptyset\}| \mod 2.$$ 

We call a function **even** or **odd** if its parity is 0 or 1, respectively. We denote by $P_0$ and $P_1$ the classes of all even and of all odd functions, respectively. Clearly $P_0 \cap P_1 = \emptyset$ and $P_0 \cup P_1 = \Omega$.

For $a \in \{0, 1\}$, let $\overline{a}$ denote the **negation** of $a$, that is, $\overline{a} := 1 - a$. A function $f$ is **self-dual** if

$$f(a_1, \ldots, a_n) = f(\overline{a_1}, \ldots, \overline{a_n}), \quad \text{for all } a_1, \ldots, a_n \in \{0, 1\}.$$ 

A function $f$ is **reflexive** (or self-anti-dual) if $f(a_1, \ldots, a_n) = f(\overline{a_1}, \ldots, \overline{a_n})$ for all $a_1, \ldots, a_n \in \{0, 1\}$. We denote by $S$ the class of all self-dual functions. Let $S_c := S \cap T_c$, the class of constant-preserving self-dual functions.

We also let $L_0 := L \cap T_0$, $L_1 := L \cap T_1$, $LS := L \cap S$, and $L_c := L \cap T_c$. It is easy to verify that $L_0 = L \cap C_0$, $L_1 = (L \cap P_0 \cap C_1) \cup (L \cap P_1 \cap C_0)$, $L_c = L \cap P_1 \cap C_0$, and $LS = L \cap P_1$.

It was shown by Post [19] that there are a countably infinite number of clones of Boolean functions. In this paper, we will only need a handful of them, namely the clones $\Omega$, $T_0, T_1, T_c, S, S_c, L, L_0, L_1, LS$, and $L_c$ that were defined above.

Let $f$ be an $n$-ary Boolean function. The **characteristic** of a set $S \subseteq [n]$ in $f$ is given by

$$\chi(S, f) := |\{ A \in M_f \mid S \subseteq A \}| \mod 2.$$ 

The **characteristic rank** of $f$, denoted by $\chi(f)$, is the smallest integer $m$ such that $\chi(S, f) = 0$ for all subsets $S \subseteq [n]$ with $|S| \geq m$. Clearly, $\chi(f) \leq n$ because $\chi([n], f) = 0$. For $k \in \mathbb{N}$, denote by $X_k$ the class of all Boolean functions of characteristic rank at most $k$. For any $k \in \mathbb{N}$, we have $X_k \subseteq X_{k+1}$. The inclusion is proper, as witnessed by the function $x_1 \ldots x_{k+1} \in X_{k+1} \setminus X_k$. Moreover, for any $k \in \mathbb{N}$, we have $D_k \subseteq X_k$.

Reflexive and self-dual functions have a beautiful characterization in terms of the characteristic rank.\footnote{We denote by $X_k$ the class of all Boolean functions of characteristic rank at most $k$. For any $k \in \mathbb{N}$, we have $X_k \subseteq X_{k+1}$. The inclusion is proper, as witnessed by the function $x_1 \ldots x_{k+1} \in X_{k+1} \setminus X_k$. Moreover, for any $k \in \mathbb{N}$, we have $D_k \subseteq X_k$.}

**Lemma 3.3** (Selezneva, Bukhman [20, Lemmata 3.1, 3.5]).

1. A Boolean function $f$ is reflexive if and only if $\chi(f) = 0$.\footnote{Strictly speaking, functions of degree at most 1 are **affine** in the sense of linear algebra. We go along with the term **linear** that is common in the context of clone theory and especially in the theory of Boolean functions.}
2. A Boolean function \( f \) is self-dual if and only if \( f + x_1 \) is reflexive.

3. A Boolean function \( f \) is self-dual if and only if \( f \) is odd and \( \chi(f) = 1 \).

In other words, \( X_0 = X_1 \cap P_0 \) is the class of all reflexive functions, \( X_1 \cap P_1 \) is the class of all self-dual functions, and \( X_1 \cap P_1 \) is the class of all self-dual or reflexive functions.

### 3.2 \( L_c \)-stable classes

We can now present the main result of the paper, namely, a complete description of the \( L_c \)-stable classes or, equivalently, of the linearly definable classes of Boolean functions. Of particular importance is the poset of the eleven classes \( \Omega, P_0, P_1, C_0, C_1, E_0, E_1, C_0 \cap E_0, E_1, C_0 \cap E_1, C_1 \cap E_0, C_1 \cap E_1 \) that is shown in Figure 1. It is noteworthy that the four minimal classes of this poset are pairwise disjoint, and that the six lower covers of \( \Omega \) are precisely the unions of the six different pairs of minimal classes.

**Theorem 3.4.** The \( L_c \)-stable classes are

\[
\begin{align*}
\Omega, & \quad C_a, & \quad E_a, & \quad P_a, & \quad C_a \cap E_b, \\
D_k, & \quad D_k \cap C_a, & \quad D_k \cap E_a, & \quad D_k \cap P_a, & \quad D_k \cap C_a \cap E_b, \\
X_k, & \quad X_k \cap C_a, & \quad X_k \cap E_a, & \quad X_k \cap P_a, & \quad X_k \cap C_a \cap E_b, \\
D_i \cap X_j, & \quad D_i \cap X_j \cap C_a, & \quad D_i \cap X_j \cap E_a, & \quad D_i \cap X_j \cap P_a, & \quad D_i \cap X_j \cap C_a \cap E_b, \\
D_0, & \quad D_0 \cap C_a, & \quad \emptyset, & \quad D_0 \cap P_a, & \quad D_0 \cap C_a \cap E_b,
\end{align*}
\]

for \( a, b \in \{0, 1\} \) and \( i, j, k \in \mathbb{N}_+ \) with \( i > j \geq 1 \).

The lattice of \( L_c \)-stable classes is shown in Figure 2. In order to avoid clutter, we have used some shorthand notation. The diagram includes multiple copies of the 11-element poset of Figure 1 (the shaded blocks) connected by thick triple lines. Each thick triple line between a pair of such blocks represents eleven edges, each connecting a vertex of one poset to its corresponding vertex in the other poset. We have labeled in the diagram the meet-irreducible classes, as well as a few other classes of interest; the remaining classes are intersections of the meet-irreducible ones.

The proof of Theorem 3.4 is omitted for space constraints. The proof has two parts. First we need to verify that the classes listed in Theorem 3.4 are \( L_c \)-stable. Since intersections of \( L_c \)-stable classes are \( L_c \)-stable, it suffices to show this for the meet-irreducible classes; this is rather straightforward. Secondly, we need to verify that there are no other \( L_c \)-stable classes. This is a more difficult task and can be accomplished by proving that each class \( K \) is generated by any subset of \( K \) that contains for each proper subclass \( C \) of \( K \) an element in \( K \setminus C \).

### 4 Stability under clones containing \( L_c \)

Using Theorem 3.4 together with Lemma 2.5 it is straightforward to determine the \((C_1, C_2)\)-stable classes for any clones \( C_1 \) and \( C_2 \) containing \( L_c \). Such classes must occur among the \( L_c \)-stable classes by Lemma 2.5, so it is just a matter of deciding which ones are \((C_1, C_2)\)-stable. In particular, we obtain the \( C \)-stable classes for every clone \( C \) containing \( L_c \), i.e., the clones \( \Omega, T_0, T_1, T_c, S, S_c, L, L_0, L_1, L_S \) and \( L_c \).
Figure 2: $L_c$-stable classes.
Theorem 4.1.

(i) The $L_c$-stable classes are $\Omega, C_a, E_a, P_a, C_a \cap E_b, D_k, D_k \cap C_a, D_k \cap E_a, D_k \cap P_a, D_k \cap C_a \cap E_b, X_k, X_k \cap C_a, X_k \cap E_a, X_k \cap P_a, X_k \cap C_a \cap E_b, D_1 \cap X_j, D_1 \cap X_j \cap C_a, D_1 \cap X_j \cap E_a, D_1 \cap X_j \cap P_a, D_1 \cap X_j \cap C_a \cap E_b, D_0, D_0 \cap C_a, \emptyset$, for $a, b \in \{0, 1\}$ and $i, j, k \in \mathbb{N}_+$ with $i > j \geq 1$.

(ii) The $LS$-stable classes are $\Omega, X_k, X_1 \cap P_a, D_k, D_1 \cap P_a, D_1 \cap X_j, D_1 \cap X_1 \cap P_a, D_0, \emptyset$, for $a \in \{0, 1\}$ and $i, j, k \in \mathbb{N}_+$ with $i > j \geq 1$.

(iii) The $L_0$-stable classes are $\Omega, C_0, D_k, D_k \cap C_0, D_0, D_0 \cap C_0, \emptyset$, for $k \in \mathbb{N}_+$.

(iv) The $L_1$-stable classes are $\Omega, E_1, D_k, D_k \cap E_1, D_0, D_0 \cap C_1, \emptyset$, for $k \in \mathbb{N}_+$.

(v) The $L$-stable classes are $\Omega, D_k, D_0, \emptyset$, for $k \in \mathbb{N}_+$.

(vi) The $S_c$-stable classes are $\Omega, C_a, E_a, P_a, C_a \cap E_b, X_1 \cap P_a, X_1 \cap C_a \cap E_b, D_0, D_0 \cap C_a, \emptyset$, for $a, b \in \{0, 1\}$.

(vii) The $S$-stable classes are $\Omega, X_1 \cap P_a, D_0, \emptyset$, for $a \in \{0, 1\}$.

(viii) The $T_c$-stable classes are $\Omega, C_a, E_a, P_a, C_a \cap E_b, D_0, D_0 \cap C_a, \emptyset$, for $a, b \in \{0, 1\}$.

(ix) The $T_0$-stable classes are $\Omega, C_0, D_0, D_0 \cap C_0, \emptyset$.

(x) The $T_1$-stable classes are $\Omega, E_1, D_0, D_0 \cap C_1, \emptyset$.

(xi) The $\Omega$-stable classes are $\Omega, D_0, \emptyset$.
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ABSTRACT

We provide a combinatorial interpretation of bi\(^s\)nomial coefficients, by using paths that lie on hypergrids. We also give a generalization of Catalan numbers, called as s-Catalan, through using s-Pascal triangle. Two identities of s-Catalan numbers are derived.

Keywords Bi\(^s\)nomial coefficients · s-Pascal triangle · Generalized Pascal Formula · Hypergrids · s-Catalan numbers.

1 Introduction

Bi\(^s\)nomial coefficients were introduced for the first time in 1730, by Abraham de Moivre [7], in his study to answer to the following question: "Considering \(L\) dice with \((s + 1)\) numbered faces. If they are thrown randomly, what would be the chance of the sum of exhibited numbers to be equal to \(k\)?", see also Hall and Knight [16]. Some years later, Euler [8, 9], studied these coefficients and derived a number of properties, as formulae (4), (6) below. In 1876, André [1] used combinations on words to establish several other properties.

Recently, the authors [3], published a paper that focused on a historical introduction of bi\(^s\)nomial coefficient, as well as a presentation of some new arithmetical properties of these numbers. First, we need to introduce some definitions and concepts concerning bi\(^s\)nomial coefficients, s-Pascal triangle and Catalan numbers.

1.1 Bi\(^s\)nomial Coefficients

Definition 1.1 Let \(s \geq 1\), \(n \geq 0\) be integers and let \(k \in \{0, 1, \ldots, sn\}\). The bi\(^s\)nomial coefficient denoted by \((n \choose k)\)\(_s\), is the coefficient of \(x^k\) in the following development

\[
(1 + x + x^2 + \cdots + x^s)^n = \sum_{k \geq 0} \binom{n}{k}_s x^k. \tag{1}
\]

For \(k < 0\) or \(k > sn\), we have, \((n \choose k)\)\(_s\) = 0. For \(s = 1\), we get the classical binomial coefficient \((n \choose k)\)\(_1\) = \((n \choose k)\). In the literature of bi\(^s\)nomial coefficients, we often meet the following well known properties

- Expression of bi\(^s\)nomial coefficients in terms of binomial coefficients,

\[
\binom{n}{k}_s = \sum_{j_1+j_2+\cdots+j_s=k} \binom{n}{j_1}_1 \binom{n}{j_2}_1 \cdots \binom{n}{j_s}_1. \tag{2}
\]

- de Moivre alternate summation,

\[
\binom{n}{k}_s = \sum_{j=0}^{\lfloor k/(s+1)\rfloor} (-1)^j \binom{n}{j}_1 \binom{k-j(s+1)+n-1}{n-1}. \tag{3}
\]
• Symmetry relation,\[ (n \choose k)_s = \binom{n}{sn-k}_s. \] (4)

• Generalized Pascal Formula,\[ (n \choose k)_s = \sum_{m=0}^{s} \binom{n-1}{k-m}_s. \] (5)

• Diagonal recurrence relation,\[ (n \choose k)_s = \sum_{m=0}^{n} \binom{n}{m} \binom{m}{k-m}_{s-1}. \] (6)

By definition, Pascal triangle is the triangular array of binomial coefficients, where each of their elements is calculated by using Pascal Formula, \( \binom{n}{k} = \binom{n-1}{k-1} + \binom{n-1}{k} \). We consider a generalization of Pascal triangle denoted by \( s \)-Pascal triangle, as the array of binomial coefficients that are generated by using Relation (5). For example, Table 1, gives the \( 3 \)-Pascal triangle in the left justified form. We find the first values of binomial coefficients in SLOANE [22], through using the codes A027907, A008287 and A053343, for, \( s = 2 \), \( s = 3 \) and \( s = 4 \), respectively.

<table>
<thead>
<tr>
<th>( n ) ( k )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>3</td>
<td>6</td>
<td>10</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>6</td>
<td>3</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>4</td>
<td>10</td>
<td>20</td>
<td>31</td>
<td>40</td>
<td>44</td>
<td>40</td>
<td>31</td>
<td>20</td>
<td>10</td>
<td>4</td>
<td>1</td>
</tr>
</tbody>
</table>

1.2 Catalan Numbers

For a well introduction to Catalan numbers, their properties and combinatorial interpretations, the reader can refer to Stanley [23], Kochy [19]. Catalan numbers, named after the Belgian mathematician Eugène Charles Catalan (1814-1894), are defined as follows,

\[ C_n = \frac{1}{n+1} \binom{2n}{n}, n \in \mathbb{Z}^+. \] (7)

The generating function of these numbers is,

\[ C(x) = \sum_n C_n x^n = \frac{1 - \sqrt{1 - 4x}}{2x}. \] (8)

Catalan numbers are given in Sloane [22], by using the code A000108, the first elements are,

\[ 1, 1, 2, 5, 14, 42, 132, 429, 1430, 4862, 16796, 58786, 208012, \ldots \]

These numbers could be generated by subtracting the mentioned columns of Pascal triangle, as given in Table 2. This permit us to get the three Formulae, (9), (10), (11).

\[ C_n = \binom{2n}{n} - \binom{2n}{n+1}, n \geq 0. \] (9)

\[ C_n = \binom{2n-1}{n} - \binom{2n-1}{n+1}, n \geq 1. \] (10)

\[ C_{n+1} = \binom{2n}{n} - \binom{2n}{n+2}, n \geq 0. \] (11)

In the following section, we give combinatorial interpretations of both binomial coefficients and generalized Pascal Formula, through using oriented paths that moving on Hypergrids.
Table 2: Right part of Pascal triangle.

\[
\begin{array}{cccc}
1 &  &  & \\
2 & 1 &  & \\
6 & 4 & 1 & 1 \\
20 & 15 & 6 & 1 \\
35 & 21 & 7 & 1 \\
70 & 56 & 28 & 8 \\
& & & \\
\left(\frac{2n}{n}\right) & \left(\frac{2n-1}{n+1}\right) & \left(\frac{2n-1}{n+1}\right) & \left(\frac{2n}{n+2}\right) \\
\end{array}
\]

2 Combinatorial interpretation of bi\(^{n}\)nomial coefficients

Freund [10], gave a combinatorial interpretation of bi\(^{n}\)nomial coefficients \(\binom{n}{k}\), as the number of different ways of distributing \(k\) objects among \(n\) cells, where each cell contains at most \(s\) objects, see also, Bondarenko [4]. Recently, A. Bazeniar et al., [2], provided an interpretation of these numbers, as the number of lattice paths that connect the two points of a grid, \((0, 0)\) and \((k, n-1)\), for \(0 \leq k \leq sn\), by taking at most \(s\) vertices in the eastern direction. We begin by giving some definitions and terminologies that we need in the rest of this paper.

2.1 Definitions and Notations

We denote by \(H_{n,s}\), an hypergrid of dimension \(n\), (we consider \(n\) ordered directions), such that each axis contains \(s\) vertices without counting the vertex of origin \(O\). As particular cases, for \(s = 1\) and \(n \geq 4\), hypergrids are called hypercubes, whereas, for \(n = 2\) and \(s \geq 2\), we talk about grids.

**Definition 2.1** Let \(n, s, p \in \mathbb{Z}^+\), \(i \in \{1, 2, \ldots, n\}\). An up-oriented path lying on the hypergrid \(H_{n,s}\), is a path of a finite length, such that

1. it starts from the vertex \(O\),
2. when the path reaches the vertex \(U\) by taking the \(i^{th}\) direction, it should reach a vertex \(V\) by taking the \((i+p)^{th}\) direction.

We denote by \(p_{i_1, i_2, \ldots, i_n}\), an up-oriented path lying on the hypergrid \(H_{n,s}\), that reached,

- \(i_1\) vertices by taking the 1\(^{st}\) direction,
- \(i_2\) vertices by taking the 2\(^{nd}\) direction,
- \(\vdots\)
- \(i_n\) vertices by taking the \(n^{th}\) direction,

with \(0 \leq i_m \leq s\), for \(m \in \{1, 2, \ldots, n\}\).

We represent the up-oriented path \(p_{i_1, i_2, \ldots, i_n}\), by the linear form,

\[
\underbrace{1 \cdots 1}_{i_1 \text{ times}} \underbrace{2 \cdots 2}_{i_2 \text{ times}} \cdots \underbrace{n \cdots n}_{i_n \text{ times}}
\]

or by the power form, \(1^{i_1}2^{i_2}\cdots n^{i_n}\). We denote by the number \(k\), the length of \(p_{i_1, i_2, \ldots, i_n}\), such that \(k = i_1 + i_2 + \cdots + i_n\), as well as \(P_{n,k,s}\) the set of all \(p_{i_1, i_2, \ldots, i_n}\) of length \(k\) that lie on the hypergrid \(H_{n,s}\).

**Example 2.1** In Figure 1, we differentiate an up-oriented path from ordinary paths that lie on the grid \(H_{2,3}\), as follows;

- The first path on the left is an up-oriented path because the directions are taken in an increasing order, then, we have, \(p_{3,1} = 1112 = 1^32^1\).
The second and the third paths to the right, are not up-oriented paths due to a disorder on directions of the two paths.

The following theorem gives a combinatorial interpretation of bi\(^n\)omial coefficients by counting the cardinality of the set \(P_{n,k,s}\).

**Theorem 2.1** For \(n,k,s \in \mathbb{Z}_+,\) with \(0 \leq k \leq sn\), we have, \(#P_{n,k,s} = \binom{n}{k}^s\).

**Proof 2.1** For \(n = 0, 1, 2\), it is easy to verify the statement. We Suppose it true for \(n\), let us prove it for the dimension \((n + 1)\). By using Relation (5), we get,

\[
\binom{n+1}{k} = \sum_{m=0}^{s} \binom{n}{k-m} = \binom{n}{k} + \binom{n}{k-1} + \cdots + \binom{n}{k-s} \\
= \sum_{i_{n+1}=0}^{s} \# \left\{ 1^{i_1}2^{i_2} \ldots n^{i_s}; \sum_{m=1}^{n} i_m = k - i_{n+1}; i_1, i_2, \ldots, i_n \leq s \right\} \\
= \sum_{i_{n+1}=0}^{s} \# \left\{ 1^{i_1}2^{i_2} \ldots n^{i_s}(n+1)^{i_{n+1}}; \sum_{m=1}^{n+1} i_m = k - i_{n+1}; i_1, i_2, \ldots, i_n \leq s \right\} \\
= \# \left\{ 1^{i_1}2^{i_2} \ldots n^{i_s}(n+1)^{i_{n+1}}; \sum_{m=1}^{n+1} i_m = k; i_1, i_2, \ldots, i_n, i_{n+1} \leq s \right\} \\
= \#P_{n+1,k,s}.
\]

**Example 2.2** In Figure 2, we count four possible up-oriented paths of length 3 in the hypercube \(H_{4,1}\). In Table 3, we distinguish these paths accordingly to their linear and power forms.

In fact, \(#\left\{ 1^{i_1}2^{i_2}3^{i_3}4^{i_4}; i_1 + i_2 + i_3 + i_4 = 3; i_1, i_2, i_3, i_4 \leq 1 \right\} = \binom{4}{3}_{1} = \binom{4}{3} = 4\).
In the following subsection, by using Theorem 2.1, we derive a combinatorial interpretation of generalized Pascal Formula over hypergrids.

2.2 Combinatorial interpretation of generalized Pascal Formula

Definition 2.2 We denote by $J_{n-1}$, the projection map on the hypergrid $H_{n-1,s}$, defined as,

$$J_{n-1} : P_{n,k,s} \rightarrow \bigcup_{m=0}^{s} P_{n-1,k-m,s}$$

Theorem 2.2 The generalized Pascal Formula, $\binom{n}{k}_s = \sum_{m=0}^{s} \binom{n-1}{k-m}_s$, can be interpreted over hypergrids by the following bijection, $P_{n,k,s} \sim \bigcup_{m=0}^{s} P_{n-1,k-m,s}$.

Proof 2.2 Obviously, the map $J_{n-1}$ is surjective by definition, so, $J_{n-1}(P_{n,k,s}) = \bigcup_{m=0}^{s} P_{n-1,k-m,s}$. On one hand, by Theorem 2.1, we have, $\#P_{n,k,s} = \binom{n}{k}_s$. On the other hand, for all $m_1, m_2 \in \{0, 1, \ldots, s\}$, such that $m_1 \neq m_2$, it is clear that $P_{n-1,k-m_1,s} \cap P_{n-1,k-m_2,s} = \emptyset$, so, $\#J_{n-1}(P_{n,k,s}) = \# \bigcup_{m=0}^{s} P_{n-1,k-m,s} = \sum_{m=0}^{s} \#P_{n-1,k-m,s} = \sum_{m=0}^{s} \binom{n-1}{k-m}_s = \binom{n}{k}_s$. Consequently, we have proved that the two sets $P_{n,k,s}$ and $\bigcup_{m=0}^{s} P_{n-1,k-m,s}$ have the same cardinality, then, they are in bijection.

Example 2.3 For $n = 4, k = 6, s = 3$, the generalized Pascal Formula, $\binom{4}{6}_3 = \sum_{m=0}^{3} \binom{3}{6-m}_3 = 10 + 12 + 12 + 10$, is interpreted over hypergrids by the following bijection, $P_{4,6,3} \sim P_{3,6,3} \cup P_{3,5,3} \cup P_{3,4,3} \cup P_{3,3,3}$, see Table 4.

Table 4: The bijection $P_{4,6,3} \sim P_{3,6,3} \cup P_{3,5,3} \cup P_{3,4,3} \cup P_{3,3,3}$, see Table 4.

<table>
<thead>
<tr>
<th>$P_{4,6,3}$</th>
<th>$P_{3,6,3}$</th>
<th>$P_{3,5,3}$</th>
<th>$P_{3,4,3}$</th>
<th>$P_{3,3,3}$</th>
<th>$P_{3,6,3}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>111222</td>
<td>111222</td>
<td>111234</td>
<td>111244</td>
<td>111444</td>
<td>111</td>
</tr>
<tr>
<td>111223</td>
<td>111223</td>
<td>222334</td>
<td>123344</td>
<td>122244</td>
<td>222</td>
</tr>
<tr>
<td>112223</td>
<td>112223</td>
<td>111334</td>
<td>112344</td>
<td>112344</td>
<td>333</td>
</tr>
<tr>
<td>112233</td>
<td>112233</td>
<td>112334</td>
<td>112234</td>
<td>112234</td>
<td>123</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>113334</td>
<td>113344</td>
<td>223344</td>
<td>233</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>113334</td>
<td>113344</td>
<td>223344</td>
<td>233</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>122234</td>
<td>112234</td>
<td>112234</td>
<td>233</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>122234</td>
<td>112234</td>
<td>112234</td>
<td>233</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>122234</td>
<td>112234</td>
<td>112234</td>
<td>233</td>
</tr>
<tr>
<td>122233</td>
<td>122233</td>
<td>122234</td>
<td>112234</td>
<td>112234</td>
<td>233</td>
</tr>
<tr>
<td>111224</td>
<td>111224</td>
<td>111344</td>
<td>111444</td>
<td>111444</td>
<td>111</td>
</tr>
</tbody>
</table>

3 Generalized Catalan numbers

In this section, our aim is to generalize Catalan numbers by using s-Pascal triangle, as well as to extend their identities corresponding to this generalization. First, we recall some generalizations of Catalan numbers.

Stanley, [23], Koshy, [19] and Grimaldi, [15], collect many combinatorial interpretations of Catalan numbers through using: paths, parenthesis, words or binary numbers, binary trees, . . . . In 1791, before Eugène Charles Catalan studied these numbers, Fuss, [11], introduced Fuss-numbers, given under many expressions, as, $F(k, n) = \frac{1}{(k-1)n+1} \binom{kn}{n}$, see [14], or, $F(k, n) = \frac{1}{kn+1} \binom{kn+1}{n}$, see [19], also as follows, $F(k, n) = \frac{1}{n} \binom{kn}{n-1}$, see, [15, 17]. We mention that, for $k = 2, F(2, n)$ gives the Catalan numbers. A combinatorial interpretation of these numbers is given as the number of paths from $(0, 0)$ to $(n, (k-1)n)$, which take steps of the set $\{(0, 1), (1, 0)\}$, that lie below the line $y = (k-1)x$, see [20].

Raney numbers, [21], are defined as $R(k, r, n) = \frac{r}{k^{n+r}} \binom{kn+r}{n}$, this is a generalization of Fuss-numbers, as we have, $R(k, 1, n) = F(k, n)$. $R(k, r, n)$ counts the forests composed by $r$ ordered rooted trees, with $k$ components and $n$ vertices, see [23].
Hilton and Pedersen, [17], presented a solution to the well known ballot problem, as well as they gave a generalization of Catalan numbers. They showed that the number of paths lie completely below the line \( y = x \), which connect the two points \((1,0)\) and \((a,b)\), for \( a > b \) two integers, is equal to the number \( \frac{a-b}{a+b} \binom{a+b}{a} \). As a particular case, for \( a = n + 1 \) and \( b = n \), we get the Catalan numbers.

Gessel,[12], called \( S(m, n) = \frac{(2m)! (2n)!}{m! n! (m+n)!} \) as Super-Catalan numbers. This is a generalization of Catalan numbers, as we have, \( S(1, n)/2 = C_n \). Gessel and Xin, [13], presented a combinatorial interpretation of these numbers for \( m = 2, 3 \), by using the famous Dyck paths.

Köc et al., [18], gave the following generalization, \( C(n, m) = \frac{n-m+1}{n+1} \binom{n+m}{n} \), with \( m \leq n \). As a particular case, \( C(n, n) \) gives Catalan numbers. They showed that \( C(n, m) \) is the number of paths from \((0,0)\) to \((n,m)\) through using right step and up-step without moving upper the line \( x = y \).

### 3.1 s-Catalan numbers

In the rest of this paper we consider an odd integer \( s \). First, we define central bi\(^{s}\)nomial coefficients as a generalization of central binomial coefficients, as follows

**Definition 3.1** For \( n \in \mathbb{Z}^+ \), central bi\(^{s}\)nomial coefficients are given by the following form, \( \binom{2n}{sn}_s \).

**Remark 3.1** Central bi\(^{s}\)nomial coefficients divide \( s \)-Pascal triangle into two symmetric parts, as in the classical case, for \( s = 1 \).

**Definition 3.2** For \( n \geq 0 \), we define \( s \)-Catalan numbers as

\[
C_{n,s} = \binom{2n}{sn}_s - \binom{2n}{sn+1}_s.
\]

(12)

The values which correspond to the \( s \)-Catalan numbers appeared in physics of particles theory (under another appellation), especially, in the issues related to spin multiplicities, see the two recent papers of, E. Cohen et al., [5] and T. Curtright et al., [6].

We get the \( s \)-Catalan numbers by subtracting from the middle column of the \( s \)-Pascal triangle, \( \binom{2n}{sn}_s \), its next column to the right of the same level, \( \binom{2n}{sn+1}_s \). For \( s = 3 \), Table 5 and Table 6, give the first numbers of \( 3 \)-Catalan numbers as follows,

\[
\begin{array}{cccccccc}
1 & 1 & 3 & 1 & 2 & 6 & 1 & 3 & 1 \\
4 & 12 & 40 & 10 & 6 & 20 & 3 & 10 & 35 \\
44 & 155 & 546 & 135 & 31 & 101 & 65 & 216 & 720 \\
580 & 2128 & 7728 & 1918 & 456 & 1554 & 336 & 1128 & 216 \\
8092 & 30720 & 121223668 & 5328 & 3823 \\
\end{array}
\]

Table 5: The first columns of \( 3 \)-Pascal triangle right part.

Through using \( 5 \)-Pascal triangle, the first values of \( 5 \)-Catalan numbers, are

\[
1, 1, 6, 111, 2666, 70146, 1949156, 56267133, 1670963202, 50720602314, \ldots,
\]

see [22], as A272391.

The following theorem gives the generalization of Formulae (10) and (11), respectively.
Table 6: Generating of $3$-Catalan numbers by definition.

<table>
<thead>
<tr>
<th>n</th>
<th>$(\frac{2^n}{3n})_3$</th>
<th>$(\frac{2^n}{3n+1})_3$</th>
<th>$C_{n,3} = (\frac{2^n}{3n})_3 - (\frac{2^n}{3n+1})_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>44</td>
<td>40</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>580</td>
<td>546</td>
<td>34</td>
</tr>
<tr>
<td>4</td>
<td>8092</td>
<td>7728</td>
<td>364</td>
</tr>
<tr>
<td>5</td>
<td>116304</td>
<td>112035</td>
<td>4269</td>
</tr>
<tr>
<td>6</td>
<td>1703636</td>
<td>1650792</td>
<td>52844</td>
</tr>
<tr>
<td>7</td>
<td>25288120</td>
<td>24608948</td>
<td>679172</td>
</tr>
<tr>
<td>8</td>
<td>379061020</td>
<td>370084832</td>
<td>8976188</td>
</tr>
<tr>
<td>9</td>
<td>5724954544</td>
<td>5603730876</td>
<td>12123668</td>
</tr>
<tr>
<td>10</td>
<td>86981744944</td>
<td>85316186400</td>
<td>166558544</td>
</tr>
</tbody>
</table>

Theorem 3.1 We have,

\[
C_{n,s} = \binom{2n - 1}{sn}_s - \binom{2n - 1}{sn + 1}_s, \quad n \geq 1. \tag{13}
\]

\[
C_{n+1,s} = \binom{2n}{sn}_s - \binom{2n}{sn + (s + 1)}_s, \quad n \geq 0. \tag{14}
\]

Proof 3.1 By using Formula (5), we get,

\[
C_{n,s} = \binom{2n}{sn}_s - \binom{2n}{sn + 1}_s = \sum_{m=0}^{s} \binom{2n-1}{sn-m}_s - \sum_{m=0}^{s} \binom{2n-1}{sn+1-m}_s = \left(\binom{2n-1}{sn-s}_s - \binom{2n-1}{sn+1}_s\right)_s. \tag{15}
\]

Formula (4) gives, \( \binom{2n-1}{sn-s}_s = \binom{2n-1}{sn}_s \), then we find, \( C_{n,s} = \binom{2n-1}{sn}_s - \binom{2n-1}{sn+1}_s \).

To get Formula (14), first we calculate \( C_{n+1,s} \), by using Formula (12), then we follow the same proof of Formula (13), by applying Formula (5) twice.

As a future work, we want to find a combinatorial interpretation of \( s \)-Catalan numbers, especially, by using up-oriented paths on hypergrids.
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ABSTRACT

The age $\mathcal{A}(G)$ of a graph $G$ (undirected and without loops) is the collection of finite induced subgraphs of $G$, considered up to isomorphy and ordered by embeddability. It is well-quasi-ordered (wqo) for this order if it contains no infinite antichain. A graph is path-minimal if it contains finite induced paths of unbounded length and every induced subgraph $G'$ with the same property admits an embedding of $G$. We construct $2^\mathbb{N}$ path-minimal graphs whose ages are pairwise incomparable with set inclusion and which are wqo. Our construction is based on uniformly recurrent sequences and lexicographical sums of labeled graphs.

Keywords (partially) ordered set · incomparability graph · graphical distance · isometric subgraph · paths · well quasi order · symbolic dynamic · sturmian words · uniformly recurrent sequences

1 Introduction and presentation of the results

We consider graphs that are undirected, simple and have no loops. Let $H = (X, F)$ be a graph and let $(G_x = (V_x, E_x))_{x \in X}$ be a family of graphs whose vertex sets are pairwise disjoint. The lexicographical sum of $(G_x)_{x \in X}$ (over the graph $H$) is the graph $H[G_x, x \in X]$ whose vertex set is $\bigcup_{x \in X} V_x$ and two vertices $u_x$ and $v_x$ are adjacent if $x = x'$ and $\{u_x, v_x\} \in E_x$ or $x \neq x'$ and $\{x, x'\} \in F$. If $H$ is empty i.e. $F = \emptyset$, the lexicographical sum is called a direct sum. Else if $H$ is a complete graph, then the lexicographical sum is called the complete sum.

Among those graphs with finite induced paths of unbounded length, we ask which one are unavoidable. If a graph is an infinite path, it can be avoided: it contains a direct sum of finite paths of unbounded length. This latter one, on the other hand, cannot be avoided. Indeed, two direct sums of finite paths of unbounded length embed in each other. Similarly, two complete sums of finite paths of unbounded length embed in each other. Hence, the direct sum, respectively the complete sum of finite paths of unbounded length are, in our sense, unavoidable. Are there other examples? This question is the motivation behind this article.

We recall that the age of a graph $G$ is the collection $\text{Age}(G)$ of finite induced subgraphs of $G$, considered up to isomorphy and ordered by embeddability (cf. [7]). It is well-quasi-ordered (wqo) for this order if it contains no infinite antichain. A path is a graph $P$ such that there exists a one-to-one map $f$ from the set $V(P)$ of its vertices into an interval $I$ of the chain $\mathbb{Z}$ of integers in such a way that $\{u, v\}$ belongs to $E(P)$, the set of edges of $P$, if and only if $|f(u) - f(v)| = 1$ for every $u, v \in V(P)$. If $I = \{1, \ldots, n\}$, then we denote that path by $P_n$: its length is $n - 1$, so, if $n = 2$, $P_2$ is made of a single edge, whereas if $n = 1$, $P_1$ is a single vertex. We denote by $P_\infty$ the path on $\mathbb{N}$. The detour of a graph $G$ in $\mathbb{G}$ is the supremum of the length of induced paths included in $G$. Our aim is to give a structural
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result on graphs with infinite detour (for the existence of infinite paths we refer to [14, 19, 27]. We say that a graph \( G \) is **path-minimal** if its detour is infinite and every induced subgraph \( G' \) with infinite detour embeds admits an embedding of \( G \). Let \( \oplus_n P_n \) respectively \( \sum_n P_n \) be the direct sum, respectively the complete sum of paths \( P_n \). These graphs are path-minimal graphs. There are others. Our main result is this.

**Theorem 1** There are \( 2^{\aleph_0} \) path-minimal graphs whose ages are pairwise incomparable and wqo.

Our construction uses uniformly recurrent sequences, and in fact Sturmian sequences (or billiard sequences) [17, 6], and lexicographical sums of labelled graphs. The existence of \( 2^{\aleph_0} \) wqo ages is a non trivial fact. It was obtained for binary relations in [21] and for undirected graphs in [24] and in [25]. The proofs were based on uniformly recurrent sequences. These sequences were also used in [15].

We leave open the following:

**Problems 1**

1. If a graph admits an embedding of finite induced path of unbounded length, does it embed a path-minimal graph?

2. If a graph is path-minimal, is its age wqo?

3. If a graph \( G \) is path-minimal, can \( G \) be equipped with an equivalence relation \( \equiv \) whose blocks are paths in such a way that \((G, \equiv)\) is path-minimal?

In some situations there are only two path-minimal graphs (up to equimorphy).

**Theorem 2** If the incomparability graph of a poset admits an embedding of finite induced paths of unbounded length, then it admits an embedding of the direct sum or the complete sum of finite induced paths of unbounded length.

If \( G := (V, E) \) is a graph, and \( x, y \) are two vertices of \( G \), we denote by \( d_G(x, y) \) the length of the shortest path joining \( x \) and \( y \) if any, and \( d_G(x, y) := +\infty \) otherwise. This defines a distance on \( V \) with values in the completion \( \overline{\mathbb{N}} := \mathbb{N} \cup \{+\infty\} \) of non-negative integers. This distance is the **graphic distance**. If \( A \) is a subset of \( V \), the graph \( G' \) induced by \( G \) on \( A \) is an **isometric subgraph** of \( G \) if \( d_{G'}(x, y) = d_G(x, y) \) for all \( x, y \in A \).

If instead of induced path we consider isometric paths, then

**Theorem 3** If a graph admits an embedding of isometric finite paths of unbounded length, then it admits an embedding of a direct sum of such paths.

We examine the primality of the graphs we obtain. Prime (or indecomposable) graphs are the building blocks of the construction of graphs ([2, 8, 9, 11, 12, 23, 26]). Direct and complete sums of finite paths of unbounded length are not prime and not equimorphic to prime graphs. We construct \( 2^{\aleph_0} \) examples, none of them being equimorphic to a prime one. We construct also \( 2^{\aleph_0} \) which are prime. These examples are minimal in the sense of [22], but not in the sense of [23] nor in the sense of [18] p. 92.

We conclude this introduction with:

1.0.1 **An outline of the proof of Theorem 1.**

It uses two main ingredients. One is the so called uniformly recurrent sequences (or words).

A **uniformly recurrent** word with domain \( \mathbb{N} \) is a sequence \( u := (u(n))_{n \in \mathbb{N}} \) of letters such that for any given integer \( n \) there is some integer \( m(u, n) \) such that for every factor \( v \) of \( u \) of length at most \( n \) appears as a factor of every factor of \( u \) of length at least \( m(u, n) \). [1, 3, 16, 6]. To a uniformly recurrent word \( u \) on the alphabet \( \{0, 1\} \) we associate \( P_u \), the path on \( \mathbb{N} \) with a loop at every vertex \( n \) for which \( u(n) = 1 \) and no loop at vertices for which \( u(n) = 0 \). Next comes the second ingredient.

Fix a binary operation \( * \) on \( \{0, 1\} \). Define the lexicographical sum of copies of \( P_u \) over the chain \( \omega \), denoted by \( P_\omega * \omega \), and made of pairs \( (i, v) \in \omega \times P_u \), with an edge between two vertices \( (i, n) \) and \( (j, m) \) of \( P_\omega * \omega \), such that \( i < j \), if \( u(n) * u(m) = 1 \). Since \( u \) is uniformly recurrent, the set \( \text{Fac}(u) \) of finite factors of \( u \) is wqo w.r.t the factor ordering, hence by a theorem of Higman [10] (see also [20]), the ages of \( P_u \) and of \( G_{(u, \omega)} := P_u * \omega \) are wqo. Deleting the loops, we get a graph that we denote \( \tilde{G}_{(u, \omega)} \) and whose age is also wqo. Let \( \tilde{G}_{(u, \omega)} \) be the restriction of \( \tilde{G}_{(u, \omega)} \) to the set \( \{(m, n) : n < m + 4\} \) of \( V := \mathbb{N} \times \mathbb{N} \). This restriction has the same age as \( \tilde{G}_{(u, \omega)} \) and it is path-minimal. If the
operation \(*\) is constant and equal to 0, respectively equal to 1, \(\hat{Q}(u,*)\) is a direct sum, respectively a complete sum of paths. To conclude the proof of the theorem, we need to prove that there is some operation \(*\) and \(2^{\aleph_0}\) words \(u\) such that the ages of \(\hat{G}(u,*)\) are incomparable. This is the substantial part of the proof. For that, we prove that if \(*\) is the Boolean sum or a projection and \(u\) is uniformly recurrent then every long enough path in \(\hat{G}(u,*)\) is contained in some projection (subset of the form \(\{1\} \times \mathbb{N}\)). This is a rather technical fact. We think that it holds for any operation. We deduce that if \(Fac(u)\) and \(Fac(u')\) are not equal up to reversal or to addition (mod 2) of the constant word 1 the ages of \(\hat{G}(u,*)\) and \(\hat{G}(u',*)\) are incomparable w.r.t. set inclusion. To complete the proof of Theorem 1, we then use the fact that there are \(2^{\aleph_0}\) uniformly recurrent words \(u_\alpha\) on the two-letter alphabet \(\{0,1\}\) such that for \(\alpha \neq \beta\) the collections \(Fac(u_\alpha)\) and \(Fac(u_\beta)\) of their finite factors are distinct, and in fact incomparable with respect to set inclusion (this is a well-known fact of symbolic dynamics, e.g. Sturmian words with different slopes will do [6], Chapter 6 page 143).

The proofs will appear in the full version of the paper.
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ABSTRACT

In this paper we revisit the so-called computation rules for calculus using a single nonassociative binary operation over possibly infinite sequences of integers. In this paper we focus on the symmetric maximum that is an extension of the usual maximum ∨ so that 0 is the neutral element, and −x is the symmetric (or inverse) of x, i.e., x ⊕ (−x) = 0. However, such an extension does not preserve the associativity of ∨. This fact asks for systematic ways of bracketing terms of a sequence using ⊕, and which we refer to as computation rules.

These computation rules essentially reduce to deleting terms of sequences based on the condition x ⊕ (−x) = 0, and they can be quasi-ordered as follows: say that rule 1 is below rule 2 if for all sequences of numbers, rule 1 deletes more terms in the sequence than rule 2. As it turns out, this quasi-ordered set is extremely complex, e.g., it has infinitely many maximal elements and atoms, and it embeds the powerset of natural numbers by inclusion.

Local properties of computation rules have also been presented by the authors, in particular, concerning their canonical representations. In this paper we address the problem of determining those computation rules that preserve the monotonicity of ∨, and present an explicit description of monotonic computation rules in terms of their factorized irredundant form.

Keywords Nonassociative calculus · symmetric maximum · computation rules · monotonic rules

1 Motivation

This short contribution is the continuation of the work initiated in [1, 2], and we refer the reader to these references for further motivation. Let L be a totally ordered set with bottom element 0, and let −L := {−a : a ∈ L} be its “symmetric” copy endowed with the reversed order. Consider the symmetric ordered structure ˜L := L ∪ (−L) \ {−0}, a bipolar scale analogous to the real line where the zero acts as a neutral element and such that a + (−a) = 0 (symmetry). In particular, −(−a) = a.

The symmetric maximum ⊕ is intended to extend the maximum on L with 0 as neutral element, while fulfilling symmetry. However, this symmetry requirement immediately entails that any extension ⊕ of the maximum operator ∨ cannot be associative. To illustrate this point, let L = N and observe that (2 ⊕ 3) ⊕ (−3) = 3 ⊕ (−3) = 0 whereas 2 ⊕ (3 ⊕ (−3)) = 2 ⊕ 0 = 2.

Nonetheless, Grabisch [3] showed that the “best” definition of ⊕ (see Theorem 1 below) is:

\[
a ⊕ b = \begin{cases} 
-\left(|a| \lor |b|\right) & \text{if } b \neq -a \text{ and } |a| \lor |b| = -a \text{ or } = -b \\
0 & \text{if } b = -a \\
|a| \lor |b| & \text{otherwise.}
\end{cases}
\] (1)

In other words, if b ≠ −a, then a ⊕ b returns the element that is the larger in absolute value among the two elements a and b. Moreover, it is not difficult to see that ⊕ satisfies the following properties:
(C1) $\otimes$ coincides with the maximum on $L^2$;
(C2) $a \otimes (-a) = 0$ for every $a \in \tilde{L}$;
(C3) $-(a \otimes b) = (-a) \otimes (-b)$ for every $a, b \in \tilde{L}$.

Hence, $\otimes$ almost behaves like $+$ on the real line, except for associativity $a \otimes (b \otimes c) = (a \otimes b) \otimes c$, for every $a, b, c \in \tilde{L}$. For instance, we have: $(-3 \otimes 3) \otimes 1 = 0 \otimes 1 = 1$ but $-3 \otimes (3 \otimes 1) = -3 \otimes 3 = 0$. However, it was shown in [3] that if one requires that (C1), (C2) and (C3) hold, then (1) is the best possible definition for $\otimes$.

**Theorem 1.** [3, Prop. 5] No binary operation satisfying (C1), (C2), (C3) is associative on a larger domain than $\otimes$.

Further properties of $\otimes$ were presented in [3, 1, Prop. 5]. In particular, it was shown that $\otimes$ is associative on an expression involving $a_1, \ldots, a_n \in \tilde{L}$, with $|\{i : a_i \neq 0\}| > 2$, if and only if $\bigwedge_{i=1}^{n} a_i \neq -\bigvee_{i=1}^{n} a_i$. Sequences fulfilling this condition were referred to as associative in [1].

To remove the ambiguity when evaluating $\otimes$ on nonassociative sequences, Grabisch [3] suggested ways of making $\otimes$ associative. The solution proposed was to define a rule of computation, that is, a systematic way of putting parentheses so that the result is no longer ambiguous. Let us present here informally three of these rules\(^1\) that are rather natural:

(i) aggregate separately positive and negative terms, then compute their symmetric maximum. Taking the sequence $3, 2, -3, 1, -3, -2, 1$, we obtain

\[
\otimes(3, 2, -3, 1, -3, -2, 1) = (3 \otimes 2 \otimes 1 \otimes 1) \otimes ((-3) \otimes (-3) \otimes (-2))
\]

\[
= 3 \otimes (-3) = 0.
\]

(ii) aggregate first extremal opposite terms to cancel them, till there is no more extremal opposite terms. This gives:

\[
\otimes(3, 2, -3, 1, -3, -2, 1) = (3 \otimes (-3)) \otimes (2 \otimes 1 \otimes (-3) \otimes (-2) \otimes 1)
\]

\[
= 0 \otimes (-3) = -3.
\]

(iii) the same as above, but first aggregate these extremal opposite terms. This gives:

\[
\otimes(3, 2, -3, 1, -3, -2, 1) = (3 \otimes ((-3) \otimes (-3))) \otimes (2 \otimes (-2)) \otimes (1 \otimes 1)
\]

\[
= (3 \otimes (-3)) \otimes 0 \otimes 1 = 0 \otimes 1 = 1.
\]

One sees that all results differ, and that many other rules can be created. In fact, it is more convenient to define a rule as a systematic way of deleting terms in a sequence of numbers, so as to make it associative, provided the way of deleting terms corresponds to some arrangement of parentheses. Indeed, the first rule consists in deleting all terms whenever the sequence does not fulfill the condition of associativity. The second rule consists in deleting recursively all pairs of extremal opposite elements, and the third rule deletes recursively all occurrences of extremal opposite elements. However, one has to be careful that any systematic way of deleting elements making any sequence associative does not necessarily correspond to an arrangement of parentheses. For example, deleting the maximal element $3$ in the above sequence makes it associative, however no arrangement of parentheses can produce this.

This framework based on rules of computation was formalized in [1], and we will recall it in the next section. We will also recall equivalent, yet semantically rather different, quasi-orderings of rules, and briefly survey the main characteristics of the resulting partially ordered set of (equivalent classes) of computation rules.

Denoting a computation rule by $R$, $\otimes_R$ is an unambiguously defined operator acting on any sequence of $\bar{L}$, by first making the sequence associative by means of $R$, and then computing the result by $\otimes$. Then, to any given computation rule $R$ corresponds an aggregation operator $\otimes_R$, aggregating all "numbers" of a sequence into a single number in $\tilde{L}$.

In the sequel, we only deal with countable sets $L$, so that $\bar{L}$ can be thought to be $\mathbb{Z}$. It follows that such a study is related to the aggregation of integers, in particular to the so-called integer means or $\mathbb{Z}$-means, see [4]. In the latter work, it is shown that the decomposability property introduced by Kolmogoroff [5] imposes a very limiting form of integer means, namely that the output depends only on the smallest and greatest entries. In [2], we have weakened the decomposability property and shown that a whole family of operators $\otimes_R$ can serve as integer means.

The main objective of this paper is to study monotonic computation rules $R$, that is, leading to an aggregation operator $\otimes_R$ which is monotonically nondecreasing w.r.t. all terms of the sequence. This property is a basic requirement in most fields of application, and this is why aggregation operators, defined on either real numbers or integers, are always required to be nondecreasing (see, e.g., any kind of means, median, order statistics, etc.). As it will be shown, not all computation rules are monotonic. The main result of this paper, shown in Section 3, is to give a characterization of the set of monotonic computation rules.

\(^1\)These will be revisited in Section 2 and formally defined in the proposed language formalism of [1].
2 Rules of Computation

We now recall the formalism of [1]. As we will only consider countable sequences of elements of $\bar{L}$, without loss of generality, we may assume that $\bar{L} = \mathbb{Z}$. In this way, elements of $\bar{L}^*$ are (finite) sequences of integers, denoted by $\sigma = (\lambda_i)_{i \in I}$ for some finite index set $I$, including the empty sequence $\varepsilon$, i.e.,

$$\bar{L}^* = \left( \bigcup_{n \in \mathbb{N}} (\bar{L})^n \right) \cup \{\varepsilon\},$$

This convention will simplify our exposition and establish connections to the theory of integer means.

Also, as $\Theta$ is commutative, the order of symbols in the word does not matter, and we can consider the decreasing order of the absolute values of the elements in the sequence (e.g., $5, 5, -5, -3, 2, -2, 1, 0$). Since sequences are ordered, we can consider the following convenient formalism for representing sequences. For an arbitrary sequence

$$\sigma = \left( n_1, \ldots, n_1, -n_1, \ldots, -n_1, n_q, \ldots, n_q, -n_q, \ldots, -n_q \right)$$

with $n_1 \geq \cdots \geq n_q$, let $\theta(\sigma) = (n_1, \ldots, n_q)$ be the sequence of absolute values (magnitudes) of integers in $\sigma$, and let $\psi(\sigma) = ((p_1, m_1), \ldots, (p_q, m_q))$ be the sequence of pairs of numbers of occurrence of these integers. For instance, if $\sigma = (3, 3, -3, 2, -2, -2, 1, 1, 1, 1)$, then

$$\theta(\sigma) = (3, 2, 1); \quad \psi(\sigma) = ((2, 1), (1, 2)(4, 0)).$$

Let $\mathcal{S}$ denote the set of all integer sequences in this formalism, including the empty sequence, and let $\mathcal{S}_0$ be the subset of all nonassociative sequences.

To facilitate the precise definition of rules of computation, we proposed [1] a language formalism over a 5-element alphabet made of 5 elementary rules $\rho_i : \mathcal{S} \rightarrow \mathcal{S}$ that act on $\sigma$ in the following way:

(i) Elementary rule $\rho_1$: if $p_1 > 1$ and $m_1 > 0$, then $p_1$ is changed to $p_1 = 1$;
(ii) Elementary rule $\rho_2$: same as in (i) with $p_1, m_1$ exchanged;
(iii) Elementary rule $\rho_3$: if $p_1 > 0$, $m_1 > 0$, the pair $(p_1, m_1)$ is changed into $(p_1 - c, m_1 - c)$, where $c = p_1 \wedge m_1$;
(iv) Elementary rule $\rho_4$: if $p_1 > 0$, $m_1 > 0$, and if $p_2 > 0$, then $p_2$ is changed into $p_2 = 0$;
(v) Elementary rule $\rho_5$: same as in (iv) with $m_2$ replacing $p_2$.

Hence, elementary rules delete terms only in nonassociative sequences, and leave the associative ones invariant.

A (well-formed) computation rule $R$ is a word built with the alphabet $\{\rho_1, \ldots, \rho_5\}$, i.e., $R \in \mathcal{L}(\rho_1, \ldots, \rho_5)$, such that $R(\sigma) \in \mathcal{S} \setminus \mathcal{S}_0$ for all $\sigma \in \mathcal{S}$. The set of (well-formed) computation rules is denoted by $\mathcal{R}$. Examples of rules are (words are read from left to right)

(i) $(\cdot )^+ = (\rho_4 \rho_5)\rho_1 \rho_2 \rho_3$, that corresponds to first putting parentheses around all positive terms and all negative terms, and then computing the symmetric maximum of the two results.
(ii) $(\cdot )^0 = \rho_3^0$, that corresponds to putting parentheses around each pair of maximal symmetric terms.
(iii) $(\cdot )^a = (\rho_1 \rho_2 \rho_3)^*$, that corresponds to putting parentheses around terms with the same absolute value and sign, and then to putting parentheses around each pair of maximal symmetric resulting terms.

It is shown in [1] that each computation rule $R \in \mathcal{R}$ corresponds to an arrangement of parentheses together with a permutation on the terms of sequences. Thus each $R \in \mathcal{R}$ turns the symmetric maximum into an associative operation $\Theta \circ R : \bar{L}^* \rightarrow \bar{L}$ defined by $\Theta \circ R = \Theta \circ \Theta \circ R$, where $R(\sigma) \in \mathcal{S} \setminus \mathcal{S}_0$ for all $\sigma \in \mathcal{S}$.

Moreover, each computation rule has the form $R = T_1 T_2 \cdots$, where each $T_i$ has the form $\omega \rho_1^\alpha \rho_2^\beta \rho_3$, with $\omega \in \mathcal{L}(\rho_4, \rho_5)$ and $\alpha, \beta \in \{0, 1\}$ (factorization scheme).\footnote{For convenience, we assume that $\Theta(\varepsilon) = \varepsilon$ and $\Theta(a) = a$, for every $a \in \bar{L}$.}

Now, to compute $\Theta \circ R(\sigma)$ one needs to delete symbols in the sequence $\theta(\sigma)$ exactly as they are deleted in $\psi(\sigma)$. This entails an ordering of $\mathcal{R}$ that is discussed below.

Let $R, R' \in \mathcal{R}$ and, for each sequence $\sigma = (a_i)_{i \in I}$, let $J_\sigma \subseteq I$ and $J'_\sigma \subseteq I$, be the sets of indices of the terms in $\sigma$ deleted by $R$ and $R'$, respectively. Then, we write $R \leq R'$ if for all sequences $\sigma \in \mathcal{S}$ we have $J_\sigma \supseteq J'_\sigma$. Clearly, it is

\footnote{Here, $\rho^0 = \varepsilon$ and $\rho^1 = \rho$.}
reflexive and transitive, and thus it is a preorder. This induces an equivalence relation \( \sim \) defined as follows: \( R \sim R' \) if \( R \leq R' \) and \( R' \leq R \). The following proposition reassembles several results in [1], and provides equivalent definitions of \( \sim \).

**Proposition 1.** Let \( R, R' \in \mathcal{R} \). Then the following assertions are equivalent.

(i) \( R \sim R' \).

(ii) \( \mathcal{Q}_R = \mathcal{Q}_{R'} \).

(iii) \( \ker(\mathcal{Q}_R) = \ker(\mathcal{Q}_{R'}) \), where \( \ker(\mathcal{Q}_R) \) denotes the kernel of \( \mathcal{Q}_R \) that is defined by

\[
\ker(\mathcal{Q}_R) = \{ \sigma \in \mathcal{S} \mid \mathcal{Q}_R(\sigma) = 0 \}.
\]

Furthermore, any two equivalent rules have exactly the same “factorized irredundant form”. Recall that a rule \( R \in \mathcal{R} \) is considered in [1] and shown to be highly complex. To give an idea, the subposet \( \mathcal{R}_{123} / \sim \) of equivalence classes endowed with the partial order induced by \( \leq \) was investigated in [1] and shown to be highly complex. To give an idea, the subposet \( \mathcal{R}_{123} / \sim \) of equivalence classes of rules \( R \in \mathcal{L}(\rho_1, \rho_2, \rho_3) \) has infinitely many maximal elements, and \( \mathcal{R}_{123} / \sim \geq \) (and thus \( \mathcal{R}_{123} / \sim = \) ) embeds the powerset \( 2^{\mathcal{N}} \) of natural numbers, and hence it is of continuum cardinality. For further results on \( \mathcal{R}_{123} / \sim = \) see [1].

The complex structure of \( \mathcal{R}_{123} / \sim = \) gives little hope to obtain a complete description of this poset. In addition to considering restrictions on the syntax of computation rules, another approach to provide local descriptions is to consider computation rules with certain desirable properties. One of such properties is monotonicity which is particularly relevant in applied mathematics, especially in decision making and aggregation theory. In the next section we provide the explicit description of monotonic computation rules in terms of their factorized irredundant form (FIF).

### 3 Monotonic computation rules

In this section we aim to describe those computation rules that are monotonic. Recall that a rule \( R \in \mathcal{R} \) is monotonic if \( \mathcal{Q}_R(a_1, \ldots, a_n) \leq \mathcal{Q}_R(a'_1, \ldots, a'_n) \), whenever \( a_i \leq a'_i \) for every \( n \in \mathbb{N} \) and \( i = 1, \ldots, n \). For instance, it is not difficult to see that both \( \langle \cdot \rangle_0 \) and \( \langle \cdot \rangle^+ \) are monotonic, however, \( \langle \cdot \rangle_- \) is not:

\[
\mathcal{Q}_R(\langle \cdot \rangle_-)(5, -5, -5, 4, 3) = 4 \quad \text{whereas} \quad \mathcal{Q}_R(\langle \cdot \rangle_-)(5, -5, -4, 4, 3) = 3.
\]

In order to study monotonicity, first observe the following facts.

(i) \( \mathcal{Q}_R \) is monotonic for every rule \( R \) on \( \mathcal{S} \setminus \mathcal{S}_0 \). Hence, we can consider only sequences in \( \mathcal{S}_0 \).

\footnote{Note that a certificate exists if and only if \( \omega \) neither contains \( \rho_4^*, \rho_5^* \) nor \( (\rho_4 \rho_5)^* \).}
(ii) It is sufficient to study the effect of increasing one element of the sequence \( \sigma \). If we increase \( n_k \) to \( n > n_1 \), then the sequence becomes associative, and the value of \( \rho_R \) is \( n \). Hence, it is sufficient to consider an increase to any value at most \( n_1 \).

**Lemma 1.** Let \( \sigma \in \mathcal{E}_0 \). Then \( \rho_R \) is monotonic w.r.t. any element \( n_1 \) or \( -n_1 \) of the sequence, for any rule \( R = T^1 T^2 \cdots \) with \( T^1 = \omega \rho_3 \).

**Proof.** Suppose that an element \( n_1 \) is changed to \( n_1' > n_1 \). Then the new sequence \( \sigma' \) becomes associative and \( \rho_R(\sigma') = n'_1 > \rho_R(\sigma) \). Suppose now that an element \( -n_1 \) is changed to \( -n_1 + \epsilon \leq n_2 \). Then \( (p_1, m_1) \) is changed to \( (p_1, m_1 - 1) \), which can only increase the result of \( \rho_R \), as \( p_1, p_2 \) are not present in \( T^1 \).

Let us start with computation rules with a single term.

**Lemma 2.** If \( R \) has the form \((\rho_4 \rho_5)^* \rho^*_2 \rho_3 \) then \( \rho_R \) is monotonic.

**Proof.** Let \( \sigma \in \mathcal{E}_0 \). After the application of \((\rho_4 \rho_5)^* \) only the first term \((p_1, m_1)\) remains, so that it is enough to study the effect of increasing \( \pm n_1 \). If \( n_1 \) is increased to \( n_1' \), then \( \rho_R(\sigma') = n_1' \), and if \( -n_1 \) is increased, this can only increase the result of \( \rho_R \).

**Lemma 3.** Let \( R \in \mathcal{R} \) be in FIF.

(i) Suppose that \( R \) has the form \( \omega \rho^* \rho_2 \rho_3 \) for \( \omega = \omega' \rho^*_2 \) with \( \omega' \in \mathcal{L}(\rho_4, \rho_5) \). Then \( R \) is monotonic if and only if \((a, b) = (a, 0)\), for \( a \in \{0, 1\} \), and \( \omega' = \varepsilon \).

(ii) Suppose that \( R \) has the form \( \omega \rho^* \rho_2 \rho_3 \) for \( \omega = \omega' \rho^*_2 \) with \( \omega' \in \mathcal{L}(\rho_4, \rho_5) \). Then \( R \) is monotonic if and only if \((a, b) = (0, b)\), for \( b \in \{0, 1\} \), and \( \omega' = \varepsilon \).

**Proof.** We show that (i) holds; the proof of (ii) is analogous. To see that the condition is necessary, suppose that \((a, b) = (a, 1)\), where \( a \in \{0, 1\} \). Consider the sequence \( \sigma_1 = (1, 2) \sigma_\omega \sigma' \), where \( \sigma_\omega \) is a certificate of \( \omega' \) and \( \sigma' \) a sequence such that the difference between the smallest absolute value of \( \sigma_\omega \) and the greatest absolute value of \( \sigma' \) is at least \( 2 \). Then \( \rho_R(\sigma_1) = -n \) for some \(-n \) in \( \sigma' \) if it exists, or \( \rho_R(\sigma_1) = 0 \).

Consider now the sequence \( \sigma_2 = (1, 1) \sigma_\omega(0, 1) \sigma' \), obtained from \( \sigma \) by increasing \(-n_1 \) to \(-n' \) greater than all \(-n \) in \( \sigma_\omega \) and smaller than all \(-n \) in \( \sigma' \). Clearly, \( \sigma_1 < \sigma_2 \) but \( \rho_R(\sigma_2) = -n' < \rho_R(\sigma_1) \).

To see that we must have \( \omega' = \varepsilon \), suppose to the contrary that \( \omega' \neq \varepsilon \). Hence, \( \omega' \) has the form \( \omega' = \omega'' \rho_5 \), otherwise we would have \( \omega'' \rho^*_2 = \rho^*_4 \). Consider the sequences \( \sigma = (1, 1) \sigma_\omega(0, 1)(0, 0) < (1, 1) \sigma_\omega(1, 0)(0, 1) = \sigma' \) where \( \sigma' \) has been obtained from \( \sigma \) by increasing the last but one element \(-n \) to \(-n' \) s.t. \( n' < n'' \), with \( n'' \) the last element in \( \sigma \). Then \( \rho_R(\sigma) = 0 > \rho_R(\sigma') = -n' \), which contradicts the fact that \( R \) is monotonic. Hence, \( \omega' = \varepsilon \).

To prove sufficiency, consider the case \((a, b) = (0, 0)\) (the case \((a, b) = (1, 0)\) is similar). Any sequence \( \sigma \) has the form \( \sigma = (p_1, m_1)(p_2, 0) \cdots (p_t, 0) \sigma' \) with \( t \geq 0 \). Note that (a) if \( p_1 > m_1 \), then \( \rho_R(\sigma) = n_1 \), (b) if \( p_1 < m_1 \), then \( \rho_R(\sigma) = n_1 \) (smallest value), and (c) if \( p_1 = m_1 \), \( \rho_R(\sigma) = -n \) if it exists in \( \sigma' \), or \( \rho_R(\sigma) = 0 \). It is not difficult to check that, in each case, any increase in \( \sigma \) can only result in an increase of \( \rho_R(\sigma) \).

We now extend our study to rules made of several terms, and we will make use of the two following auxiliary results to simplify our search for nonmonotonic rules.

**Lemma 4.** Suppose that \( \rho_R \) is not monotonic, and let \( T \in \mathcal{L}(\rho_1, \ldots, \rho_5) \) such that \( TR \in \mathcal{R} \) be in FIF. Then \( \rho_{TR} \) also is not monotonic.

**Proof.** Since \( TR \in \mathcal{R} \) is in FIF, \( T = T_1 T_2 \cdots T_j \cdots \) is finite and each term \( T_j \) has a certificate \( \sigma_j \). Hence, the composition \( \sigma = \sigma_1 \sigma_2 \cdots \sigma_i \cdots \) is a certificate of \( T \).

Suppose that \( \rho_R \) is not monotonic, and let \( \sigma' \) and \( \sigma'' \) be sequences such that \( \sigma' < \sigma'' \) and \( \rho_R(\sigma') > \rho_R(\sigma'') \). Consider the two composite sequences \( \sigma \sigma' \) and \( \sigma \sigma'' \). Clearly, \( \sigma \sigma' < \sigma \sigma'' \) but \( \rho_{TR}(\sigma \sigma') = \rho_R(\sigma') > \rho_R(\sigma'') = \rho_{TR}(\sigma \sigma'') \).

In other words, \( \rho_{TR} \) is not monotone.
Lemma 5. Let $R \in \mathcal{R}$ be in FIF, and let $T = \rho_k R$ with $k \geq 1$. Then, $\varnothing_R$ is monotonic if and only if $\varnothing_T$ is monotonic.

Proof. From Lemma 4 it follows that the condition is sufficient. Conversely, suppose that $\varnothing_R$ is monotonic. It suffices to prove that $\varnothing_{\rho_3 R}$ is monotonic and apply $k$ times the result. Consider any sequence $\sigma = (p_1, m_1) \sigma_1 \in \mathcal{S}_0$. By Lemma 1, $\varnothing_{\rho_3 R}$ is monotonic w.r.t. $\pm n_1$. Now, consider $\sigma'$ obtained by increasing any element in $\sigma_1$. Then

\[
\sigma' = \begin{cases} 
(p_1, m_1) \sigma_1' & \text{with } \sigma_1' > \sigma_1 \\
(p_1 + 1, m_1) \sigma_1' & \text{or}
\end{cases}
\]

In the first case, $\varnothing_{\rho_3 R}(\sigma') = \varnothing_{\rho_3 R}(\sigma)$ when $p_1 \neq m_1$, otherwise $\varnothing_{\rho_3 R}(\sigma') = \varnothing_R(\sigma'_1) \geq \varnothing_R(\sigma_1)$ since $R$ is monotonic.

Now, w.l.o.g. suppose that $\sigma_1 = (1, 0)$ and $\omega_k \neq \rho_3, (\rho_4 \rho_5)^*$, or

\[
\sigma_1 = (1, 0)
\]

obtained from $\sigma_1$ by augmenting $n_{|\omega_1|_{\rho_4} + 2}$ to $n_1$, where $|\omega_1|_{\rho_4}$ indicates the number of occurrences of $\rho_4$ in $\omega_1$. Although $\sigma_1 < \sigma_2$ we have

\[
\varnothing_R(\sigma_1) = n_{|\omega_1|_{\rho_4} + 2} > 0 = \varnothing_R(\sigma_2),
\]

and thus $\varnothing_R$ is not monotonic.

Lemma 6. Let $R = T^i T^2 \cdots$ be in FIF where $T^i = \omega_i \rho_1^a \rho_2^b \rho_3$. If there exists $k$ such that

- $(a_k, b_k) = (1, 0)$ and $\omega_k \neq \rho_4, (\rho_4 \rho_5)^*$, consider the sequences

\[
\sigma_1 = (1, 1)(1, 0)^{\omega_1}_{\rho_4} (1, 0) \quad \text{and} \quad \sigma_2 = (2, 1)(1, 0)^{\omega_1}_{\rho_4}
\]

obtained from $\sigma_1$ by augmenting $n_{\omega_1_{\rho_4}} + 2$ to $n_1$, where $|\omega_1|_{\rho_4}$ indicates the number of occurrences of $\rho_4$ in $\omega_1$. Although $\sigma_1 < \sigma_2$ we have

\[
\varnothing_R(\sigma_1) = n_{|\omega_1|_{\rho_4} + 2} > 0 = \varnothing_R(\sigma_2),
\]

and thus $\varnothing_R$ is not monotonic.

- $(a_k, b_k) = (0, 1)$ and $\omega_1 \neq \rho_5, (\rho_4 \rho_5)^*$, consider the sequences

\[
\sigma_1 = (1, 2)(0, 1)^{\omega_1}_{\rho_5} (0, 1) \quad \text{and} \quad \sigma_2 = (1, 1)(0, 1)^{\omega_1}_{\rho_5} (0, 1),
\]

obtained from $\sigma_1$ by increasing the value $-n_1$ to $-n_{|\omega_1|_{\rho_5} + 2}$. Clearly, $\sigma_1 < \sigma_2$ but $\varnothing_R(\sigma_1) = 0 > -n_{|\omega_1|_{\rho_5} + 2} = \varnothing_R(\sigma_2)$, and thus $\varnothing_R$ is not monotonic.

- The remaining case $(a_k, b_k) = (1, 1)$ and $\omega_1 \neq \rho_4, \rho_5, (\rho_4 \rho_5)^*$ is dealt with similarly.

We now consider the case where $(a_i, b_i) = (0, 0)$ in each term $T^i = \omega_i \rho_1^a \rho_2^b \rho_3$.

Lemma 7. Suppose $R = T^1 T^2 \cdots$ is in FIF, and that no term contains $\rho_1$ nor $\rho_2$. If there is $k \geq 1$ such that $\omega_k$ in $T^k$ is of the AFT type or equal to $\rho_0^a$ or $\rho_3^b$, then $\varnothing_R$ is not monotonic.

Proof. By Lemma 4, it suffices to consider the case $k = 1$. Suppose first that $R = \omega \rho_3 R'$ with $\omega$ of the AFT type, say $\omega = \rho_4^{\alpha_1} \rho_5^{\beta_1} \cdots \rho_4^{\alpha_i} \rho_5^{\beta_i}$. Consider the sequence

\[
\sigma = (1, 1)(1, 0)^{\chi_1}(0, 1)^{\xi_1}(1, 0)^{\chi_2}(0, 1)^{\xi_2}(1, 0)(1, 0)^{\eta_1}(1, 0)^{\gamma_1}(0, 1)^{\eta_2}(1, 0),
\]

Clearly, $\varnothing_R(\sigma) = n_{\eta_4}$, where $j$ is the first index such that $\chi_j = 1$, so that we obtain the sequence $\sigma'$. Clearly, we have $\sigma < \sigma'$ but $\varnothing_R(\sigma) = n_{\eta_2} > n_{\eta_3} = \varnothing_R(\sigma')$.

Now, w.l.o.g. suppose that $\omega = \rho_3^b$ with $\omega \neq \rho_4^a$; the other case $\omega = \rho_5^b$ with $\omega \neq \rho_5^a$ is dealt with similarly. Consider $\sigma = (1, 1)(1, 0)^{\alpha_1}(1, 0)(1, 0)$ and $\sigma'$ obtained from $\sigma$ by increasing the value of $n_{\alpha_2}$ to $n_2$, i.e.,

\[
\sigma = (1, 1)(2, 0)(1, 0)^{\alpha_1}(1, 0).
\]

In this case, we get $\varnothing_R(\sigma) = n_{\alpha_2} > n_{\alpha_3} = \varnothing_R(\sigma')$.

In both cases, we get that $\varnothing_R$ is not monotonic.

---

Footnote: Here $\chi_i = 1$ if $\alpha_i > 0$, otherwise $\chi_i = 0$. Similarly, $\xi_i = 1$ if $\beta_i > 0$, otherwise $\xi_i = 0$. 

---
We can now provide a complete description of monotonic rules.

**Theorem 2.** Let $R \in \mathcal{R}$ be in FIF. Then $\varnothing_R$ is monotonic if and only if either

(i) $R = \rho^*_3$, or

(ii) $R = \rho_3^k T$, where $T = \omega \rho_1^a \rho_2^b \rho_3$ satisfies the following conditions

- if $(a, b) = (1, 0)$, then $\omega = \rho_4^*$ or $(\rho_4 \rho_5)^*$,
- if $(a, b) = (0, 1)$, then $\omega = \rho_5^*$ or $(\rho_4 \rho_5)^*$,
- if $(a, b) = (1, 1)$, then $\omega = (\rho_4 \rho_5)^*$,
- if $(a, b) = (0, 0)$, then $\omega = \rho_4^* \rho_5^* (\rho_4, \rho_5)^*$.

**Proof.** Let us prove that all rules in (i) and (ii) are monotonic. It was already established that $\varnothing \rho^*_3 = \langle \cdot \rangle_0$ is monotonic. As for (ii), by using Lemma 5, it suffices to prove monotonicity for $R = T$, which is obtained by Lemmas 2 and 3.

It remains to prove that no other rule is monotonic. As rules are in FIF, no term can exist after $T$. Moreover, by Lemmas 6 and 7, no term of the form $T' = \omega' \rho_1^a \rho_2^b \rho_3$ with $\omega' \in \mathcal{L}(\rho_4, \rho_5)$ finite can occur before $T$ or before $\rho_k^3$. Furthermore, by Lemma 3, it is not possible to add a finite $\omega' \in \mathcal{L}(\rho_4, \rho_5)$ before $T$. Thus, every monotonic rule must be of one of the stated forms, and the proof of Theorem 2 is now complete.
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ABSTRACT

We present a structural approach of some results about jumps in the behavior of the profile (alias generating function) of hereditary classes of finite structures. We consider the following notion due to N.Thiéry and the second author. A monomorphic decomposition of a relational structure $R$ is a partition of its domain $V(R)$ into a family of sets $(V_x)_{x \in X}$ such that the restrictions of $R$ to two finite subsets $A$ and $A'$ of $V(R)$ are isomorphic provided that the traces $A \cap V_x$ and $A' \cap V_x$ have the same size for each $x \in X$. Let $\mathcal{J}_\mu$ be the class of relational structures of signature $\mu$ which do not have a finite monomorphic decomposition. We show that if a hereditary subclass $\mathcal{D}$ of $\mathcal{J}_\mu$ is made of ordered relational structures then it contains a finite subset $\mathcal{A}$ such that every member of $\mathcal{D}$ embeds some member of $\mathcal{A}$. Furthermore, for each $R \in \mathcal{A}$ the profile of the age $\mathcal{A}(R)$ of $R$ (made of finite substructures of $R$) is at least exponential. We deduce that if the profile of a hereditary class of finite ordered structures is not bounded by a polynomial then it is at least exponential. This result is a part of classification obtained by Balogh, Bollobás and Morris (2006) for ordered graphs.

Keywords: ordered set, well quasi-ordering, relational structures, profile, asymptotic enumeration, indecomposability, graphs, tournaments, permutations.

1 Introduction and presentation of the results

The profile of a class $\mathcal{C}$ of finite relational structures is the integer function $\varphi_{\mathcal{C}}$ which counts for each non negative integer $n$ the number of members of $\mathcal{C}$ on $n$ elements, isomorphic structures being identified. The behavior of this function has been discussed in many papers, particularly when $\mathcal{C}$ is hereditary (that is contains every substructure of any member of $\mathcal{C}$) and is made of graphs (directed or not), tournaments, ordered sets, ordered graphs or ordered hypergraphs. Furthermore, thanks to a result of Cameron [7], it turns out that the line of study about permutations (see [1]) originating in the Stanley-Wilf conjecture, solved by Marcus and Tardós (2004) [20], falls under the frame of the profile of hereditary classes of ordered relational structures (see [23, 25]). The results show that the profile cannot be arbitrary: there are jumps in its possible growth rate. Typically, its growth is polynomial or faster than every polynomial ([29] for ages, see [34] for a survey) and for several classes of structures, it is either at least exponential (e.g. for tournaments [4, 6], ordered graphs and hypergraphs [2, 3, 16] and permutations [14]) or at least with the growth of the partition function (e.g. for graphs [5]). For more, see the survey of Klazar [17].

In this paper, we consider hereditary classes of ordered relational structures. We describe those with polynomially bounded profile, we identify those with unbounded polynomial profile which are minimal w.r.t. inclusion and prove that their profile is exponential. The case of ordered binary relational structures and particularly the case of ordered

∗The first author was supported by CMEP-Tassili grant.
irreflexive directed graphs are treated in Chapter 8 of [22] and are presented in [26]. On the surface, the cases of ordered binary relational structures and the case of ordered relational structures are similar. But the case of ternary relations is more involved.

Let us present our main results. Each structure we consider is of the form \( R := (V, \leq, (\rho_j)_{j \in J}) \), where \( \leq \) is a linear order on \( V \) and each \( \rho_j \) is a \( n_j \)-ary relational structure on \( V \), that is a subset of \( V^{n_j} \) for some non-negative integer \( n_j \), the arity of \( \rho_j \). We will say that the sequence \( \mu := (n_j)_{j \in J} \) is the restricted signature of \( R \). The age of \( R \) is the set \( A(R) \) consisting of the structures induced by \( R \) on the finite subsets of \( V \). these structures being considered up to isomorphism. A relational structure of the form \((V, \leq)\) where \( \leq \) is a linear order on \( V \) is a chain; if it is of the form \( B := (V, \leq, \leq') \) where \( \leq \) and \( \leq' \) are two linear orders on \( V \) this is a bichain, and if it is of the form \( G := (V, \leq, \rho) \) where \( \rho \) is a binary relation this is an ordered directed graph. Chains, bichains and ordered directed graphs are the basic examples of ordered structures.

An interval decomposition of \( R \) is a partition \( P \) of \( V \) into intervals \( I \) of the chain \( C := (V, \leq) \) such that for every integer \( n \) and every pair \( A, A' \) of \( n \)-element subsets of \( V \), the induced structures on \( A \) and \( A' \) are isomorphic whenever the traces \( A \cap I \) and \( A' \cap I \) have the same number of elements for each interval \( I \). For example, if \( R \) is the bichain \((V, \leq, \leq')\), \( P \) is an interval decomposition of \( V \) iff each block \( I \) is an interval for each of the two orders and they coincide or are opposite on \( I \) (see [21]). If a relational structure \( R \) has an interval decomposition decomposition into finitely many blocks, say \( k + 1 \), then trivially, the profile of \( A(R) \) is bounded by some polynomial whose degree is, at most, \( k \).

According to a result of [35] this must be a quasi-polynomial, that is a sum \( a_k(n)n^k + \ldots + a_0(n) \) whose coefficients \( a_k(n), \ldots, a_0(n) \) are periodic functions. Here, we show that this is in fact a polynomial.

We prove that essentially the converse holds.

**Theorem 1.1.** Let \( \mathcal{C} \) be a hereditary class of finite ordered relational structures with a finite restricted signature \( \mu \). Then, either there is some integer \( k \) such that every member of \( \mathcal{C} \) has an interval decomposition into at most \( k + 1 \) blocks, in which case \( \mathcal{C} \) is a finite union of ages of ordered relational structures, each having an interval decomposition into at most \( k + 1 \) blocks, and the profile \( \mathcal{C} \) is a polynomial, or the profile of \( \mathcal{C} \) is at least exponential.

The jump of the growth of profile from polynomial to exponential was obtained for bichains by Kaiser and Klazar [14] and extended to ordered graphs by Balogh, Bollobás and Morris (2006) (Theorem 1.1 of [3]). Their results go much beyond exponential profile.

The first step of the proof of Theorem 1.1 is a reduction to the case where \( \mathcal{C} \) is of the form \( A(R) \). For that, we prove the following lemma:

**Lemma 1.2.** If a hereditary class \( \mathcal{C} \) of finite ordered relational structures with a finite signature \( \mu \) contains for every integer \( k \) some finite structure which has no interval decomposition into at most \( k + 1 \) blocks, then it contains a hereditary class \( \mathcal{A} \) with the same property which is minimal w.r.t. inclusion.

Clearly, \( \mathcal{A} \) cannot be the union of two proper hereditary classes, hence it must be up-directed w.r.t. embeddability. Thus, according to an old and well know result of Fraïssé [8] p.279, this is the age of some relational structure \( R \). Clearly, \( R \) is ordered and does not have a finite interval decomposition. Hence our reduction is done.

For the second step, we introduce the class \( \mathcal{D}_\mu \) of ordered relational structures of signature \( \mu, \mu \) finite, which do not have a finite interval decomposition. We define an equivalence relation \( \equiv_R \) on the domain of a relational structure \( R \) whose classes form a monomorphic decomposition, a notion previously introduced in [35]. This equivalence is an intersection of equivalences \( \equiv_{k, R} \). When \( R \) is ordered, there is some integer \( k \) such that \( \equiv_R \) and \( \equiv_{k, R} \) coincide. Using Ramsey’s theorem, we prove that

**Theorem 1.3.** There is a finite subset \( \mathfrak{A} \) of incomparable structures of \( \mathcal{D}_\mu \) such that every member of \( \mathcal{D}_\mu \) embeds some member of \( \mathfrak{A} \).

Note that if \( \mathcal{D} \) is the subclass of \( \mathcal{D}_\mu \) made of bichains then \( \mathfrak{A} \cap \mathcal{D} \) has twenty elements [21]. If \( \mathcal{D} \) is made of ordered reflexive (or irreflexive) directed graphs, \( \mathfrak{A} \cap \mathcal{D} \) contains 1246 elements (cf Theorem 8.23 of [26]).

The members of \( \mathfrak{A} \) have a special form. There are almost multichainable (a notion introduced by the second author in his thèse d’État [29] which appeared in [32] and [30]).

Next, we prove that the profile of members of \( \mathfrak{A} \) grows at least exponentially.

**Theorem 1.4.** If \( R \in \mathcal{D}_\mu^{(k)} \) then the profile \( \varphi_R \) is at least exponential. Indeed, for \( n \) large enough it satisfies \( \varphi_R(n) \geq d \cdot c^n \) where \( c \) is the largest solution of \( X^{k+1} - X^k - 1 = 0 \) and \( d \) is a positive constant depending upon \( k \).

In the case of ordered undirected graphs, it was proved in [3] that it grows as fast as the Fibonacci sequence.
From Lemma 1.2 and Theorem 1.1, we can deduce the following.

**Corollary 1.5.** If the profile of a hereditary class $C$ of finite ordered relational structures (with a finite restricted signature $\mu$) is not bounded by a polynomial then it contains a hereditary class $A$ with this property which is minimal w.r.t. inclusion.

**Proof.** If the profile of $C$ is not bounded by a polynomial then for every integer $k$ it contains some finite structure which has no interval decomposition into at most $k + 1$ blocks. According to Lemma 1.2 it contains a hereditary class $A$ with this property which is minimal w.r.t. inclusion. As already observed, there is some $R$ such that $A = \mathcal{A}(R)$. According to Theorem 1.1, the profile of $A$ is exponential. Since the profile of every proper subclass of $A$ is bounded by a polynomial, $A$ is minimal.

This result holds for arbitrary hereditary classes of relational structures (provided that their arity is finite). It appears in a somewhat equivalent form as Theorem 0.1 of [35]. It is not trivial, the main argument relies on a result going back to the thesis of the second author [29], namely Lemma 4.1 p. 23 of [35]. No complete proof has been yet published. The proof of Corollary 1.5 is complete.

The proof of Lemma 1.2 relies on properties of well-quasi-ordering and of ordered structures. The proof of Theorem 1.3 relies on Ramsey’s theorem. These results are part of the study of monomorphic decompositions of a relational structure, a notion introduced in [35] in the sequel of R. Fraïssé who invented the notion of monomorphy and C. Frasnay who proved the central result about this notion [9]. Indeed, an ordered relational structure has a finite interval decomposition if and only if it has a finite monomorphic decomposition. The profile of a class of finite relational structures, not necessarily ordered, each admitting a finite monomorphic decomposition in at most $k + 1$ blocks, is the union of finitely many ages of relational structures admitting a finite monomorphic decomposition in at most $k + 1$ blocks and is a quasi-polynomial (this is the main result of [35]). Lemma 1.2 extends. But, we do not know if Theorem 1.3 extends in general. We state that as a conjecture.

Let $\mathcal{S}_\mu$ be the class of all relational structures of signature $\mu$, $\mu$ finite, without any finite monomorphic decomposition.

**Conjecture 1.6.** There is a finite subset $\mathfrak{A}$ made of incomparable structures of $\mathcal{S}_\mu$ such that every member of $\mathcal{S}_\mu$ embeds some member of $\mathfrak{A}$

The difficulty is with ternary structures. We may note that if one restricts $\mathcal{S}_\mu$ to tournaments, there is a set $\mathfrak{A}$ with twelve elements [6]. The first author has shown that the conjecture holds if $\mathcal{S}_\mu$ consists of binary structures. She proved that for ordered reflexive graphs, $\mathfrak{A}$ contains 1242 elements. We show that if we consider the class of undirected graphs, $\mathfrak{A}$ has ten elements. The proof is easy, we give it in order to illustrate in a simple setting the technique used in the proof of Theorem 1.3. We may note that a graph has a finite monomorphic decomposition if and only if it decomposes into a finite lexicographic sum of cliques and independent sets. Hence our latter result can be stated as follows:

**Proposition 1.7.** There are ten infinite graphs such that a graph does not decompose into a finite lexicographic sum of cliques and independent sets if and only if it contains a copy of one of these ten graphs.

We may note that some of these graphs have polynomial profile, hence our machinery is not sufficient to illustrate the jump in profile beyond polynomials.

Results of this paper are included in Chapter 7 of the thesis of the first author [26]. They have been presented in part at ICGT 2014 (June 30-July 4 2014, Grenoble) [24]. Proofs are included in the full version of the paper.
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ABSTRACT

We consider Boolean, binary and symplectic dimensions of a graph. We obtain an exact formula for the Boolean dimension of a tree in terms of a certain star decomposition. We relate the binary dimension to the $\text{mrank}_2$ of a graph.
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1 Preliminaries

Let $\mathbb{F}_2$ be the 2-element field, identified with the set $\{0, 1\}$. Let $U$ be a vector space over $\mathbb{F}_2$, and $B$ be a bilinear form over $U$. This form is symmetric if $B(x, y) = B(y, x)$ for all $x, y \in U$. A vector $x \in U \setminus \{0\}$ is isotropic if $B(x, x) = 0$; two vectors $x, y$ are orthogonal if $B(x, y) = 0$. The form $B$ is said to be alternating if each $x \in U$ is isotropic, in which case $(U, B)$ is called a symplectic space. The form is a scalar product if $U$ has an orthonormal base (made of non-isotropic and pairwise orthogonal vectors). If $U$ has finite dimension, say $k$, we identify it with $\mathbb{F}_2^k$, the set of all $k$-tuples over $\{0, 1\}$; we suppose that the scalar product of two vectors $x := (x_1, \ldots, x_k)$ and $y := (y_1, \ldots, y_k)$ is $(x | y) := x_1y_1 + \cdots + x_ky_k$.
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The graphs we consider are undirected and have no loop. That is a graph is a pair \((V, E)\) where \(E\) is a subset of \(\mathcal{P}(V)\), the set of 2-element subsets of \(V\). Elements of \(V\) are the vertices and elements of \(E\) are its edges. The graph \(G\) is a pair \((V, E)\) where \(E\) is a subset of \(\mathcal{P}(V)\) and \(V\) is the set of vertices and \(E\) is its edges. For \(u, v \in V(G)\), we write \(u \sim v\) if there is an edge joining \(u\) and \(v\). For a vertex \(v \in V(G)\), we denote by \(N(v)\) the set of vertices in \(G\) adjacent with \(v\). We are going to define three notions of dimension of a graph. The graph does not need to be finite, but our main results are for finite graphs.

**Definition 1.1.** Let \(B: U \times U \to \mathbb{F}_2\) be a symmetric bilinear form. Let \(G\) be a graph. We say that \(\phi: V(G) \to U\) is a representation of \(G\) in \((U, B)\) if for all \(u, v \in V(G), u \neq v\), we have \(u \sim v\) if and only if \(B(\phi(u), \phi(v)) = 1\). The binary dimension of \(G\) is the least cardinal \(\kappa\) for which there exists a symmetric bilinear form \(B\) on a vector space \(U\) of dimension \(\kappa\) and exists a representation of \(G\) in \((U, B)\). The symplectic dimension of \(G\) is the least cardinal \(\kappa\) for which there exists a symplectic space \((U, B)\) in which \(G\) has a representation. When the bilinear form is a scalar product, a representation is called a Boolean representation. The Boolean dimension of \(G\) is the least cardinal \(\kappa\) for which \(G\) has a Boolean representation in a space of dimension \(\kappa\) equipped with a scalar product.

For the Boolean representation and the Boolean dimension, we have the following equivalent definition (Proposition 3.1 of [2]).

**Definition 1.2.** Let \(G\) be a graph. A Boolean representation is a family \(V := (V_i)_{i \in \kappa}\) of subsets of \(V\) such that \(u \sim v\) if and only if \(u\) and \(v\) belong to an odd number of \(V_i\)'s. The Boolean dimension is the minimum cardinality of the family \(V\) for which such a representation exists. The Boolean dimension of \(G\) is denoted by \(b(G)\).

This notion of Boolean dimension has been considered by Belkhechine et al. [2, 3] (see also [1, 7]). The symplectic dimension has also been considered by other authors, for example, [5, 6].

## 2 Boolean dimension of trees

In this section, we show that there is a nice combinatorial interpretation for the Boolean dimension of trees.

We mention the following result [Belkhechine et al. [3]].

**Lemma 2.1.** Let \(G := (V, E)\) be a graph, with \(V \neq \emptyset\). Let \(f: V \to \mathbb{F}_2^{|E|}\) be a boolean representation of \(G\). Let \(S \subseteq V\) such that \(S \neq \emptyset\). Suppose that for all \(A \subseteq S, A \neq \emptyset\), there exists \(v \in V \setminus A\) such that \(|N(v) \cap A|\) is odd. Then \(\{f(x) | x \in A\}\) is linearly independent.

This suggests the following definition.

**Definition 2.2 (Belkhechine et al. [3]).** Let \(G := (V, E)\) be a graph. A set \(U \subseteq V\) is called independent \((\text{mod } 2)\) if for all \(B \subseteq U, B \neq \emptyset\), there exists \(u \in V \setminus B\) such that \(|N_G(u) \cap B|\) is odd, where \(N_G(u)\) denotes the neighbourhood of \(u\) in \(G\); otherwise \(U\) is said to be dependent \((\text{mod } 2)\). Let \(a(G)\) denote the maximum size of an independent set \((\text{mod } 2)\) in \(G\). From now, we omit \((\text{mod } 2)\) unless it is necessary to talk about independence in the graph theoretic sense.

**Definition 2.3.** Let \(T := (V, E)\) be a tree. A star decomposition \(\Sigma\) of \(T\) is a family \(\{S_i, \ldots, S_k\}\) of subtrees of \(T\) such that each \(S_i\) is isomorphic to \(K_{1,m}\) (a star) for some \(m \geq 1\), the stars are mutually edge-disjoint, and their union is \(T\). For a star decomposition \(\Sigma\), let \(t(\Sigma)\) be the number of trivial stars in \(\Sigma\) (stars that are isomorphic to \(K_{1,1}\)), and let \(s(\Sigma)\) be the number of nontrivial stars in \(\Sigma\) (stars that are isomorphic to \(K_{1,m}\) for some \(m > 1\)). We define the parameter \(m(T) := \min \Sigma \{t(\Sigma) + 2s(\Sigma)\}\) over all star decompositions \(\Sigma\) of \(T\). A star decomposition \(\Sigma\) of \(T\) for which \(t(\Sigma) + 2s(\Sigma) = m(T)\) is called an optimal star decomposition of \(T\).

**Theorem 2.4.** For all trees \(T\), we have \(a(T) = b(T) = m(T)\).

We know that \(a(G) \leq b(G)\) for all graphs \(G\), and \(b(T) \leq m(T)\) for all trees \(T\). See Belkhechine et al. [3] for details.

The proof of Theorem 2.4 will depend on the following propositions.

**Definition 2.5.** A cherry in a tree \(T\) is a maximal subtree \(S\) isomorphic to \(K_{1,m}\) for some \(m > 1\) that contains \(m\) end vertices of \(T\). We refer to a cherry with \(m\) edges as an \(m\)-cherry.

**Proposition 2.6.** Let \(T := (V, E)\) be a tree that contains a cherry. If all proper subtrees \(T'\) of \(T\) satisfy \(a(T') = m(T')\), then \(a(T) = m(T)\).

**Proof.** Let \(x \in V\) be the center of a \(k\)-cherry in \(T\), with \(N_T(x) = \{u_1, \ldots, u_k, w_1, \ldots, w_k\}\), where \(d(u_i) = 1\) for all \(i\), and \(d(w_i) > 1\) for all \(i\). Here \(d(x)\) denotes the degree of vertex \(x\). For each \(i = 1\) to \(k\), let \(T_i\) be the maximal subtree that contains \(w_i\) but does not contain \(x\).

First, we show that any optimal star decomposition of \(T\) in which \(x\) is not the center of a star can be transformed into an optimal star decomposition in which \(x\) is the center of a star. Consider an optimal star decomposition \(\Sigma\) in which \(x\) is
not the center of a star. Therefore, edges $xu_i$ are trivial stars of $\Sigma$. Now if $k > 2$ or if there is a trivial star $xu_i$ in $\Sigma$, then we have modified $t(\Sigma) + 2s(\Sigma)$ by replacing all trivial stars containing $x$ by their union, which is a star centered at $x$. Hence, assume that $k = 2$ and each $u_i$ is the center of a nontrivial star $S_i$, which contains the edge $xu_i$. Now replace each $S_i$ by $S_i' := S_i - xu_i$, and add a new star centered at $x$ with edge set $\{xw_1, \ldots, xw_t, xu_1, xu_2\}$. The new decomposition is also optimal.

Now consider an optimal star decomposition $\Sigma$ in which $x$ is the center of a star. The induced decompositions on $T_i$ are all optimal since $\Sigma$ is optimal. Let for each $i \in \{1, \ldots, t\}$, let $A_i$ be a maximum size independent set in $T_i$. Hence $|A_i| = a(T_i) = m(T_i)$ for all $i$, and $m(T) = 2 + \sum_i m(T_i) = 2 + \sum_i a(T_i)$. We show that $A := \{x, u_1\} \cup (\cup_i A_i)$ is a maximum size independent set in $T$.

Consider a non-empty set $B \subseteq A$. We show that there exists $v \in V$ such that $|N_T(v) \cap B|$ is odd. If $x \in B$, then we take $v = u_2$. If $B = \{u_1\}$, then we take $v = x$. In all other cases, $B_i := B \cap V_i$ is non-empty for some $i$, and $x \notin B$. We find $v \in V_i \setminus B_i$ such that $|N_{T_i}(v) \cap B_i|$ is odd. Now $|N_T(v) \cap B|$ is odd since $x \notin B$ and $v$ is not adjacent to $u_1$. Moreover, $|A| = m(T)$.

**Proposition 2.7.** Let $T := (V, E)$ be a tree that contains a vertex $y$ of degree $2$ adjacent to a vertex $z$ of degree $1$. If $a(T - z) = m(T - z)$, then $a(T) = m(T)$.

**Proof.** First, we show that $m(T) = m(T - z) + 1$. If there is an optimal star decomposition of $T - z - y$ in which $x$ is the center of a star, then $m(t - z) = m(T - z - y)$ and $m(T) = m(T - z) + 1$, else $m(T - z) = m(T - z - y) + 1$ and $m(T) = m(T - z - y) + 2$.

Now we consider a maximum size independent set $A'$ in $T - z$. We have $|A'| = a(T - z) = m(T - z)$. We define $A := A' \cup \{y\}$ if $y \notin A'$, and $A := A' \cup \{z\}$ if $y \in A'$. We show that $A$ is independent in $T$.

**Case 1:** $y \notin A'$, hence $y \in A$ and $z \notin A$. Let $B \subseteq A, B \neq \emptyset$.

If $y \in B$, then $|N_T(z) \cap B|$ is odd.

If $y \notin B$, then $B \subseteq A'$, hence there exists $v \in V(T - z)$ such that $|N_{T - z}(v) \cap B|$ is odd, and $|N_T(v) \cap B|$ is odd.

**Case 2:** $y \in A'$, hence $z \in A$. Let $B \subseteq A, B \neq \emptyset$.

If $z \notin B$, then $B \subseteq A'$. Find $v \in V(T - z) \setminus B$ such that $|N_{T - z}(v) \cap B|$ is odd. Hence $|N_T(v) \cap B|$ is odd.

Now suppose that $z \in B$. If $B = \{z\}$, then $N_T(y) \cap B$ is odd. Otherwise, consider $(B \setminus \{z\})$, which is a subset of $A'$. Find $v \in V(T - z) \setminus (B \setminus \{z\})$ such that $|N_{T - z}(v) \cap (B \setminus \{z\})|$ is odd. If $v \neq y$, then $|N_T(v) \cap B|$ is odd and $x \in B$. In this case, let $B' := (B \setminus \{z\}) \cup \{y\}$. This is a subset of $A'$. Find $u \in V(T - z) \setminus B'$ such that $|N_{T - z}(u) \cap B'|$ is odd. Since $B'$ contains $x$ and $y$, we conclude that $u$ is not adjacent to any of $y$ and $z$, hence $|N_T(u) \cap B|$ is odd.

Thus we have shown that $A$ is independent. We have $a(T) \geq |A| = |A'| + 1 = m(T - z) + 1 = m(T)$. Since $a(T)$ cannot be more than $m(T)$, we have $a(T) = m(T)$.

**Proof of Theorem 2.4.** If a tree $T$ has 2 vertices, then $a(T) = m(T) = 1$. Each tree with at least 3 vertices contains a cherry or a vertex of degree $2$ adjacent to a vertex of degree $1$. (This is seen by considering the second-to-last vertex of a longest path in a tree.) Now induction on the number of vertices, using Propositions 2.6 and 2.7 implies the result.

**Remark 2.8.** Fallat and Hogben [4] consider the problem of minimum rank of graphs, and obtain a combinatorial description for the minimum rank of trees. The connection between minimum rank and the binary dimension is made clear in the next section for arbitrary graphs. Here we only state that in case of trees, the Boolean dimension, binary dimension and the minimum rank coincide, thus the formula given above for the Boolean dimension gives yet another combinatorial description for the minimum rank of a tree.

### 3 Binary and symplectic dimensions

A graph $G$ is called *reduced* if it has no isolated vertices and no two vertices have the same neighbourhood. Our definition is that from Godsil and Royle [6], where it is noted that there are slightly different definitions of ‘reduced’ in the literature.
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Let \( A(G) \) denote the adjacency matrix of \( G \). We denote the rank of a matrix \( M \) over \( \mathbb{F}_2 \) by \( \text{rank}_2(M) \), and define \( m\text{rank}_2(G) := \text{rank}_2(A(G)) \). Let \( D_n \) be the set of \( n \times n \) matrices with non-diagonal entries 0 and diagonal entries 0 or 1. Suppose that \( |V(G)| = n \). We define \( m\text{rank}_2(G) := \min \{ \text{rank}_2(D + A(G)) \mid D \in D_n \} \). In the following propositions, we relate the binary and symplectic dimensions of a graph \( G \) to its rank and \( m\text{rank}_2 \), respectively.

**Proposition 3.1.** Let \( G \) be a reduced graph on \( n \) vertices with adjacency matrix \( A(G) \). The symplectic dimension of \( G \) is equal to \( \text{rank}_2(G) \).

**Proof.** The argument is essentially based on [6], where it is shown that there exists a symplectic representation in a vector space over \( \mathbb{F}_2 \) of dimension \( r = \text{rank}_2(G) \).

As shown in [6], it is possible to write

\[
A(G) = \begin{pmatrix} M & H^T \\ H & N \end{pmatrix},
\]

where the matrix \( M \) is the adjacency matrix of a reduced \( r \)-vertex graph of rank \( r \), and \( H = RM \), and \( N = RH^T = RMRT \), which expresses the rows of the \( (n-r) \times n \) matrix \( (H \ N) \) as a linear combination of the rows of the \( r \times n \) matrix \( (M \ H^T) \). Rewriting, we have

\[
A(G) = \begin{pmatrix} M & MR^T \\ RM & RMRT \end{pmatrix} = \begin{pmatrix} I \\ R \end{pmatrix} M \begin{pmatrix} I \\ R^T \end{pmatrix},
\]

where the matrix \( I \) is the \( r \times r \) identity matrix. Thus \( M \) determines a non-degenerate symplectic form on \( \mathbb{F}_2^r \) given by \( B(x, y) := x^T MY \). Taking the columns of the \( r \times n \) matrix \( (I \ R^T) \) as the vertices of \( G \), we obtain a representation of \( G \) in \( (\mathbb{F}_2^r, B) \). Hence the symplectic dimension of \( G \) is at most \( r \).

Now suppose that there is a symplectic representation \( \phi \) of \( G \) in \( (\mathbb{F}_2^k, B) \) for some symplectic form \( B \) on \( \mathbb{F}_2^k \). We show that \( k \geq r \).

Writing \( \phi(V(G)) := \{ x_1, \ldots, x_n \} \), where \( x_1, \ldots, x_n \) are column vectors representing the vertices of \( G \) with respect to the standard basis, we can write \( A(G) = X^T MX \), where \( M \) is the symmetric \( k \times k \) matrix of the form \( B \) with respect to the standard basis \( \{ e_1, \ldots, e_k \} \) (i.e., \( M_{ij} = B(e_i, e_j) \)), and \( X := (x_1 \ldots x_n) \).

Now let \( X := (P \ Q) \), where \( P \) is a \( k \times k \) matrix (the first \( k \) columns of \( X \)) and \( Q \) is a \( k \times (n-k) \) matrix (the last \( n-k \) columns of \( X \)). Therefore,

\[
A(G) = \begin{pmatrix} P^T \\ Q^T \end{pmatrix} M \begin{pmatrix} P & Q \end{pmatrix} = \begin{pmatrix} P^T \\ Q^T \end{pmatrix} (MP \ MQ).
\]

Thus we have expressed the rows of \( A(G) \) as linear combinations of the rows of the \( k \times n \) matrix \( (MP \ MQ) \), which implies that \( k \geq r \).

**Proposition 3.2.** Let \( G \) be a reduced graph on \( n \) vertices with adjacency matrix \( A(G) \). The binary dimension of \( G \) is equal to \( m\text{rank}_2(G) \).

**Proof.** The proof of this proposition is similar to that of Proposition 3.1.

Let \( D \in D_n \). Suppose that the rank of \( D + A(G) \) is \( r \). As in Proposition 3.1, we write

\[
D + A(G) = \begin{pmatrix} M & H^T \\ H & N \end{pmatrix},
\]

where the matrix \( M \) is a symmetric matrix of rank \( r \) (it is the adjacency matrix of a graph which possibly has loops but no multiple edges), and \( H = RM \), and \( N = RH^T = RMRT \), which expresses the rows of \( (H \ N) \) as a linear combination of the rows of \( (M \ H^T) \). Rewriting, we have

\[
D + A(G) = \begin{pmatrix} M & MR^T \\ RM & RMRT \end{pmatrix} = \begin{pmatrix} I \\ R \end{pmatrix} M \begin{pmatrix} I \\ R^T \end{pmatrix},
\]

where the matrix \( I \) is the \( r \times r \) identity matrix. Thus \( M \) determines a non-degenerate bilinear form on \( \mathbb{F}_2^r \) given by \( B(x, y) := x^T MY \). Taking the columns of \( (I \ R^T) \) as the vertices of \( G \), we obtain a representation of \( G \) in \( (\mathbb{F}_2^r, B) \). Hence the binary dimension of \( G \) is at most \( r \), which further implies that the binary dimension of \( G \) is at most \( m\text{rank}_2(G) \) (by taking \( D \) that minimises \( \text{rank}_2(D + A(G)) \)).

Next we show that the binary dimension is at least \( m\text{rank}_2(G) \).
Let $B$ be a bilinear form on $\mathbb{F}_2^k$, and suppose that there exists a representation $\phi$ of $G$ in $(\mathbb{F}_2^k, B)$. We write $\phi(V(G)) := \{x_1, \ldots, x_n\}$, where $x_i$ are column vectors with respect to the standard basis of $\mathbb{F}_2^k$. Hence, for some $D$, we have $D + A(G) = X^T M X$, where $M$ is the symmetric matrix of the bilinear form $B$. As in Proposition 3.1, we write

$$D + A(G) = \begin{pmatrix} P^T \\ Q^T \end{pmatrix} M \begin{pmatrix} P & Q \end{pmatrix} = \begin{pmatrix} P^T \\ Q^T \end{pmatrix} (MP \quad MQ),$$

where $P$ and $Q$ are obtained from $X$ as before. Thus we have expressed the rows of $D + A(G)$ as linear combinations of the rows of the $k \times n$ matrix $(MP \quad MQ)$, which implies that $k \geq \text{rank}_2(D + A(G)) \geq \text{mrank}_2(G)$. Hence the binary dimension of $G$ is at least $\text{mrank}_2(G)$. □
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ABSTRACT

Let \( \binom{n}{k} \), \( \binom{B_n}{k} \), and \( \binom{D_n}{k} \) be the Eulerian numbers in the types A, B, and D, respectively—that is, number of permutations of \( n \) elements with \( k \) descents, the number of signed permutations (of \( n \) elements) with \( k \) type B descents, the number of even signed permutations (of \( n \) elements) with \( k \) type D descents. Let \( S_n(t) = \sum_{k=0}^{n-1} \binom{n}{k} t^k \) and \( B_n(t) = \sum_{k=0}^{n} \binom{B_n}{k} t^k \), and \( D_n(t) = \sum_{k=0}^{n} \binom{D_n}{k} t^k \). We give bijective proofs of the identity

\[ B_n(t^2) = (1 + t)^{n+1} S_n(t) - 2^n t S_n(t^2). \]

and of Stembridge’s identity

\[ D_n(t) = B_n(t) - n 2^{n-1} t S_{n-1}(t). \]

These bijective proofs rely on a representation of signed permutations as paths. Using the same representation we establish a bijective correspondence between even signed permutations and pairs \((w, E)\) with \( ([n], E) \) a threshold graph and \( w \) a degree ordering of \( ([n], E) \).

1 Introduction

For \( n \geq 0 \), we use \([n]\) for the set \( \{1, \ldots, n\} \) and \( S_n \) for the set of permutations of \( n \)-elements—that is, bijections of \([n]\). We write a permutation \( w \in S_n \) as a word \( w_1 w_2 \ldots w_n \) with \( w_i \in [n] \) and \( w_i \neq w_j \) for \( i \neq j \). A descent of \( w \in S_n \) is an index (or position) \( i \in [n-1] \) such that \( w_i > w_{i+1} \). The Eulerian number \( \binom{n}{k} \) counts the number of permutations \( w \in S_n \) that have \( k \) descent positions. This is, of course, one among the many interpretations that we can give to these numbers, see e.g. [14]. The given interpretation is closely related to order theory. Let us recall that the set \( S_n \) can be endowed with a lattice structure, see e.g. [11, 6]. The lattice \( S_n \) is known under the name of Permutahedron or weak (Bruhat) order. Exploiting the bijection between descent positions and lower covers of \( w \in S_n \), the Eulerian number \( \binom{n}{k} \) counts the number of permutations \( w \in S_n \) with \( k \) lower covers. In particular, \( \binom{n}{1} = 2^n - n - 1 \) is the number of join-irreducible elements in \( S_n \). A subtler order-theoretic interpretation is given in [2]: since the \( S_n \) are (join-)semidistributive as lattices, every element can be written canonically as the join of join-irreducible elements [9]; the numbers \( \binom{n}{k} \) counts then the permutations \( w \in S_n \) that can be written canonically as the join of \( k \) join-irreducible elements.

The symmetric groups \( S_n \) are particular instances of Coxeter groups, see [4]. Under the usual classification of finite Coxeter groups, the symmetric group \( S_n \) yields a concrete model for the Coxeter group \( A_{n-1} \) in the family A. Similarly to the symmetric groups, notions of length, descent, and inversion, and a weak order as well, can be defined for elements of an arbitrary Coxeter group [3]. We move our focus to the families B and D of Coxeter groups. More precisely, this paper concerns the Eulerian numbers in the types B and D. The Eulerian number \( \binom{B_n}{k} \) (resp., \( \binom{D_n}{k} \)) counts the number of elements in the group \( B_n \) (resp., \( D_n \)) with \( k \) descent positions. Order-theoretic interpretations of these numbers, analogous to the ones mentioned for the standard Eulerian numbers, are still valid. As the abstract
group \( A_{n-1} \) has a concrete realization as the symmetric group \( S_n \), the group \( B_n \) (resp., \( D_n \)) has a realization as the hyperoctahedral group of signed permutations (resp., the group of even signed permutations). Starting from these concrete representations of Coxeter groups in the types \( B \) and \( D \), we pinpoint some new representations of signed permutations relying on which we provide bijective proofs of known formulas for Eulerian numbers in the types \( B \) and \( D \). These formulas allow to compute the Eulerian numbers in the types \( B \) and \( D \) from the better known Eulerian numbers in type \( A \).

Let \( S_n(t) \) and \( B_n(t) \) be the Eulerian polynomials in the types \( A \) and \( B \):

\[
S_n(t) := \sum_{k=0}^{n-1} \binom{n}{k} t^k, \quad B_n(t) := \sum_{k=0}^{n} \binom{B_n}{k} t^k.
\] (1)

In [14, §13, p. 215] the following polynomial identity is stated:

\[
2B_n(t^2) = (1 + t)^{n+1} S_n(t) + (1 - t)^{n+1} S_n(-t).
\] (2)

Considering that, for \( f(t) = \sum_{k \geq 0} a_k t^k \),

\[
f(t) + f(-t) = 2 \sum_{k \geq 0} a_{2k} t^{2k},
\]

the polynomial identity (2) amounts to the following identity among coefficients:

\[
\langle B_n \rangle = \sum_{i=0}^{2k} \binom{n}{i} \binom{n+1}{2k-i}.
\] (3)

We present a bijective proof of (3) and also establish the identity

\[
2^n \binom{n}{k} = \sum_{i=0}^{2k+1} \binom{n}{i} \binom{n+1}{2k+1-i}.
\] (4)

Considering that, for \( f(t) = \sum_{k \geq 0} a_k t^k \),

\[
f(t) - f(-t) = 2 \sum_{k \geq 0} a_{2k+1} t^{2k+1},
\]

the identity (4) yields the polynomial identity:

\[
2^{n+1} t S_n(t^2) = (1 + t)^{n+1} S_n(t) - (1 - t)^{n+1} S_n(-t).
\]

More importantly, (3) and (4) jointly yield the polynomial identity

\[
(1 + t)^{n+1} S_n(t) = B_n(t^2) + 2^n t S_n(t^2).
\] (5)

Let now \( D_n(t) \) be the Eulerian polynomial in type \( D \):

\[
D_n(t) := \sum_{k=0}^{n} \binom{D_n}{k} t^k.
\]

Investigating further the terms \( 2^n S_n(t) \), we also ended up finding a simple bijective proof, that we present here, of Stembridge’s identity [22, Lemma 9.1]

\[
D_n(t) = B_n(t) - n 2^{n-1} t S_{n-1}(t),
\] (6)

which, in terms of the Eulerian numbers in type \( D \), amounts to

\[
\langle D_n \rangle = \langle B_n \rangle - n 2^{n-1} \langle n-1 \rangle.
\]

Let us remark that the proofs presented here follow different paths from known proofs of the identities (2) and (6). As suggested in [14], the first identity may be derived by computing the \( f \)-vector of the type \( B \) Coxeter complex and then by applying the transform yielding \( h \)-vector from the \( f \)-vector. A similar method is used in [22] to prove the identity (6). On the other hand, our proofs directly rely on the combinatorial properties of signed/even signed permutations and on the representation of these objects that we call the path representation of a signed permutation and simply barred permutations.
2 Notation, elementary definitions, and facts

The notation used is chosen to be consistent with [14]. As mentioned before, we use \([n]\) for the set \(\{1, \ldots, n\}\) and \(S_n\) for the set of permutations of \([n]\). We use \([n]_0\) for the set \(\{0, 1, \ldots, n\}\), \([-n]\) for \(\{-n, \ldots, -1\}\), and \([\pm n]\) for \(\{-n, \ldots, -1, 1, \ldots, n\}\). We write a permutation \(w \in S_n\) as a word \(w = w_1w_2 \ldots w_n\), with \(w_i \in [n]\). For \(w \in S_n\), its set of descents and its set of inversions\(^1\) are defined follows:

\[
\Des(w) := \{ i \in \{1, \ldots, n-1\} \mid w_i > w_{i+1} \}, \quad \Inv(w) := \{ (i, j) \mid 1 \leq i < j \leq n, w^{-1}(i) > w^{-1}(j) \}.
\]

Then, we let

\[
\des(w) := |\Des(w)|.
\]

The Eulerian number \(\binom{n}{k}\), counting the number of permutations of \(n\) elements with \(k\) descents, can be formally defined as follows:

\[
\binom{n}{k} := \{|w \in S_n \mid \des(w) = k\}.
\]

Let us define a signed permutation of \([n]\) as a permutation \(u\) of \([\pm n]\) such that, for each \(i \in [\pm n]\), \(u_{-i} = -u_i\). We use \(B_n\) for the set of signed permutations of \([n]\). When writing a signed permutation \(u\) as a word \(u_{-n} \ldots u_{-1}u_1 \ldots u_n\), we prefer writing \(u_i = x\) in place of \(-x\) if \(u_i < 0\) and \(|u_i| = x\). Also, we often write \(u \in B_n\) in window notation, that is, we only write the suffix \(u_1u_2 \ldots u_n\); indeed, the prefix \(u_{-n}u_{n-1} \ldots u_{-1}\) is uniquely determined by the suffix \(u_1u_2 \ldots u_n\), by mirroring it and by exchanging the signs. Obviously, the set \(B_n\) is a group and, as mentioned before, it is the standard model for a Coxeter group in the family \(B\) with \(n\) generators. Therefore, general notions from the theory of Coxeter groups (descent, inversion) apply to signed permutations. We present below as definitions the well-known explicit formulas for the descent and inversion sets of \(u \in B_n\). We let

\[
\Des_B(u) := \{ i \in \{0, \ldots, n-1\} \mid u_i > u_{i+1} \}, \quad \Inv_B(u) := \{ (i, j) \mid 1 \leq |i| \leq j \leq n, u^{-1}(i) > u^{-1}(j) \},
\]

where we set \(u_0 := 0\), so \(0\) is a descent of \(u\) if and only if \(u_1 < 0\),

\[
\des_B(u) := |\Des_B(u)|, \quad \binom{B_n}{k} := \{|u \in B_n \mid \des_B(u) = k\}.
\]

Finally, and recalling the definition in (1) of the Eulerian polynomials in the types \(A\) and \(B\), let us mention that the type \(A\) Eulerian polynomial is often (for example in [5]) defined as follows:

\[
A_n(t) := \sum_{k=1}^{n} \binom{n}{k-1} t^k = tS_n(t).
\]

We shall exclusively manipulate the polynomials \(S_n(t)\) and not the \(A_n(t)\). Notice that \(S_n(t)\) has degree \(n-1\) and \(B_n(t)\) has degree \(n\).

We shall introduce later even signed permutations and their groups, as well as related notions arising from the fact that these groups are standard models for Coxeter groups in the family \(D\).

For the time being, let us observe the following. For \(u \in B_n\), we let \(\Des_B^+(u) := \Des_B(u) \setminus \{0\}\)—thus \(\Des_B^+(u)\) is the set of strictly positive descents of \(u\). We have then:

**Lemma 2.1.** \(|\{u \in B_n \mid \des_B^+(u) = k\}| = 2^n \binom{n}{k}\).

**Proof.** By considering its window notation, a signed permutation \(u\) yields a mapping \(\tilde{u} : [n] \to [\pm n]\) with a unique decomposition of the form \(\tilde{u} = \iota \circ w\) with \(w \in S_n\) and \(\iota : [n] \to [\pm n]\) an order preserving injection such that \(x \in \iota([n])\) iff \(\langle x \rangle \not\subseteq \iota([n])\). The monotone injections with this property are uniquely determined by their positive image \(\iota([n]) \cap [n]\), so there are \(2^n\) such injections. Moreover, for \(i = 1, \ldots, n-1\), \(w_i > w_{i+1}\) if and only if \(u_i > u_{i+1}\), so \(\des_B^+((\iota \circ w)) = |\designs(w)|\). \(\Box\)

---

\(^1\)It is also also possible to define \(\Inv(w)\) as the set \(\{(i, j) \mid 1 \leq i < j \leq n, w_i > w_j\}\). We stick in this paper to the one given here.
3 Path representation of signed permutations, simply barred permutations

We present here our combinatorial tools to deal with signed permutations, the path representation and the simply barred permutations.

**Definition 3.1.** The path representation of \( u \in B_n \) is a triple \((\pi^u, \lambda^u_x, \lambda^u_y)\) where \(\pi^u\) is a discrete path, drawn on a grid \([n]_0 \times [n]_0\) and joining the point \((0, 0)\) to the point \((n, 0)\), \(\lambda^u_x : [n] \to [n]\), and \(\lambda^u_y : [n] \to [-n]\). The triple \((\pi^u, \lambda^u_x, \lambda^u_y)\) is constructed from \( u \) according to the following algorithm: (i) \( u \) is written in full notation as a word and scanned from left to right: each positive letter yields an East step (a length 1 step along the \(x\)-axis towards the right), and each negative letter yields a South step (a length 1 step along the \(y\)-axis towards the bottom); (ii) the labelling \(\lambda^u_x : [n] \to [n]\) is obtained by projecting each positive letter on the \(x\)-axis, (iii) the labelling \(\lambda^u_y : [n] \to [-n]\) is obtained by projecting each negative letter on the \(y\)-axis.

**Example 3.2.** Consider the signed permutation \( u := 2316\overline{7}5\), in window notation, that is, \(5\overline{7}4\overline{6}\overline{3}2\overline{3}16\overline{5}\), in full notation. Applying the algorithm above, we draw the path \(\pi^u\) and the labellings \(\lambda^u_x, \lambda^u_y\) as follows:

```
| 5 | 6 | 7 | 1 | 2 | 3 | 4 | 5 |
```

Therefore, \(\pi^u\) is the dashed blue path, \(\lambda^u_x\) is the permutation \(7423165\), and \(\lambda^u_y\) is \(74\overline{3}2\overline{3}1\overline{6}5\).

It is easily seen that, for an arbitrary \( u \in B_n \), \((\pi^u, \lambda^u_x, \lambda^u_y)\) has the following properties:

(i) \(\pi^u\) is symmetric along the diagonal,

(ii) \(\lambda^u_x \in S_n\) and, moreover, it is the subword of \( u \) of positive letters,

(iii) for each \( i \in [n] \), \(\lambda^u_x(i) = \overline{\lambda^u_x(i)}\) and, moreover, \(\lambda^u_y\) is the mirror of the subword of \( u \) of negative letters.

In particular, we see that the data \((\pi^u, \lambda^u_x, \lambda^u_y)\) is redundant, since we could give away \(\lambda^u_y\) which is completely determined from \(\lambda^u_x\).

**Proposition 3.3.** The mapping \( u \mapsto (\pi^u, \lambda^u_x) \) is a bijection from the set of signed permutations \( B_n \) to the set of pairs \((\pi, w)\), where \( w \in S_n \) and \(\pi\) is a discrete path from \((0, n)\) to \((n, 0)\) with East and South steps which, moreover, is symmetric along the diagonal.

We leave the reader convince himself of the above statement. Let us argue that the path representation of a signed permutation is, possibly, the more interesting combinatorial representation available to represent signed permutations. For example, the type B inversions of \( u \) can be identified with the type A inversions of \(\lambda^u_x\) and the unordered pairs or singletons \(\{w_i, w_j\}\) with \(1 \leq i \leq j \leq n\) such that the square \((i, j)\) lies below \(\pi^u\) (we index squares from left to right and from bottom to top). Indeed, \((i, j)\) lies below \(\pi^u\) if and only if \((j, i)\) does, by symmetry of \(\pi^u\).

With respect to Example 3.2, the set of type B inversions of \(\overline{2316\overline{7}5}\) is the disjoint union of the set of type A inversions of \(7423165\) and the set

\[
\{(-7, 7), (-4, 7), (-2, 7), (-3, 7), (-1, 7), (-6, 7), (-4, 4), (-2, 4), (-3, 4), (-1, 4), (-4, 6), (-2, 2)\}
\]

corresponding to the set of unordered pairs

\[
\{\{7, 7\}, \{7, 4\}, \{7, 1\}, \{7, 6\}, \{4, 4\}, \{4, 2\}, \{4, 3\}, \{4, 1\}, \{4, 6\}, \{2, 2\}\}.
\]

Let us argue for this formally.
Proposition 3.4. Let $u \in B_n$. For each $i, j$ with $1 \leq |i| \leq j \leq n$, $(i, j) \in \text{Inv}_B(u)$ if and only if either $1 \leq i < j \leq n$ and $(i, j) \in \text{Inv}(\lambda_u^0)$ or $i < 0$ and $((\lambda_u^n)^{-1}(i), (\lambda_u^n)^{-1}(j))$ appears below $\pi u$.

Proof. Let in the following $w = \lambda_u^n$. If $i > 0$, then the statement that $(i, j) \in \text{Inv}_B(u)$ if and only if $(i, j) \in \text{Inv}(w)$ follows since $w$ is the subword of $u$ (written in full notation) of positive integers. On the other hand, if $i < 0$, then recall that $(-i, j) \in \text{Inv}_B(u)$ if and only if $(-i, j) \in \text{Inv}(w)$ if and only if $(-j, i) \in \text{Inv}(u)$, where, in the expression Inv(u), $u$ is considered as a permutation of the linear order $[\pm n]$. Moreover, since the $\pi_x^\alpha$ is symmetric along the diagonal, observe that $(i, j)$ is below the $\pi_x^\alpha$ if and only $(j, i)$ is below the $\pi_x^\alpha$. Therefore, it will be enough to observe that for $y < 0$ and $x > 0$, $(x, y)$ is below $\pi_x^\alpha$ if and only if $x$ appears below $y$ in $u$, as suggested in the picture on the right.

We introduce next a second representation of signed permutations.

Definition 3.5. A simply barred permutation of $[n]$ is a pair $(w, B)$ where $w \in S_n$ and $B \subseteq \{1, \ldots, n\}$. We let $\text{SBP}_n$ be the set of simply barred permutations of $[n]$.

We think of $B$ as a set of positions of $w$, the barred positions. We have added the adjective “simply” to “barred permutation” since we do not require that $B$ is a superset of $\text{Des}(w)$, as for example in [10].

Example 3.6. Consider $(w, B)$ with $w = 7423165$ and $B = \{2, 4, 6\}$. We represent $(w, B)$ as a permutation divided into blocks by the bars, placing a vertical bar after $w_i$ for each $i \in B$, e.g. $74|23|16|5$. Notice that we allow a bar to appear in the last position, for example $34|1|2|6|5|7$ stands for the simply barred permutation $3412657$. Thus, a bar appears in the last position if and only if the last block is empty.

We describe next a bijection—that we call $\psi$—from the set $\text{SBP}_n$ to $B_n$. Let us notice that, in order to establish equiopotence of these two sets, other bijections are available and more straightforward.

Definition 3.7. For $(w, B) \in \text{SBP}_n$, we define the signed permutation $\psi((w, B)) \in B_n$ according to the following algorithm: (i) draw the grid $[n]_0 \times [n]_0$; (ii) since $B \subseteq [n]$, $B \times B$ defines a subgrid of $[n]_0 \times [n]_0$, construct the upper anti-diagonal $\pi$ of this subgrid; (iii) $\psi(w, B)$ is the signed permutation $u$ whose path representation $(\pi_u^w, \lambda_u^x, \lambda_u^y)$ equals $(\pi, w, \pi)$.

Example 3.8. The required construction can be understood as raising the bars and transforming them into a grid. For example, for the simply barred permutation $74|2|3|1|6|5$ (that is $(w, B)$ with $w = 7423165$ and $B = \{2, 3, 6\}$) the construction is as follows:

The dashed path is the anti-diagonal of the subgrid. The resulting signed permutation $\psi(w, B)$ is $\overline{23}16\overline{47}5$ as from Example 3.2.

Notice that the inverse image of $\psi$ has a possibly easier description, as it can be constructed according to the following algorithm: for $u \in B_n$, (i) construct the path representation $(\pi_u^w, \lambda_u^x, \lambda_u^y)$ of $u$, (ii) insert a bar in $w$ at each vertical step.
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of \( \pi^u \) (and remove consecutive bars), (iii) remove a bar at position 0 if it exists. Said otherwise, \( (w, B) = \psi^{-1}(u) \) is obtained from \( u \) by transforming each negative letter into a bar, by removing consecutive bars, and then by removing a bar at position 0 if needed.

In the following chapter we shall deal mostly with simply barred permutations. Even if we understand simply barred permutations just as shorthands for path representations of even signed permutations, some remarks are due:

**Lemma 3.9.** If \( u = \psi(w, B) \), then there is a bijection between the set \( B \) of bars and the set of \( xy \)-turns of \( \pi^u \).

## 4 Descents from simply barred permutations

We start investigating how the type B descent set can be recovered from a simply barred permutation.

**Proposition 4.1.** For a simply barred permutation \( (w, B) \), we have

\[
\text{des}_B(\psi(w, B)) = |\text{Des}(w) \setminus B| + \left\lceil \frac{|B|}{2} \right\rceil .
\]

**Proof.** Write \( u = \psi(w, B) \) in window notation and divide it in maximal blocks of consecutive letters having the same sign. If the first block has negative sign, add a zero positive block which is empty. Each change of sign \(+−\) among consecutive blocks yields a descent. These changes of sign bijectively correspond to \( xy \)-turns of \( \pi^u \) that lie on or below the diagonal. By Lemma 3.9, each bar determines an \( xy \)-turn and, by symmetry of \( \pi^u \) along the diagonal, the number of \( xy \)-turns that are on or below the diagonal is \( \left\lceil \frac{|B|}{2} \right\rceil \). Therefore this quantity counts the number of descents determined by a change of sign.

The other descents of \( \psi(w, B) \) are either of the form \( w_i w_{i+1} \) with \( w_i > w_{i+1} \) and \( w_i, w_{i+1} \) belonging to the same positive block, or of the form \( \overline{w_i w_{i+1}} \) with \( \overline{w_i} > \overline{w_{i+1}} \) and \( \overline{w_i}, \overline{w_{i+1}} \) belonging to the same negative block. These descents are in bijection with the descent positions of \( w \) that do not belong to the set \( B \).

The following lemma might be immediately proved by considering that \( 0 \in \text{Des}_B(u) \) if and only if, in the path representation of \( \psi(w, B) \), the first step of \( \pi^u \) is along the \( y \)-axis. In this case (and only in this case), \( \pi^u \) makes an \( xy \)-turn on the diagonal. This happens exactly when \( \pi^u \) has an odd number of \( xy \)-turns.

**Lemma 4.2.** We have \( 0 \in \text{Des}_B(\psi(w, B)) \) if and only if \( |B| \) is odd.

For each \( k \in \{0, 1, \ldots, n\} \), in the following we let \( \text{SBP}_{n,k} \) be the set simply barred permutations \( (w, B) \in \text{SBP}_n \) such that \( |D(w) \setminus B| + \left\lceil \frac{|B|}{2} \right\rceil = k \).

**Corollary 4.3.** The set \( \text{SBP}_{n,k} \) is in bijection with the set of signed permutations of \( n \) with \( k \) descents.

**Definition 4.4.** A loosely barred permutation of \( [n] \) is a pair \( (w, B) \) where \( w \) is a permutation of \( [n] \) and \( B \subseteq \{0, \ldots, n\} \) is a set of positions (the bars). We let \( \text{LBP}_n \) be the set of loosely barred permutations of \( [n] \).

Loosely barred permutations are being introduced only as a tool to index simply barred permutations independently of the even/odd cardinalities of their set of bars. Namely, for a loosely barred permutation \( (w, B) \), let us define its simplification \( \varsigma(w, B) \) by

\[
\varsigma(w, B) := (w, B \setminus \{0\}) .
\]

Then \( \varsigma(w, B) \) is a simply barred permutation whose set of bars has even (resp., odd) cardinality if either \( 0 \in B \) and \( |B| \) is odd (resp., even), or \( 0 \notin B \) and \( |B| \) is even (resp., odd). For a simply barred permutations \( (w, B) \), we shall often need to evaluate the expression \( \left\lceil \frac{|B\{0\}|}{2} \right\rceil \). We record this value once for all in the lemma below.

**Lemma 4.5.** For a loosely barred permutation \( (w, B) \) we have

\[
\left\lceil \frac{|B\{0\}|}{2} \right\rceil = \begin{cases} 
\frac{|B|}{2}, & \text{if } |B| \text{ is even}, \\
\frac{|B|-1}{2}, & \text{if } |B| \text{ is odd and } 0 \in B, \\
\frac{|B|+1}{2}, & \text{if } |B| \text{ is odd and } 0 \notin B .
\end{cases}
\]

Next, we define an involution—that we name \( \theta \)—from the set of loosely barred permutations to itself. For a loosely barred permutation \( (w, B) \), \( \theta(w, B) \) is defined by:

\[
\theta(w, B) := (w, \text{Des}(w) \Delta B) ,
\]
where $\Delta$ stands for symmetric difference. Let us insist that this involution is defined for all loosely barred permutations, not just for the simply barred permutations.\footnote{At the moment of writing we cannot pinpoint any other usage of this involution apart, of course, from yielding our bijections and counting results.}

**Lemma 4.6.** If $(u, C) = \theta(w, B)$, then
\[
|D(w)| + |B| = 2|D(u) \setminus C| + |C|.
\] (10)

**Proof.** Recall that $C = D(w)\Delta B$ and so $D(u) \setminus C = D(w) \cap B$. Equation (10) follows since $|D(w)| + |B| = |D(w)\Delta B| + 2|D(w) \cap B|$. \hfill \qed

More formally, we define a variant $\Theta_n$ of the correspondences $\theta$ defined in (9) as follows:
\[
\Theta_n(w, B) := \varsigma(\theta(w, B)) = (w, \Des(w)\Delta B \setminus \{ 0 \}).
\]

Notice that, this time, $\Theta_n : \LBP_n \to \SBP_n$.

**Definition 4.7.** For each $n \geq 0$ and $k \in [2n]_0$, we let $\LBP_{n,k}$ be the set of loosely barred permutations $(w, B)$ such that $|\Des(w)| + |B| = k$.

**Proposition 4.8.** For each $n \geq 0$ and $k \in [n]_0$, the restriction of $\Theta_n$ to $\LBP_{n,2k}$ yields a bijection $\Theta_{n,k}$ from $\LBP_{n,2k}$ to $\SBP_{n,k}$.

**Proof.** Let $(w, B) \in \LBP_{n,2k}$, so $|\Des(w)| + |B| = 2k$. Let also $(u, C) = \theta(w, B)$, so $\Theta_n(w, B) = (w, C \setminus \{ 0 \})$. Then, by (10),
\[
2k = 2|D(u) \setminus C| + |C|
\]
and so $|C|$ is even. Therefore
\[
|D(w) \setminus (C \setminus \{ 0 \})| + \left\lfloor \frac{|C \setminus \{ 0 \}|}{2} \right\rfloor = |D(u) \setminus C| + \left\lfloor \frac{|C \setminus \{ 0 \}|}{2} \right\rfloor = |D(u) \setminus C| + \frac{|C|}{2} = k,
\]
where in the last step we have used equation (8).

The transformation $\Theta_{n,k}$ is injective. If $\Theta_n(w, B) = \Theta_n(w', B')$, then $w = w'$ and $\Des(w) = \Des(w')$. Moreover, from $\Des(w)\Delta B \setminus \{ 0 \} = \Des(w)\Delta B' \setminus \{ 0 \}$ we deduce $B \setminus \{ 0 \} = B' \setminus \{ 0 \}$. If moreover $(w, B), (w', B') \in \LBP_{n,2k}$, then $|B| = 2k - |\Des(w)| = |B'|$ and $B \setminus \{ 0 \} = B' \setminus \{ 0 \}$ imply that $0 \in \Des(w)\Delta B$ if and only if $0 \in \Des(w)\Delta B'$. It follows that $B = B'$.

In order to show that the transformation $\Theta_{n,k}$ is surjective, let us fix $(u, C) \in \SBP_{n,k}$, so $|\Des(u) \setminus C| + \left\lfloor \frac{|C|}{2} \right\rfloor = k$. If $|C|$ is even, then $(w, B) := \theta(u, C)$ is such that $\Theta_n(w, B) = \theta(w, B) = (u, C)$ and, using equations (8) and (10), $(w, B) \in \LBP_{n,2k}$:
\[
|\Des(w)| + |B| = 2|\Des(u) \setminus C| + |C| = 2(\left\lfloor \frac{|C|}{2} \right\rfloor) = 2k.
\]
If $|C|$ is odd, then $(w, B) := \theta(u, C \cup \{ 0 \})$ is such that $\Theta_n(w, B) = (u, C)$ and $(w, B) \in \LBP_{n,2k}$:
\[
|\Des(w)| + |B| = 2|\Des(u) \setminus (C \cup \{ 0 \})| + |C \cup \{ 0 \}| = 2|\Des(u) \setminus C| + 2\left\lfloor \frac{|C| + 1}{2} \right\rfloor = 2(\left\lfloor \frac{|C|}{2} \right\rfloor) + 2k.
\]
\hfill \qed

**Definition 4.9.** For each $k \in [n - 1]_0$, we let $\SBP_{n,k}$ be the set of simply barred permutations $(w, B) \in \SBP_n$ such that $|\Des_B^+(\psi(w, B))| = k$.

Notice that
\[
|\Des_B^+(\psi(w, B))| = k \iff \begin{cases} 0 \notin \Des_B(\psi(w, B)) \text{ and } \des_B(\psi(w, B)) = k, \text{ or} \\ 0 \in \Des_B(\psi(w, B)) \text{ and } \des_B(\psi(w, B)) = k + 1. \end{cases}
\]

Using Lemma 4.2 and equation (7), for $(w, B) \in \SBP_n$ we have
\[
(w, B) \in \SBP_{n,k} \iff \begin{cases} |B| \text{ is even and } |D(w) \setminus B| + \left\lfloor \frac{|B|}{2} \right\rfloor = k, \text{ or} \\ |B| \text{ is odd and } |D(w) \setminus B| + \left\lfloor \frac{|B|}{2} \right\rfloor = k + 1. \end{cases}
\]
Proposition 4.10. For each \( k \in [n-1] \), the restriction of \( \Theta_n \) to \( \text{LBP}_{n,2k+1} \) yields a bijection \( \Theta_n^k \) from \( \text{LBP}_{n,2k+1} \) to \( \text{SBP}_n^k \).

Proof. Let \((w, B) \in \text{LBP}_{n,2k+1} \) and \((u, C) = \theta(w, B)\), so \( \Theta_n(w, B) = (w, C \setminus \{0\}) \). Thus \( |\text{Des}(w)| + |B| = 2k + 1 \) and, by (10),

\[
2k = 2|D(u) \setminus C| + |C| - 1,
\]

so in particular \( |C| \) is odd. Using equation (8), we obtain

\[
|D(u) \setminus C| + \left\lfloor \frac{|C \setminus \{0\}|}{2} \right\rfloor = \begin{cases} |D(u) \setminus C| + \frac{|C| - 1}{2} = k, & 0 \in C, \\ |D(u) \setminus C| + \frac{|C| + 1}{2} = k + 1, & 0 \notin C. \end{cases}
\]

Considering that \( |C| \) is odd, we have

\[
|D(u) \setminus (C \setminus \{0\})| + \left\lfloor \frac{|C \setminus \{0\}|}{2} \right\rfloor = \begin{cases} k, & |C \setminus \{0\}| \text{ is even}, \\ k + 1, & |C \setminus \{0\}| \text{ is odd}, \end{cases}
\]

that is, \((u, C \setminus \{0\}) = \Theta_n(w, B) \in \text{SBP}_n^k \).

The transformation \( \Theta_n^k \) is injective, the reason being similar to the one for \( \Theta_n \). If \( \Theta_n(w, B) = \Theta_n(w', B') \) then \( w = w' \) and \( \text{Des}(w) = \text{Des}(w') \). Moreover, from \( \text{Des}(w) \Delta B \setminus \{0\} = \text{Des}(w) \Delta B' \setminus \{0\} \) we deduce \( B \setminus \{0\} = B' \setminus \{0\} \). Considering now that \( |B| = 2k + 1 - |\text{Des}(w)| = |B'| \) and \( B \setminus \{0\} = B' \setminus \{0\} \), we derive \( 0 \in \text{Des}(w) \Delta B \) if and only if \( 0 \notin \text{Des}(w) \Delta B' \), whence \( B = B' \).

In order to show that the transformation \( \Theta_n^k \) is surjective, let us fix \((u, C) \in \text{SBP}_n^k \), so either (i) \( |C| \) is even and \( |D(u) \setminus C| + \left\lfloor \frac{|C|}{2} \right\rfloor = k \) or (ii) \( |C| \) is odd and \( |D(u) \setminus C| + \left\lfloor \frac{|C|}{2} \right\rfloor = k + 1 \).

Let us suppose (i). Then \((w, B) := \theta(w, C \setminus \{0\})\) is such that \( \Theta_n(w, B) = (u, C) \) and, using equations (8) and (10), \((w, B) \in \text{LBP}_{n,2k+1} \):

\[
|\text{Des}(w)| + |B| = 2|\text{Des}(u) \setminus C| + |C \setminus \{0\}| = 2|\text{Des}(u) \setminus C| + 2 \left\lfloor \frac{|C|}{2} \right\rfloor + 1 = 2 \left( |\text{Des}(u) \setminus C| + \left\lfloor \frac{|C|}{2} \right\rfloor + \frac{1}{2} \right) = 2k + 1.
\]

Let us suppose (ii). Then \((w, B) := \theta(w, C \setminus \{0\})\) is such that \( \Theta_n(w, B) = (u, C) \) and, using equations (8) and (10), \((w, B) \in \text{LBP}_{n,2k+1} \):

\[
|\text{Des}(w)| + |B| = 2|\text{Des}(u) \setminus C| + |C| = 2|\text{Des}(u) \setminus C| + 2 \left\lfloor \frac{|C|}{2} \right\rfloor = 2 \left( |\text{Des}(u) \setminus C| + \left\lfloor \frac{|C|}{2} \right\rfloor \right) = 2(k + 1) - 1 = 2k + 1.
\]

To end this section, we collect the consequences of the bijections established so far.

Theorem 4.11. The following relations hold:

\[
\binom{B_n}{k} = \frac{2^k}{k} \sum_{i=0}^{2k} \binom{n}{i} \binom{n+1}{2k-i}, \tag{3}
\]

\[
2^{n} \binom{n}{k} = \frac{1}{k} \sum_{i=0}^{2k+1} \binom{n}{i} \binom{n+1}{2k+1-i}. \tag{4}
\]

Proof. We have seen that signed permutations \( u \in B_n \) such that \( \text{des}_{\text{B}}(u) = k \) are in bijection (via the mapping \( \psi \) of Definition 3.7) with simply barred permutations in \( \text{SBP}^k \). Next, this set is in bijection (see Proposition (4.8)) with the set \( \text{LBP}_{n,2k} \) of loosely barred permutations \((w, B) \in \text{LBP}_n \) such that \( |\text{Des}(w)| + |B| = 2k \). The cardinality of \( \text{LBP}_{n,2k} \) is the right-hand side of equality (3).

The left-hand side of equality (4) is the cardinality of the set of signed permutations \( u \in B_n \) such that \( |\text{Des}_{\text{B}}(u)| = k \), see Lemma 2.1. This set is in bijection with the set \( \text{SBP}^k \), (via \( \psi \) defined in 3.7 and by the definition of \( \text{SBP}^k \)) which, in turn, is in bijection (see Proposition (4.10)) with the set \( \text{LBP}_{n,2k+1} \) of loosely barred permutations \((w, B) \in \text{LBP}_n \) such that \( |\text{Des}(w)| + |B| = 2k + 1 \). The cardinality of this set is the right-hand side of equality (4).
Theorem 4.12. The following relation holds:
\[ B_n(t^2) = (1 + t)^{n+1} S_n(t) - 2^n t S_n(t^2). \] (11)

Proof. By (3), \( \left\langle \frac{B_n}{k} \right\rangle \), which is the coefficient of \( t^{2k} \) in the polynomial \( B_n(t^2) \), is also the coefficient of \( t^{2k} \) in \( (1 + t)^{n+1} S_n(t) \). By (4), \( 2^n \left\langle \frac{1}{k} \right\rangle \) is the coefficient of \( t^{2k+1} \) in the polynomials \( 2^n t S_n(t^2) \) and \( (1 + t)^{n+1} S_n(t) \). Therefore
\[ B_n(t^2) + 2^n t S_n(t^2) = (1 + t)^{n+1} S_n(t), \]
whence equation (11).

5 Stembridge’s identity for Eulerian numbers in type D

Let us recall that a signed permutation \( u \in B_n \) is even signed if the number of negative letters in its window notation is even. The even signed permutations of \( B_n \) form a subgroup \( D_n \) of \( B_n \) and in fact the groups \( D_n \) are the standard models for abstract Coxeter groups of type \( D \).

Definitions analogous to those given in Section 2 for the types A and B can be given for type D. Namely, for \( u \in D_n \), we set
\[ \text{Des}_D(u) := \{ i \in \{0, 1, \ldots, n-1\} \mid u_i > u_{i+1} \}, \] (12)
where we have set \( u_0 = -u_2 \),
\[ \text{des}_D(u) := |\text{Des}_D(u)|, \quad \left\langle \frac{D_n}{k} \right\rangle := |\{ u \in D_n \mid \text{des}_D(u) = k \}|, \quad D_n(t) := \sum_{k=0}^{n} \left\langle \frac{D_n}{k} \right\rangle t^k. \]
The formula in (12) is the standard one, see e.g. [4, §8.2] or [1]. The reader will have no difficulties verifying that, up to renaming 0 by \( -1 \), the type \( D \) descent set of \( u \) can also be defined using the following, see [14, §13]:
\[ \text{Des}_D(u) := \{ i \in \{-1, 1, \ldots, n-1\} \mid u_i > u_{|i|+1} \}. \] (13)

It is convenient to consider a more flexible representation of elements of \( D_n \). If \( u \in B_n \), then its mate is the signed permutation \( \bar{u} \in B_n \) that differs from \( u \) only for the sign of the first letter. Notice that \( u = \bar{u} \). We define a forked signed permutation (see [14, §13]) as an unordered pair of the form \( \{u, \bar{u}\} \) for some \( u \in B_n \).

The path representation of a forked signed permutation is insensitive of how the diagonal is crossed, either from the West, or from the North. The following are possible ways to draw a forked signed permutation on a grid:

![Diagram](attachment:image.png)

Even if the formulas in (12) and (13) have been defined for even signed permutations, they still can be computed for all signed permutations. The formula in (13) is not invariant under taking mates, however the following lemma shows that this formula suffices to compute the number of type \( D \) descents of a forked signed permutation and therefore the Eulerian numbers \( \left\langle \frac{B_n}{k} \right\rangle \).

Lemma 5.1. For each \( u \in B_n, 1 \in \text{Des}_D(u) \) if and only if \( -1 \in \text{Des}_D(u) \). Therefore \( \text{des}_D(u) = \text{des}_D(u) \).

Proof. Suppose \( 1 \in \text{Des}_D(u) \), that is \( u_1 > u_2 \). Then \( u_{-1} = -(-u_1) = u_1 > u_2 \), and so \(-1 \in \text{Des}_D(u) \). The opposite implication is proved similarly.

For the last statement, observe that \( \text{Des}_D(u) = D_n \cup \{ i \in \{2, \ldots, n-1\} \mid u_i > u_{i+1} \} \) with \( D_n := \{ i \in \{1, -1\} \mid u_i > u_{|i|+1} \} \) and, by what we have just remarked, we have \( |D_n| = |D_n| \). It follows that \( |\text{Des}_D(u)| = |\text{Des}_D(u)| \). □
Our next aim is to derive Stembridge’s identity
\[ D_n(t) = B_n(t) - n2^{n-1}tS_{n-1}(t), \] (14)
see [22, Lemma 9.1], which, in term of the coefficients of these polynomials, amounts to
\[ \langle D_n \rangle_k = \langle B_n \rangle_k - n2^{n-1} \langle \frac{n-1}{k-1} \rangle. \] (15)

**Definition 5.2.** A signed permutation \( u \) is smooth if \( u_1, u_2 \) have equal sign and, otherwise, it is non-smooth.

The reason for naming a signed permutation smooth arises again from the path representation of a signed permutation: the smooth signed permutation is, between the two mates, the one that minimizes the turns nearby the diagonal, as suggested below with two pairs of mates as examples:

\[
\begin{array}{ccc}
\text{5} & \text{3} & \text{1} \\
\text{2} & \text{4} & \text{5} \\
\text{1} & \text{2} & \text{3}
\end{array}
\quad
\begin{array}{ccc}
\text{5} & \text{2} & \text{4} \\
\text{3} & \text{1} & \text{5} \\
\text{1} & \text{2} & \text{3}
\end{array}
\quad
\begin{array}{ccc}
\text{5} & \text{3} & \text{1} \\
\text{2} & \text{4} & \text{5} \\
\text{1} & \text{2} & \text{3}
\end{array}
\quad
\begin{array}{ccc}
\text{5} & \text{2} & \text{4} \\
\text{3} & \text{1} & \text{5} \\
\text{1} & \text{2} & \text{3}
\end{array}
\]

**Lemma 5.3.** If \( u \in B_n \) is smooth, then \(-1 \in \text{Des}_D(u)\) if and only if \(0 \in \text{Des}_B(u)\) and therefore \(\text{des}_D(u) = \text{des}_B(u)\).

**Proof.** Suppose \( 0 \in \text{Des}_B(u) \), so \( u_1 < 0 \) and \( u_2 < 0 \) as well, since \( u \) is smooth. Then \( u_{-1} = -u_1 > 0 > u_2 \), so \(-1 \in \text{Des}_D(u)\). Conversely, suppose \(-1 \in \text{Des}_D(u)\), that is, \( u_{-1} > u_2 \). If \( u_1 > 0 \), then \( 0 > -u_1 = u_{-1} > u_2 \), so \( u_1, u_2 \) have different sign, a contradiction. Therefore \( u_1 < 0 \) and \( 0 \in \text{Des}_B(u) \).

Next, we consider the correspondence—let us call it \( \chi \)—sending a non-smooth signed permutation \( u \in B_n \) to the pair \((|u_1|, u')\), where \( u' \) is obtained from \( u_2 \ldots u_n \) by normalising this sequence, so that it takes absolute values in the set \([n-1]\). For example \(\chi(6123475) = (6, 123465)\) and \(\chi(2316475) = (2, 215364)\), as suggested below:

\[ 6123475 \rightsquigarrow (6, 123465) \rightsquigarrow (2, 215364), \quad 2316475 \rightsquigarrow (2, 316475) \rightsquigarrow (2, 215364). \]

The process of normalizing the sequence \( u_2 \ldots u_n \) can be understood as applying to each letter of this sequence the unique order preserving bijection \( N_{n,x} : [\pm n] \setminus \{x, \pi\} \to [\pm n-1] \) where, in general, \( x \in [n] \) and, in this case, \( x = |u_1| \).

**Lemma 5.4.** Let \( n \geq 2 \). For each pair \((x, v)\) with \( x \in [n] \) and \( v \in B_{n-1} \), there exists a unique non-smooth \( u \in B_n \) such that \( \chi(u) = (x, v) \).

**Proof.** We construct \( u \) firstly by renaming \( v \) to \( v' \) so that none of \( x, \pi \) appears in \( v' \) (that is, we apply to each letter of \( v \) the inverse of \( N_{n,x} \)) and then by adding in front of \( v' \) either \( x \) or \( \pi \), according to the sign of the first letter of \( v' \).

**Lemma 5.5.** The correspondence \( \chi \) restricts to a bijection from the set of non-smooth signed permutations \( u \in B_n \) such that \( \text{des}_B(u) = k \) to the set of pairs \((x, v)\) where \( x \in [n] \) and \( v \in B_{n-1} \) is such that \(|\text{Des}_B^+(v)| = k - 1\).

**Proof.** We have already argued that \( \chi \) is a bijection from the set of non-smooth signed permutations \( u \) of \([n]\) to the set of pairs \((x, v)\) with \( x \in [n] \) and \( v \in B_{n-1} \). Therefore, we are left to argue that, for non-smooth \( u \) and \( v \), if \( \text{des}_B(u) = k \), then \(|\text{Des}_B^+(v)| = k - 1\). Since \( u_1, u_2 \) have different sign, then \(|\text{Des}_B(u) \cap \{0, 1\}| = 1\). Clearly, if \( \chi(u) = (x, v) \), then \( \text{Des}_B^+(v) = \{i - 1 \mid i \in \text{Des}_B(u) \cap \{2, \ldots, n-1\}\} \), from which the statement of the lemma follows.

**Theorem 5.6.** The following relations hold:
\[ \langle B_n \rangle_k = \langle D_n \rangle_k + n2^{n-1} \langle \frac{n-1}{k-1} \rangle, \quad B_n(t) = D_n(t) + n2^{n-1}tS_{n-1}(t). \]

**Proof.** Every signed permutation is either smooth or non-smooth. By Lemma 5.3, the smooth signed permutations with \( k \) type \( B \) descents are in bijection with the even signed permutations with \( k \) type \( D \) descents. ByLemma 5.5, the non-smooth signed permutations \( u \in B_n \) with \( k \) type \( B \) descents are in bijection with the pairs \((x, v) \in [n] \times B_{n-1}\) such \(|\text{Des}_B^+(v)| = k - 1\). Using Lemma 2.1, the number of these pairs is \( n2^{n-1} \langle \frac{n-1}{k-1} \rangle \).
Example 5.7. We end this section exemplifying the use of formulas (3) and (15) by which computation of the Eulerian numbers in type B and D is reduced to computing Eulerian numbers in type A. Let us mention that our interest in Eulerian numbers originates from our lattice theoretic work on the lattice variety of Permutohedra [19] and its possible extensions to generalized forms of Permutohedra [15, 18, 17]. Among these generalizations, we count lattices of finite Coxeter groups in the types B and D [3]. While it is known that the lattices \( B_n \), \( D_n \) span the same lattice variety of the permutohedra, see [6, Exercise 1.23], characterising the lattice variety spanned by the lattices \( D_n \) is an open problem. A first step towards solving this kind of problem is to characterize (and count) the join-irreducible elements of a class of lattices. In our case, this amounts to characterizing the elements \( x \in B_n \) (resp., in \( D_n \)) such that \( \des_B(x) = 0 \) (resp., \( \des_D(x) = 0 \)). The numbers \( \langle B_n \rangle \) and \( \langle D_n \rangle \) are known to be equal to \( 3^n - n - 1 \) and \( 3^n - n - 1 - n2^{n-1} \) respectively, see [14, Propositions 13.3 and 13.4]. Let us see how to derive these identities using the formulas (3) and (15). To this end, we also need the alternating sum formula for Eulerian numbers, see e.g. [14, page 12]:

\[
\left\langle \frac{n}{k} \right\rangle = \sum_{j=0}^{k} (-1)^j \binom{n+1}{j} (k+1-j)^n .
\]

For type B, we have

\[
\left\langle \frac{B_n}{1} \right\rangle = \left\langle \frac{n}{0} \right\rangle \binom{n+1}{2} + \left\langle \frac{n}{1} \right\rangle \binom{n+1}{1} + \left\langle \frac{n}{2} \right\rangle \binom{n+1}{0} = \binom{n+1}{2} + (2^n - n - 1)(n+1) + \binom{n}{2} = \binom{n+1}{2} + (2^n - n - 1)(n+1) + 3^n - 2^n(n+1) + \binom{n+1}{2} ,
\]

by (16)

\[
= 3^n - (n+1)^2 + 2 \binom{n+1}{2} = 3^n - (n+1)(n+1 - n) = 3^n - n - 1 .
\]

The computation in type D is then immediate from Stembridge’s identity (15):

\[
\left\langle \frac{D_n}{1} \right\rangle = \left\langle \frac{B_n}{1} \right\rangle - n2^{n-1} \left\langle \frac{n-1}{0} \right\rangle = 3^n - n - 1 - n2^{n-1} .
\]

6 Threshold graphs and their degree orderings

Besides presenting the bijective proofs, a goal of this paper is to exemplify the potential of the path representation of signed permutations. The attentive reader might object then that the path representation is not being used in Section 5. Indeed, after discovering this proof via this representation of signed permutations, we realized that the presentation of the proof could be simplified by avoiding mention of the path representation. It might be asked then whether the path representation yields something more, in particular with respect to the lattices of the Coxeter groups \( D_n \). We answer. The type D set of inversions of an even signed permutation (or of a forked signed permutation) can be defined as follows:

\[
\InvD(u) := \InvB(u) \setminus \{ (-i, i) \mid i \in [n] \} ,
\]

which, graphically, amounts to ignoring boxes on the diagonal:

As mentioned in Proposition 3.4, we can identify the set of inversions of a signed permutation \( u \) with the disjoint union of \( \Inv(\lambda^u_x) \) and a set of unordered pairs. For even signed permutations, this identification yields

\[
\InvD(u) = \Inv(\lambda^u_x) \cup E^u \quad \text{with} \quad E^u := \{ (i, j) \mid i, j \in [n], i \neq j, ((\lambda^u_x)^{-1}(i), (\lambda^u_x)^{-1}(j)) \text{ lies below } \pi^u \} .
\]
Thus, we may consider \(([n], E^u)\) as a simple graph on the set of vertices \([n]\). Let us recall the following standard definitions that apply to an arbitrary simple graph \((V, E)\) and to a vertex \(v \in V\):

\[
N_E(v) := \{ u \in V \mid \{ v, u \} \in E \}, \quad \deg_E(v) := |N_E(v)|, \quad N_E[v] := N(v) \cup \{ v \}.
\]

A linear ordering \(v_1, \ldots, v_n\) of \(V\) is a degree ordering of \((V, E)\) if \(\deg_E(v_1) \geq \deg_E(v_2) \geq \ldots \geq \deg_E(v_n)\). The vicinal preorder of a graph \((V, E)\), noted \(\prec_E\), is defined by saying that \(v \prec_E u\) iff \(N_E(v) \subseteq N_E[u]\). That the vicinal preorder is indeed a preorder is well known, see e.g. [12]. Next, we take Theorem 1 in [7] as the definition of the class of threshold graphs and consider, among the possible characterizations of this class, the one that uses the vicinal preorder.

**Definition 6.1.** A graph \((V, E)\) is threshold if it does not contain an induced subgraph isomorphic to one among \(K_{2,2}\), \(P_3\) and \(C_4\) (these graphs are illustrated in Figure 1).

**Proposition 6.2** (see e.g. [12, Theorem 1.2.4]). A graph \((V, E)\) is threshold if and only if the vicinal preorder is total.

With these tools available, let us observe the following:

**Theorem 6.3.** The mapping sending \(u\) to \((\lambda^u, E^u)\) is a bijection from the set \(D_n\) to the set of pairs \((w, E)\) such that \(([n], E)\) is a threshold graph and \(w \in S_n\) is a degree ordering on this graph.

**Proof.** We start arguing that, for \(u \in D_n\), \(([n], E^u)\) is a threshold graph and that \(\lambda^u\) is a degree ordering on this graph. Notice that \(E^u = E^u\), so we can suppose that \(u\) is the mate such that \(u_1 > 0\). Clearly, we can also suppose that \(\lambda^u\) is the identity permutation. Under these hypothesis, the paths \(\pi^n\) that are symmetric along the diagonal bijectively correspond to fixed-point free self-adjoint Galois connections, see e.g. [16] for the general correspondence between paths and sup-preserving functions. For a fixed-point free self-adjoint Galois connection we mean an antitone map \(f : [n]_0 \to [n]_0\) such that, for each \(x, y \in [n]_0\), \(x \leq f(y)\) iff \(y \leq f(x)\) and \(x \neq f(x)\). Moreover, under these hypothesis, we have that \(\{ x, z \} \subseteq E^u\) if and only if \(z \neq x\) and \(z \leq f(x)\), where \(f\) bijectively corresponds to \(\pi^n\). Then, if \(y < x\) and \(z \in N_{E^u}(x)\), then \(z \leq f(x)\) and \(y < f(y)\) and so either \(z = y\) or \(z \in N_{E^u}(y)\). We have argued that \(x < y\) implies that \(N_{E^u}(y) \subseteq N_{E^u}[x]\) which, in particular, implies that the identity permutation is a degree ordering on \(E^u\) and that the vicinal preorder is total, so \(([n], E^u)\) is a threshold graph.

The mapping sending \(u\) to \((\lambda^u, E^u)\) is clearly injective, so we are left to argue that every pair \((w, E)\), with \(([n], E)\) a threshold graph and \(w \in S_n\) a degree ordering on it, arises in this way. Again, we can assume that \(w\) is the identity permutation, so we need to find a fixed-point free self-adjoint Galois connection \(f : [n]_0 \to [n]_0\) such that, for \(x, z \in [n]\), \(\{ x, z \} \subseteq E\) if and only if \(x \neq z\) and \(z \leq f(x)\).

Observe that if \(\deg_E(y) \leq \deg_E(x)\), then necessarily we have \(N_E(y) \subseteq N_E[x]\), otherwise \(N_E(x) \subseteq N_E[y]\) and we get a contradiction. Thus, if \(x < y\), then \(N_E(y) \subseteq N_E[x]\), since the identity permutation is a degree ordering. Define then \(f(x) = \max N_E(x)\), with the conventions that \(\max \emptyset = 0\) and \(N_E(0) = \{ n \}\). For \(x, z \in [n]\), if \(\{ x, z \} \subseteq E\), then \(z \in N_E(x)\) and then \(z \leq f(x)\). Conversely, if \(z \leq f(x)\), then \(x \in N_E(f(x)) \subseteq N_E[z]\), so if \(x \neq z\), then \(x \in N_E(z)\) and \(\{ x, z \} \subseteq E\). Finally \(f\) is a fixed-point free self-adjoint Galois connection: it is fixed-point free since \(x \notin N_E(x)\), and it is easily seen that \(y \leq f(x)\) if and only if \(x \leq f(y)\), for each \(x, y \in [n]_0\), property that also implies that \(f\) is antitone. \(\square\)

Let us remark that Theorem 6.3 also yields a natural presentation of the weak ordering on \(D_n\) as follows: under the bijection, \((w_1, E_1) \leq (w_2, E_2)\) holds if and only if \(w_1 \leq w_2\) in the weak ordering of \(S_n\) and, moreover, \(E_1 \subseteq E_2\). This poset (actually a lattice, since it is isomorphic to \(D_n\)) is built out from threshold graphs but is only loosely related to the lattice of threshold graphs of [13] where unlabeled (that is, up to isomorphism) threshold graphs are considered.

That threshold graphs are related to the families \(B\) and \(D\) in the theory of Coxeter groups has already been observed, see e.g. [8], [20, Exercise 5.25], and [21, Exercise 3.115]. As part of possible future research, it is tempting to investigate further the bijection presented in Theorem 6.3 (which can be further adapted to fit the type \(B\)) and try to understand if it plays any important role with respect to the problem, partly solved in [8], of characterizing free sub-arrangements of the Coxeter arrangements \(B_n\).
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ABSTRACT

We assign a relational structure to any finite algebra in a canonical way, using solution sets of equations, and we prove that this relational structure is polymorphism-homogeneous if and only if the algebra itself is polymorphism-homogeneous. We show that polymorphism-homogeneity is also equivalent to the property that algebraic sets (i.e., solution sets of systems of equations) are exactly those sets of tuples that are closed under the centralizer clone of the algebra. Furthermore, we prove that the aforementioned properties hold if and only if the algebra is injective in the category of its finite subpowers. We also consider two additional conditions: a stronger variant for polymorphism-homogeneity and for injectivity, and we describe explicitly the finite semilattices, lattices, Abelian groups and monounary algebras satisfying any one of these three conditions.
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1 Introduction

Various notions of homogeneity appear in several areas of mathematics, such as model theory, group theory, combinatorics, etc. Roughly speaking, a structure \( A \) is said to be homogeneous if certain kinds of local morphisms (i.e., morphisms defined on “small” substructures of \( A \)) extend to endomorphisms of \( A \). Specifying the kind of morphisms that are expected to be extendible, one can define many different versions of homogeneity. We consider a variant called polymorphism-homogeneity introduced by C. Pech and M. Pech [1] that involves “multivariable” homomorphisms: we require extendibility of homomorphisms defined on finitely generated substructures of direct powers of \( A \) (see Section 2.4 for the precise definition).

We study polymorphism-homogeneity of finite algebraic structures and of certain relational structures constructed from algebras. Since homomorphisms depend on the term operations, not on the particular choice of basic operations, we work mainly with the clone \( C = \text{Clo}(A) \) of term operations of the algebraic structure \( A = (A, F) \) (i.e., \( C \) is the clone generated by \( F \); see Section 2.1). An \( n \)-ary operation \( f : A^n \to A \) can be regarded as an \((n + 1)\)-ary relation, called the graph of \( f \), denoted by \( f^* \) (see Section 2.3). Probably the most natural way to convert \( A \) into a relational structure is to consider the graphs of the operations of \( A \), thus we define \( C^* = \{ f^* : f \in C \} \) to be the set of graphs of term operations of \( A \). We will prove that if the relational structure \((A, C^*)\) is polymorphism-homogeneous, then the algebra \( A \) is also polymorphism-homogeneous, but the converse is not true in general.

To construct a relational structure that is equivalent to \( A \) in terms of polymorphism-homogeneity, observe that the relation \( f^* \) is nothing else than the solution set of the equation \( f(x_1, \ldots, x_n) = x_{n+1} \). We might consider more
general equations where the right hand side is not necessarily a single variable: let \( C^\circ \) be the set of solution sets of equations of the form \( f(x_1, \ldots, x_n) = g(x_1, \ldots, x_n) \), where \( f, g \in C \). It turns out that \( (A, C^\circ) \) is the “right” choice for a relational counterpart of \( \mathbb{A} \): the algebra \( \mathbb{A} \) is polymorphism-homogeneous if and only if the relational structure \( (A, C^\circ) \) is polymorphism-homogeneous.

The elements of \( C^\circ \) are solution sets of single equations, hence intersections of such sets are solution sets of systems of equations. The latter are also called algebraic sets, as they are analogues of algebraic varieties\(^1\) investigated in algebraic geometry; the study of these sets can thus be regarded as universal algebraic geometry [2]. Motivated by the fact that a set of vectors over a field is the solution set of a system of (homogeneous) linear equations if and only if it is closed under affine linear combinations (all linear combinations), we investigated the possibility of characterizing algebraic sets by means of closure conditions in \([3, 4]\). If algebraic sets over \( \mathbb{A} \) are exactly those sets of tuples that are closed under a suitably chosen set of operations, then we say that \( \mathbb{A} \) has property (SDC) (see Section 2.3 for an explanation). We will see that this property is equivalent to polymorphism-homogeneity of \( (A, C^\circ) \) and \( \mathbb{A} \).

The categorical notion of injectivity also asks for extensions of certain homomorphisms, so it is not surprising that a finite algebra \( \mathbb{A} \) is polymorphism-homogeneous if and only if it is injective in a certain class of algebras, namely in the class of finite subpowers of \( \mathbb{A} \) (see Section 2.5 for the definitions). Perhaps it is more natural to consider injectivity in the variety HSP \( \mathbb{A} \) generated by \( \mathbb{A} \), hence we will also investigate the relationship between this notion and polymorphism-homogeneity.

Figure 1 shows the six properties that we are concerned with in this paper. In Section 3 we prove all the implications and equivalences indicated in the figure. It turns out that for finite algebras four of the six conditions are equivalent, thus we have actually three different properties marked by the three boxes. In Section 4 we determine finite semilattices, lattices, Abelian groups and monounary algebras possessing these three properties, and these examples will justify all of the “non-implications” in Figure 1.

2 Preliminaries

2.1 Clones and relational clones

Let \( O^{(n)}_A \) denote the set of all \( n \)-ary operations on a set \( A \) (i.e., maps \( f : A^n \to A \)), and let \( O_A \) be the set of all operations of arbitrary finite arities on \( A \). In this paper we will always assume that the set \( A \) on which we consider operations and relations is finite. A set \( C \subseteq O_A \) of operations is a clone if \( C \) is closed under composition and contains the projections \( (x_1, \ldots, x_n) \mapsto x_i \) for \( 1 \leq i \leq n \). We use the symbol \( C^{(n)} \) for the \( n \)-ary part of \( C \), i.e., \( C^{(n)} = C \cap O^{(n)}_A \). The clone generated by \( F \subseteq O_A \) is the least clone \( \text{Clo}(F) \) containing \( F \). This is nothing else but the clone of term operations of the algebra \( \mathbb{A} = (A, F) \), hence we will also use the notation \( \text{Clo}(\mathbb{A}) \) for this clone.

A \( k \)-ary partial operation on \( A \) is a map \( h : \text{dom} \ h \to A \), where the domain of \( h \) can be any set \( \text{dom} \ h \subseteq A^k \). The set of all partial operations on \( A \) is denoted by \( P_A \), and the set of all \( k \)-ary partial operations on \( A \) is denoted by \( P^{(k)}_A \). A strong partial clone is a set of partial operations that is closed under composition, contains the projections, and contains all restrictions of its members to arbitrary subsets of their domains. Note that if \( C \subseteq O_A \) is a clone, then the least strong

\(^1\)Note that the word variety has a different meaning in universal algebra: a variety is an equationally definable class of algebras, or, equivalently, a class of algebras that is closed under homomorphic images, subalgebras and direct products.
partial clone $\text{Str}(C)$ containing $C$ consists of all restrictions of elements of $C$, i.e., $h \in \mathcal{P}_A$ belongs to $\text{Str}(C)$ if and only if $h$ can be extended to a total operation $\hat{h} \in C$.

An $n$-ary relation on $A$ is a subset of $A^n$; the set of all relations (of arbitrary arities) on $A$ is denoted by $\mathcal{R}_A$. Given a set of relations $R \subseteq \mathcal{R}_A$, a primitive positive formula $\Phi(x_1, \ldots, x_n)$ over $R$ is an existentially quantified conjunction:

$$\Phi(x_1, \ldots, x_n) = \exists y_1 \cdots \exists y_m \bigwedge_{i=1}^{t} \rho_i(z_1^{(i)}, \ldots, z_{r_i}^{(i)}),$$

where $\rho_i \in R$ is a relation of arity $r_i$, and each $z_j^{(i)}$ is a variable from the set $\{x_1, \ldots, x_n, y_1, \ldots, y_m\}$ for $i = 1, \ldots, t$, $j = 1, \ldots, r_i$. The relation $\rho = \{(a_1, \ldots, a_n) : \Phi(a_1, \ldots, a_n) \text{ is true} \} \subseteq A^n$ is then said to be defined by the primitive positive formula $\Phi$. The set of all primitive positive definable relations over $R$ is denoted by $\langle R \rangle_{\exists}$, and such sets of relations are called relational clones. If we allow only quantifier-free primitive positive formulas, then we obtain the weak relational clone $\langle R \rangle_{\exists}$.

### 2.2 Galois connections between operations and relations

We say that a $k$-ary (partial) operation $h$ preserves the relation $\rho \subseteq A^n$, denoted as $h \triangleright \rho$, if for every matrix $M \in A^{n \times k}$ such that each column of $M$ belongs to $\rho$ (and each row of $M$ is in the domain of $h$), applying $h$ to each row of $M$, we obtain a column that also belongs to $\rho$. If $R$ is a set of relations, then we write $h \triangleright R$ to indicate that $h$ preserves all elements of $R$. In other words, $h \triangleright R$ holds if and only if $h$ is a (partial) polymorphism of the relational structure $A = (A, R)$, i.e., $h$ is a homomorphism from the substructure $(\text{dom } h)$ of $A^k$ to $A$. The set of all (partial) operations preserving each relation of $R$ is denoted by Pol $R$ (pPol $R$), and the set of all relations preserved by each member of a set $F$ of (partial) operations is denoted by Inv $F$:

$$\text{Pol } R = \{ h \in \mathcal{O}_A : h \triangleright \rho \text{ for every } \rho \in R \};$$
$$\text{pPol } R = \{ h \in \mathcal{P}_A : h \triangleright \rho \text{ for every } \rho \in R \};$$
$$\text{Inv } F = \{ \rho \in \mathcal{R}_A : h \triangleright \rho \text{ for every } h \in F \}.$$

Note that $\text{Pol } R = \text{pPol } R \cap \mathcal{O}_A$.

The closed sets under the Galois connection $\text{Pol} - \text{Inv} (\text{pPol} - \text{Inv})$ between (partial) operations and relations are exactly the (strong) clones and the (weak) relational clones; this makes these Galois connections fundamental tools in clone theory.

#### Theorem 2.1 ([5, 6, 7]).

For any set of operations $F \subseteq \mathcal{O}_A$ and any set of relations $R \subseteq \mathcal{R}_A$, we have $\text{Clo}(F) = \text{Pol Inv } F$ and $\langle R \rangle_{\exists} = \text{Inv Pol } R$. For any set of partial operations $F \subseteq \mathcal{P}_A$ and any set of relations $R \subseteq \mathcal{R}_A$, we have $\text{Str}(F) = \text{pPol Inv } F$ and $\langle R \rangle_{\exists} = \text{Inv pPol } R$.

### 2.3 Universal algebraic geometry and centralizers

Let $A$ be a finite algebra and let $C = \text{Clo}(A)$. If $f$ and $g$ are $n$-ary term operations of $A$, then $f(x_1, \ldots, x_n) = g(x_1, \ldots, x_n)$ is an equation in $n$ variables over $A$, which we may simply write as a pair $(f, g)$. The solution set of $(f, g)$ is then the set $\text{Sol}(f, g) = \{(a_1, \ldots, a_n) \in A^n : f(a_1, \ldots, a_n) = g(a_1, \ldots, a_n)\}$. Of special interest are the equations of the form $f(x_1, \ldots, x_n) = x_{n+1}$; the solution set of this equation is the $(n+1)$-ary relation $f^* = \{(a_1, \ldots, a_n, a_{n+1}) \in A^{n+1} : f(a_1, \ldots, a_n) = a_{n+1}\}$, which is called the graph of $f$. We use the symbols $C^*$ and $C^n$ for the set of graphs and for the set of all solution sets of equations over $C$:

$$C^* = \{ f^* : f \in C \};$$
$$C^n = \{ \text{Sol}(f, g) : f, g \in C^{(n)} \in \mathbb{N} \}.$$ 

Note that $C^* \subseteq C^n$, and it is easy to verify that $\langle C^* \rangle_{\exists} = \langle C^n \rangle_{\exists}$ (see Lemma 3.2 of [3]), but in general $\langle C^* \rangle_{\exists}$ and $\langle C^n \rangle_{\exists}$ may be different weak relational clones.

The members of $\langle C^n \rangle_{\exists}$ are intersections of solution sets of finitely many equations, i.e., $\langle C^n \rangle_{\exists}$ consists of solution sets of finite systems of equations over $A$. Allowing infinite systems of equations, we obtain the so-called algebraic sets, which are the main objects of study in universal algebraic geometry [2]. Since we deal only with finite algebras, every system of equations is equivalent to a finite system of equations, thus the elements of $\langle C^n \rangle_{\exists}$ are exactly the algebraic sets.

As mentioned in Section 1, basic results of linear algebra hint at the possibility that algebraic sets can sometimes be described by closure conditions. It turns out that if there is a clone $D$ such that algebraic sets are exactly those sets of
tuples that are closed under $D$, then $D$ must be the clone $C^* = \text{Pol}C^*$ (see Corollary 3.7 in [3]). This clone is called the centralizer of $C$, since it consists of those operations that commute with every member of $C$; in other words, a $k$-ary operation $h$ belongs to $C^*$ if and only if $h$ is a homomorphism from $A^k$ to $A$. (Observe that since $\langle C^* \rangle^3 = \langle C^0 \rangle^3$, the centralizer can equivalently be defined as $C^* = \text{Pol}C^*$, by Theorem 2.1.)

If the algebraic sets (i.e., solution sets of systems of equations) of $A$ coincide with the $C^*$-closed sets of tuples, then we say that the algebra $A$ has property (SDC); this abbreviation stands for “Solution sets are Definable by closure under the Centralizer”. We proved in [4] that every two-element algebra has this property, and in [3] finite semilattices and lattices with property (SDC) were characterized (see Sections 4.1 and 4.2). In general, property (SDC) is easily seen to be equivalent to the condition $\langle C^0 \rangle^3 = \langle C^0 \rangle^3$, i.e., the algebra $A$ has property (SDC) if and only if quantifiers can be eliminated from primitive positive formulas over $C^0$ (see Theorem 3.6 of [3]).

2.4 Polymorphism-homogeneity

A first-order structure $A$ (i.e., a set $A$ equipped with relations and/or operations) is said to be $k$-polymorphism-homogeneous, if every homomorphism $h : B \rightarrow A$ defined on a finitely generated substructure $B \leq A^k$ extends to a homomorphism $h : A^k \rightarrow A$. (As usual, a substructure $B$ is said to be finitely generated if there is a finite set $S \subseteq A$ such that $B$ is the smallest substructure of $A$ that contains $S$. Considering only finite structures, the assumption that $B$ is finitely generated can be omitted from the definition.) The case $k = 1$ gives the notion of homomorphism-homogeneity introduced by P. J. Cameron and J. Nešetřil [8]. If $A$ is $k$-polymorphism-homogeneous for every natural number $k$, then we say that $A$ is polymorphism-homogeneous [1]. These two notions are linked by the following result, which was proved for relational structures by C. Pech and M. Pech [1] and for algebraic structures by Z. Farkasová and D. Jakubíková-Studenovská [9], but the same proof works for arbitrary first-order structures.

**Proposition 2.2** ([1, 9]). A first-order structure $A$ is polymorphism-homogeneous if and only if $A^k$ is homomorphism-homogeneous for all natural numbers $k$.

In the next proposition we recall a useful result from [1] that relates polymorphism-homogeneity and quantifier elimination for finite relational structures; we give a short proof utilizing the Galois connections between (partial) clones and relational clones.

**Proposition 2.3** ([1]). A finite relational structure has quantifier elimination for primitive positive formulas if and only if it is polymorphism-homogeneous.

**Proof.** A finite relational structure $A = (A, R)$ has quantifier elimination for primitive positive formulas if and only if $\langle R \rangle^3 = \langle R \rangle^3$. Using the Galois connections $\text{Pol} − \text{Inv}$ (clones and relational clones) and $\text{pPol} − \text{Inv}$ (strong partial clones and weak relational clones), we can reformulate this condition in several steps to reach polymorphism-homogeneity:

\[
\langle R \rangle^3 = \langle R \rangle^3 \iff \text{Inv pPol } R = \text{Inv Pol } R \\
\iff \text{pPol Inv } pPol R = \text{pPol Inv Pol } R \\
\iff \text{pPol } R = \text{Str}(\text{Pol } R) \\
\iff \{ h \in \mathcal{P}_A : h \triangleright R \} = \{ h \in \mathcal{P}_A : h \text{ extends } \text{to } \widehat{h} \in \mathcal{O}_A \text{ such that } \widehat{h} \triangleright R \} \\
\iff A \text{ is polymorphism-homogeneous.}
\]

2.5 Injectivity

Let $K$ be a class of algebras and $A \in K$. We say that $A$ is injective in $K$ if every homomorphism $h : B \rightarrow A$ extends to a homomorphism $\widehat{h} : C \rightarrow A$ whenever $B, C \in K$ and $B \leq C$. Clearly, if $A$ is injective in $K$, then $A$ is also injective in every subclass of $K$ that contains $A$. Injectivity is most often considered in the largest relevant class $K$; for example, if $A$ is a group or a lattice, then $K$ is usually chosen to be the class of all groups or lattices. In this paper we shall consider smaller classes, namely the variety $\text{HSP} A$ generated by $A$ and the set of finite subpowers $\text{SP}^\text{fin} A$ of $A$ (the latter consists of all subalgebras of finite direct powers of $A$). Let us mention that in [10] a group $A$ is called relatively injective if it is injective in the variety $\text{HSP} A$. 
3 Polymorphism-homogeneity, algebraic sets and injectivity

First let us prove the equivalences shown on the right hand side of Figure 1. The equivalence of property (SDC) and polymorphism-homogeneity of \((A, C^o)\) follows immediately from Proposition 2.3.

**Proposition 3.1.** If \(A\) is a finite algebra and \(C = \text{Clo}(A)\), then \(A\) has property (SDC) if and only if \((A, C^o)\) is polymorphism-homogeneous.

**Proof.** By Theorem 3.6 of [3], property (SDC) of \(A\) is equivalent to quantifier elimination for primitive positive formulas for the relational structure \((A, C^o)\), and the latter is equivalent to polymorphism-homogeneity of \((A, C^o)\) by Proposition 2.3.

Our main result is the following theorem that establishes the connection between “algebraic” and “relational” polymorphism-homogeneity (for the proof, see the extended version of the present paper at arXiv:2007.04405).

**Theorem 3.2.** If \(A\) is a finite algebra and \(C = \text{Clo}(A)\), then \(A\) is polymorphism-homogeneous if and only if \((A, C^o)\) is polymorphism-homogeneous.

To complete the proof of the equivalences in the box on the right hand side of Figure 1, we relate injectivity and polymorphism-homogeneity.

**Proposition 3.3.** If \(A\) is a finite algebra, then \(A\) is polymorphism-homogeneous if and only if \(A\) is injective in \(SP_{\text{fin}}(A)\).

**Proof.** Assume that \(A\) is polymorphism-homogeneous, and let \(B, C \in SP_{\text{fin}}(A)\) such that \(B \leq C\). Then we have \(B \leq C \leq A^k\) for some \(k \in \mathbb{N}\); in particular, \(B\) is a subalgebra of \(A^k\). Therefore, if \(h: B \to A\) is a homomorphism, then \(h\) extends to a homomorphism form \(C\) to \(A\) by the polymorphism-homogeneity of \(A\). A restriction of \(h\) then gives a homomorphism form \(\hat{h}\) to \(A\) that extends \(h\), thereby proving the injectivity of \(A\).

Conversely, if \(A\) is injective in \(SP_{\text{fin}}(A)\) and \(h \in P_A^{(k)}\) is a homomorphism from a subalgebra \(h \leq A^k\) to \(A\), then the injectivity of \(A\) immediately yields an extension \(\hat{h}: A^k \to A\) of \(h\), thus \(A\) is indeed polymorphism-homogeneous. □

**Corollary 3.4.** If \(A\) is a finite algebra and \(C = \text{Clo}(A)\), then the following conditions are equivalent:

(i) \(A\) has property (SDC);
(ii) \(A\) is polymorphism-homogeneous;
(iii) \((A, C^o)\) is polymorphism-homogeneous;
(iv) \(A\) is injective in \(SP_{\text{fin}}(A)\).

**Proof.** Combine propositions 3.1 and 3.3 and Theorem 3.2. □

It remains to verify the “one-way” implications in Figure 1. Since \(\text{HSP}(A) \supseteq SP_{\text{fin}}(A)\), it is trivial that if \(A\) is injective in \(\text{HSP}(A)\), then it is also injective in \(SP_{\text{fin}}(A)\). We end this section by proving the remaining implication; in fact, we formulate it in a bit more explicit form, which will be useful in the next section.

**Proposition 3.5.** If \(A\) is a finite algebra and \(C = \text{Clo}(A)\), then \((A, C^o)\) is polymorphism-homogeneous if and only if \((A, C^o)\) is polymorphism-homogeneous and \(\langle C^o \rangle^\mathfrak{A} = \langle C^o \rangle^\mathfrak{B}\).

**Proof.** According to Proposition 2.3, we need to prove the following equivalence:

\[ \langle C^o \rangle^\mathfrak{B} = \langle C^o \rangle^\mathfrak{A} \iff \langle C^o \rangle^\mathfrak{A} = \langle C^o \rangle^\mathfrak{B} \text{ and } \langle C^o \rangle^\mathfrak{B} = \langle C^o \rangle^\mathfrak{B}. \]

This follows immediately from the following chain of containments (the last containment is Lemma 3.2 of [3], the others are trivial):

\[ \langle C^o \rangle^\mathfrak{B} \subseteq \langle C^o \rangle^\mathfrak{B} \subseteq \langle C^o \rangle^\mathfrak{A} = \langle C^o \rangle^\mathfrak{A}. \]
4 Examples

We describe explicitly the finite algebras satisfying the properties considered in the previous section in certain well-known varieties: semilattices, lattices, Abelian groups and monounary algebras. These characterizations will provide counterexamples showing that the only valid implications among these properties are the ones shown in Figure 1.

4.1 Semilattices

If we consider finite semilattices, then it turns out that five of the six conditions of Figure 1 are equivalent, and these semilattices have already been determined in the literature.

Theorem 4.1. If $A$ is a finite semilattice and $C = \text{Clo}(A)$, then the following conditions are equivalent:

(i) $A$ has property (SDC);
(ii) $A$ is polymorphism-homogeneous;
(iii) $(A, C^\circ)$ is polymorphism-homogeneous;
(iv) $A$ is injective in $\text{SP}_{\text{fin}}(A)$;
(v) $A$ is injective in $\text{HSP}(A)$;
(vi) $A$ is the semilattice reduct of a finite distributive lattice.

Proof. We know that conditions (i)–(iv) are equivalent (see Corollary 3.4), and it was proved in Theorem 5.5 of [3] that (i) is equivalent to (vi). G. Bruns and H. Lakser [11] and, independently, A. Horn and N. Kimura [12] showed that the injective objects in the category of semilattices are the semilattice reducts of completely distributive lattices. Therefore, if $A$ is the semilattice reduct of a finite distributive lattice, then $A$ is injective in the variety of all semilattices, thus $A$ is also injective in $\text{HSP}(A)$. This proves that (vi) implies (v), and taking into account that (v) obviously implies (iv), the proof is complete.

The top left condition of Figure 1 is not equivalent to the others; in fact, there is no nontrivial finite semilattice for which $(A, C^\circ)$ is polymorphism-homogeneous.

Lemma 4.2. Let $A$ be a two-element semilattice and let $C = \text{Clo}(A)$. Then the relational structure $(A, C^\circ)$ is not polymorphism-homogeneous.

Proof. We can assume without loss of generality that $A = \{0, 1\}$ with the usual ordering $0 < 1$. Let us consider the equation $x \land y \land z = x \land y$. Obviously, the solution set $S = \{0, 1\}^3 \setminus \{(1, 1, 0)\}$ of this equation is defined by a quantifier-free primitive positive formula over $C^\circ$. The nontrivial 3-variable equalities that can appear in a quantifier-free primitive positive formula over $C^\circ$ are the following:

\[
\begin{align*}
 x &= y, & x &= x \land y, & x &= x \land z, & x &= y \land z, & x &= x \land y \land z, \\
 y &= z, & y &= x \land y, & y &= x \land z, & y &= y \land z, & y &= x \land y \land z, \\
 z &= x, & z &= x \land y, & z &= x \land z, & z &= y \land z, & z &= x \land y \land z.
\end{align*}
\]

It is easy to check that $S$ does not satisfy any of the equalities above; therefore, $S$ cannot be defined by a quantifier-free primitive positive formula over $C^\circ$. Thus $S$ belongs to $\langle C^\circ \rangle$ but not to $\langle C^\circ \rangle$, hence $(A, C^\circ)$ is not polymorphism-homogeneous by Proposition 3.5.

Theorem 4.3. If $A$ is a nontrivial finite semilattice and $C = \text{Clo}(A)$, then the relational structure $(A, C^\circ)$ is not polymorphism-homogeneous.

Proof. Let $a, b \in A$ such that $a < b$, and let us consider the same equation as in the proof of Lemma 4.2. Now for the solution set $S$ of this equation we have that $S \cap \{a, b\}^3 = \{a, b\}^3 \setminus \{(b, b, a)\}$. The same argument as in the proof of Lemma 4.2 shows that $S$ cannot be defined by a quantifier-free primitive positive formula over $C^\circ$. 

\[\square\]
4.2 Lattices

For finite lattices the situation is very similar to the case of semilattices: five of the six conditions of Figure 1 are equivalent, and the sixth one is satisfied only by trivial lattices.

**Theorem 4.4.** If \( \mathcal{A} \) is a finite lattice and \( C = \text{Clo}(\mathcal{A}) \), then the following conditions are equivalent:

(i) \( \mathcal{A} \) has property (SDC);

(ii) \( \mathcal{A} \) is polymorphism-homogeneous;

(iii) \((A, C^\circ)\) is polymorphism-homogeneous;

(iv) \( \mathcal{A} \) is injective in \( \text{SP}_\text{fin}(\mathcal{A}) \);

(v) \( \mathcal{A} \) is injective in \( \text{HSP}(\mathcal{A}) \);

(vi) \( \mathcal{A} \) is a finite Boolean lattice (i.e., a direct power of the two-element chain).

**Proof.** Just as in the proof of Theorem 4.1, the equivalence of (i)–(iv) follows from Corollary 3.4, (v) trivially implies (iv), and the equivalence of (i) and (vi) is Theorem 4.8 of [3]. (Let us mention that I. Dolinka and D. Mašulović [13] proved that a finite lattice is homomorphism-homogeneous if and only if it is a chain or a Boolean lattice. This together with Proposition 2.2 can also be used to prove that (ii) and (vi) are equivalent.) To complete the proof, it suffices to prove that (vi) implies (v). This follows immediately from a result of R. Balbes [14]: the injective objects in the category of distributive lattices are the complete Boolean lattices (observe that if \( \mathcal{A} \) is a nontrivial Boolean lattice, then \( \text{HSP}(\mathcal{A}) \) is the variety of distributive lattices). \( \square \)

**Lemma 4.5.** Let \( \mathcal{A} \) be a two-element lattice and let \( C = \text{Clo}(\mathcal{A}) \). Then the relational structure \((A, C^\bullet)\) is not polymorphism-homogeneous.

**Proof.** We can assume without loss of generality that \( \mathcal{A} = (\{0, 1\}, \lor, \land) \) with the usual ordering \( 0 < 1 \). Let us consider the equation \((x_1 \lor x_2) \land (x_3 \land x_4) = x_3 \land x_4 \); the solution set \( S = \{0, 1\}^4 \setminus \{(0, 0, 1, 1)\} \) of this equation is defined by a quantifier-free primitive positive formula over \( C^\circ \). If \( S \) can be defined by a quantifier-free primitive positive formula \( \Phi \) over \( C^\bullet \), then we can assume without loss of generality that \( \Phi \) consists of a single equality, as \( S \) misses only one element of \( \{0, 1\}^4 \) (in other words, \( S \) is meet-irreducible in the lattice of subsets of \( \{0, 1\}^4 \)). Thus \( S \) is the solution set of an equation of the form \( f(x_1, x_2, x_3, x_4) = u \), where \( u \in \{x_1, x_2, x_3, x_4\} \). Note that since \( f \) is generated by the lattice operations \( \lor \) and \( \land \), it is a monotone function. We consider four cases corresponding to the variable \( u \).

1. If \( u = x_1 \), then \( f(x_1, x_2, x_3, x_4) = x_1 \) holds for all \((x_1, x_2, x_3, x_4) \in S \) and \( f(0, 0, 1, 1) = 1 \). In particular, we have \( f(0, 1, 1, 1) = 0 < 1 = f(0, 0, 1, 1) \), contradicting the monotonicity of \( f \).

2. If \( u = x_2 \), then \( f(x_1, x_2, x_3, x_4) = x_2 \) holds for all \((x_1, x_2, x_3, x_4) \in S \) and \( f(0, 0, 1, 1) = 1 \). In particular, we have \( f(1, 0, 1, 1) = 0 < 1 = f(0, 0, 1, 1) \), contradicting the monotonicity of \( f \).

3. If \( u = x_3 \), then \( f(x_1, x_2, x_3, x_4) = x_3 \) holds for all \((x_1, x_2, x_3, x_4) \in S \) and \( f(0, 0, 1, 1) = 0 \). In particular, we have \( f(0, 0, 0, 1) = 1 > 0 = f(0, 0, 1, 1) \), contradicting the monotonicity of \( f \).

4. If \( u = x_4 \), then \( f(x_1, x_2, x_3, x_4) = x_4 \) holds for all \((x_1, x_2, x_3, x_4) \in S \) and \( f(0, 0, 1, 1) = 0 \). In particular, we have \( f(0, 0, 0, 1) = 1 < 0 = f(0, 0, 1, 1) \), contradicting the monotonicity of \( f \).

We see that \( S \) cannot be defined by a quantifier-free primitive positive formula \( \Phi \) over \( C^\bullet \), hence \( \langle C^\circ \rangle_\mathcal{A} \neq \langle C^\bullet \rangle_\mathcal{A} \), and thus \((A, C^\bullet)\) is not polymorphism-homogeneous by Proposition 3.5. \( \square \)

**Theorem 4.6.** If \( \mathcal{A} \) is a nontrivial finite lattice and \( C = \text{Clo}(\mathcal{A}) \), then the relational structure \((A, C^\bullet)\) is not polymorphism-homogeneous.

**Proof.** Let \( a, b \in A \) such that \( a < b \), and let us consider the same equation as in the proof of Lemma 4.5. Now for the solution set \( S \) of this equation we have that \( S \cap \{a, b\}^4 = \{a, b\}^4 \setminus \{(a, a, b, b)\} \). If \( S \) can be defined by a quantifier-free primitive positive formula \( \Phi \) over \( C^\bullet \), then at least one of the equalities in \( \Phi \) defines the set \( \{a, b\}^4 \setminus \{(a, a, b, b)\} \) when restricted to the sublattice \( \{a, b\} \), and this leads to a contradiction using the same argument as in the proof of Lemma 4.5. \( \square \)
4.3 Abelian groups

For Abelian groups all six conditions of Figure 1 are equivalent, and these groups have already been determined, so we only need to combine some results from the literature to prove the following theorem.

**Theorem 4.7.** If $\mathbb{A}$ is a finite Abelian group and $C = \text{Clo}(\mathbb{A})$, then the following conditions are equivalent:

(i) $\mathbb{A}$ has property (SDC);
(ii) $\mathbb{A}$ is homomorphism-homogeneous;
(iii) $\mathbb{A}$ is polymorphism-homogeneous;
(iv) $(A, C^n)$ is polymorphism-homogeneous;
(v) $(A, C^*)$ is polymorphism-homogeneous;
(vi) $\mathbb{A}$ is injective in $\text{SP}_{\text{fin}}(\mathbb{A})$;
(vii) $\mathbb{A}$ is injective in $\text{HSP}(\mathbb{A})$;
(viii) each Sylow-subgroup of $\mathbb{A}$ is homocyclic, i.e., $\mathbb{A} \cong \mathbb{Z}_{q_1^{m_1}} \times \cdots \times \mathbb{Z}_{q_k^{m_k}}$, where $q_1, \ldots, q_k$ are powers of different primes and $m_1, \ldots, m_k \in \mathbb{N}$.

**Proof.** Conditions (i), (iii), (iv) and (vi) are equivalent by Corollary 3.4. It is clear that (iv) is equivalent to (v), since we have $C^* = C^n$ for groups: every equality can be written in an equivalent form where there is only a single variable on the right hand side. The equivalence of (ii) and (viii) follows from the description of quasi-injective Abelian groups presented as an exercise in [15] (for finite groups quasi-injectivity is equivalent to homomorphism-homogeneity). The class of groups given in (viii) is closed under taking finite direct powers, so we can conclude with the help of Proposition 2.2 that (iii) and (viii) are equivalent. It seems to be a folklore fact that the injective members of the variety of Abelian groups defined by the identity $nx = 0$ with $n = q_1 \cdot \ldots \cdot q_k$ are exactly the groups given by (viii) (see, e.g., [16]). Therefore, (viii) implies (vii), and this completes the proof, as (vii) trivially implies (vi).

4.4 Monounary algebras

A *monounary algebra* is an algebra $\mathbb{A} = (A, f)$ with a single unary operation $f \in \mathcal{O}^{(1)}_A$. An element $a \in A$ is cyclic if there is a natural number $k$ such that $f^k(a) = a$. (Here $f^k(a)$ stands for $f(\cdots f(a) \cdots)$ with a $k$-fold repetition of $f$, and we also use the convention $f^0(a) = a$.) If $A$ is finite, then for every element $a \in A$ there is a least nonnegative integer $\text{ht}(a)$, called the height of $a$, such that $f^{\text{ht}(a)}(a)$ is cyclic. If $a \in A \setminus f(A)$, i.e., $a$ has no preimage, then we say that $a$ is a source. (Note that $\text{ht}(a) = 0$ if and only if $a$ is cyclic; in particular, $\text{ht}(a) \geq 1$ for any source $a$.)

Polymorphism-homogeneous monounary algebras were characterized by Z. Farkasová and D. Jakubíková-Studenovská in [9] using Proposition 2.2 and the description of homomorphism-homogeneous monounary algebras obtained by É. Jungábel and D. Mašulović [17].

**Theorem 4.8** ([9]). If $\mathbb{A} = (A, f)$ is a finite monounary algebra and $C = \text{Clo}(\mathbb{A})$, then the following conditions are equivalent:

(i) $\mathbb{A}$ has property (SDC);
(ii) $\mathbb{A}$ is polymorphism-homogeneous;
(iii) $(A, C^n)$ is polymorphism-homogeneous;
(iv) $\mathbb{A}$ is injective in $\text{SP}_{\text{fin}}(\mathbb{A})$;
(v) Either $\mathbb{A}$ has no sources, or all sources of $\mathbb{A}$ have the same height: $\forall a, b \in A \setminus f(A): \text{ht}(a) = \text{ht}(b)$.

**Proof.** Conditions (i)–(iv) are equivalent by Corollary 3.4, and the equivalence of (ii) and (v) follows from Theorem 5 of [17] and Theorem 4.3 of [9], specialized to finite monounary algebras.

Next we determine finite monounary algebras corresponding to the top left box of Figure 1.

**Theorem 4.9.** Let $\mathbb{A} = (A, f)$ be a finite monounary algebra, and let $C = \text{Clo}(\mathbb{A})$. Then the relational structure $(A, C^*)$ is polymorphism-homogeneous if and only if $f$ is either bijective or constant.
Proof. If $f$ is constant, then it is clear that $(A, C^*)$ is polymorphism-homogeneous. Assume now that $f$ is bijective. Then the condition of Theorem 4.8 is satisfied (there are no sources at all), so $\mathcal{K}$ is polymorphism-homogeneous, and thus by Theorem 3.2 $(A, C^\circ)$ is polymorphism-homogeneous as well. Therefore, by Proposition 3.5, it suffices to show that $(C^\circ)_{\mathcal{K}} = (C^*)_{\mathcal{K}}$. This is clear, as any equality of the form $f^k(x) = f^\ell(x)$ with $k < \ell$ is equivalent to $x = f^{\ell-k}(x)$, since $f$ is bijective.

For the other direction, let us suppose that $(A, C^*)$ is polymorphism-homogeneous. By Proposition 3.5, $(A, C^\circ)$ is also polymorphism-homogeneous, and then Theorem 4.8 (together with Theorem 3.2) implies that either there are no sources, or there is an integer $n \geq 1$ such that every source in $\mathcal{K}$ has height $n$. If there are no sources in $\mathcal{K}$, then every element is cyclic, and therefore $f$ is bijective. From now on let us suppose that $\mathcal{K}$ has sources with a common height $n$. Proposition 3.5 shows that there exists a quantifier-free primitive positive formula $\Phi(x, y)$ over $C^*$ such that $\Phi(x, y)$ is equivalent to $f(x) = f(y)$. We can write $\Phi(x, y)$ in the following form:

$$\Phi(x, y) = \bigwedge_{i=1}^t (f^{r_i}(u_i) = v_i),$$

where $t, r_i$ are nonnegative integers, and $u_i, v_i \in \{x, y\}$ for $i = 1, \ldots, t$. Obviously, $\Phi(a, a)$ holds for every element $a \in A$. Let us choose $a$ to be of height $n$, i.e., let $a$ be a source. Then $f^{r_i}(u_i) = v_i$ holds for $u_i = v_i = a$ if and only if $r_i = 0$, thus $\Phi(x, y)$ is equivalent either to $x = y$ or to $x = x$. Taking into account that $\Phi(x, y)$ is also equivalent to $f(x) = f(y)$, we can conclude that $f(x) = f(y) \iff x = y$ or $f(x) = f(y) \iff x = x$. In the first case $f$ is a bijection, and in the second case $f$ is constant.

Injective objects in the category of all monounary algebras were determined by D. Jakubíková-Studenovská [18]; in the finite case these are exactly the monounary algebras $\mathcal{K} = (A, f)$ where $f$ is bijective and has a fixed point. However, in order to complete the picture of Figure 1 for monounary algebras, we need to describe those monounary algebras $\mathcal{K}$ that are injective in the variety HSP $\mathcal{K}$. This has been done by D. Jakubíková-Studenovská and G. Czédli, but this result appeared only in Hungarian in the masters thesis [19] of T. Jeges, a student of G. Czédli.

**Theorem 4.10** ([19]). A finite monounary algebra $\mathcal{K} = (A, f)$ is injective in the variety HSP($\mathcal{K}$) if and only if all of its sources have the same height and it has a one-element subalgebra (i.e., $f$ has a fixed point).

Let us note that comparing theorems 4.8, 4.9 and 4.10, one can construct examples illustrating each one of the “non-implications” of Figure 1.
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ABSTRACT

The termination issue that we tackle is rooted in Natural Language Processing where computations are performed by graph rewriting systems (GRS) that may contain a large number of rules, often in the order of thousands. This asks for algorithmic procedures to verify the termination of such systems. The notion of graph rewriting that we consider does not make any assumption on the structure of graphs (they are not “term graphs”, “port graphs” nor “drags”). This lack of algebraic structure led us to proposing two orders on graphs inspired from language theory: the matrix multiset-path order and the rational embedding order. We show that both are stable by context, which we then use to obtain the main contribution of the paper: under a suitable notion of “interpretation”, a GRS is terminating if and only if it is compatible with an interpretation.

Keywords Graph Rewriting · Termination · Order · Natural Language Processing

1 Introduction

Computer linguists rediscovered a few years ago that graph rewriting is a good model of computation for rule-based systems. They used traditionally terms, see for instance Chomsky’s Syntagmatic Structures [1]. But usual phenomena such as anaphora do not fit really well within such theories. In such situations, graphs behave much better. For examples of graph rewriting in natural language processing, we refer the reader to the parsing procedure by Guillaume and Perrier [2] or the word ordering modeling by Kahane and Lareau [3]. The first named author with Guillaume and Perrier designed a graph rewriting model called GREW [4] that is adapted to natural language processing.

The rewriting systems developed by the linguists often contain a huge number of rules, e.g., those synthesized from lexicons (e.g. some rules only apply to transitive verbs). For instance, in [2], several systems are presented, some with more than a thousand of rules. Verifying properties such as termination by hand thus becomes intractable. This fact motivates our framework for tackling the problem of GRS termination.

Following the tracks of term rewriting, for which the definition is essentially fixed by the algebraic structure of terms, many approaches to graph rewriting emerged in past years. Some definitions (here meaning semantics) are based on a categorical framework, e.g., the double pushout (DPO) and the single pushout (SPO) models, see [5]. To make use of algebraic potential, some authors make some, possibly weak, hypotheses on graph structures, see for instance the main contribution by Courcelle and Engelfriet [6] where graph decompositions, graph operations and transformations are described in terms of monadic second-order logics (with the underlying decidability/complexity results). In this spirit, Ogawa describes a graph algebra under a limited tree-width condition [7].

Another line of research follows from the seminal work by Lafont [8] on interaction nets. The latter are graphs where nodes have some extra structure: nodes have a label related to some arity and co-arity. Moreover, nodes have some "principal gates" (ports) and rules are actionned via them. One of the main results by Lafont is that rewriting in this setting is (strongly) confluent. This approach has been enriched by Fernandez, Kirchner and Pinaud [9],...
who implemented a fully operational system called PORGY with strategies and related semantics. Also, it is worth mentioning the graph rewriting as described by Dershowitz and Jouannaud [10]. Here, graphs are seen as a generalization of terms: symbols have a (fixed) arity, graphs are connected via some sprouts/variables as terms do. With such a setting, a good deal of term rewriting theory also applies to graphs.

Let us come back to the initial problem: termination of graph rewriting systems in the context of natural language processing. We already mentioned that rule sets are large, which makes manual inspection impossible. Moreover, empirical studies fail to observe some of the underlying hypotheses of the previous frameworks. For instance, there is no clear bound on tree-width: even if input data such as dependency graphs are almost like trees, the property is not preserved along computations. Also, constraints on node degrees are also problematic: graphs are usually sparse, but some nodes may be highly connected. To illustrate, consider the sentence “The woman, the man, the child and the dog eat together”. The verb “eat” is related to four subjects and there is no a priori limit on this phenomenon. Typed versions (those with fixed arity) are also problematic: a verb may be transitive or not. Moreover, rewriting systems may be intrinsically nondeterministic. For instance, if one computes the semantics of a sentence out of its grammatical analysis, it is quite common there are multiple solutions. To further illustrate nondeterminism consider the well known phrasal construction “He saw a man with a telescope” with two clear readings.

Some hypotheses are rather unusual for standard computations, e.g., fixed number of nodes. Indeed, nodes are usually related to words or concepts (which are themselves closely related to words). A paraphrase may be a little bit longer than its original version, but its length can be easily bounded by the length of the original sentence up to some linear factor. In GREW, node creations are restricted. To take into account the rare cases for which one needs extra nodes, a “reserve” is allocated at the beginning of the computation. All additional nodes are taken from the reserve. Doing so has some efficiency advantages, but that goes beyond the scope of the paper. Also, node and edge labels, despite being large, remain finite sets: they are usually related to some lexicons. These facts together have an important impact on the termination problem: since there are only finitely many graphs of a given size, rewriting only leads to finitely many outcomes. Thus, deciding termination for a particular input graph is decidable. However, our problem is to address termination in the class of all graphs. The latter problem is often referred to as uniform termination, whereas the former is refereed to as non-uniform. For word rewriting, uniform termination of non increasing systems constituted a well known problem, and was shown to be undecidable by Sénizergues in [11].

This paper proposes a novel approach for termination of graph rewriting. In a former paper [12], we proposed a solution based on label weights. Here, the focus is on the description (and the ordering) of paths within graphs. In fact, paths in a graph can be seen as good old regular languages. The question of path ordering thus translates into a question of regular language orderings. Accordingly, we define the graph multi-set path ordering that is related to that in [13]. Dershowitz and Jouannaud, in the context of drag rewriting, consider a similar notion of path ordering called GPO (see [14]). Our definitions diverge from theirs in that our graph rewriting model is quite different: here, we do not benefit (as they do) from a good algebraic structure. Our graphs have no heads, tails nor hierarchical decomposition. In fact, our ordering is not even well founded! Relating the two notions is nevertheless interesting and left for further work. Plump [15] also defines path orderings for term graphs, but those behave like sets of terms.

One of our graph orderings will involve matrices, and orderings on matrices. Nonetheless, as far as we see, there is no relationship with matrix interpretations as defined by Endrullis, Waldmann and Zantema [16].

The paper is organized as follows. In Section 2 we recall the basic background on graphs and graph rewriting systems (GRS) that we will need throughout the paper, and introduce an example that motivated our work. In Section 3 we consider a language theory approach to the termination of GRSs. In particular, we present the language matrix, and the matrix multiset path order (Subsection 3.4) and the rational embedding order (Subsection 3.5). We also propose the notion of stability by context (Subsection 3.6) and show that both orderings are stable under this condition (Subsection 3.7). In Section 4 we propose notion of graph interpretability and show one of our main results, namely, that a GRS is terminating if and only if it is compatible with interpretations.

**Main contributions:** The two main contributions of the paper are the following.

1. We propose two orders on graphs inspired from language theory, and we show that both are monotonic and stable by context.

2. We propose a notion of graph interpretation, and show that GRSs that are terminating are exactly those that are compatible with such interpretations.
2 Notation and Graph Rewriting

In this section we recall some general definitions and notation. Given an alphabet \( \Sigma \), the set of words (finite sequences of elements of \( \Sigma \)) is denoted by \( \Sigma^* \). The concatenation of two words \( v \) and \( w \) is denoted by \( v \cdot w \). The empty word, being the neutral element for concatenation, is denoted by \( 1_{\Sigma} \) or, when clear from the context, simply by 1. Note that \( \langle \Sigma^*, 1, \cdot \rangle \) constitutes a monoid.

A language on \( \Sigma \) is some subset \( L \subseteq \Sigma^* \). The set of all languages on \( \Sigma \) is \( \mathcal{P}(\Sigma^*) \). The addition of two languages \( L, L' \subseteq \Sigma^* \) is defined by \( L + L' = \{ w \mid w \in L \lor w \in L' \} \). The empty language is denoted by \( 0 \) and \( \langle \mathcal{P}(\Sigma^*), +, 0 \rangle \) is also a (commutative) monoid. Given some word \( w \in \Sigma^* \), we will also denote by \( w \) the language made of the singleton \( \{w\} \in \mathcal{P}(\Sigma^*) \). Given two languages \( L, L' \subseteq \Sigma^* \), their concatenation is defined by \( L \cdot L' = \{ w \cdot w' \mid w \in L \land w' \in L' \} \). In this way, \( \langle \mathcal{P}(\Sigma^*), +, 0, 1, \cdot \rangle \) forms a semiring.

A preorder on a set \( X \) is a binary relation \( \preceq \subseteq X^2 \) that is reflexive (\( x \preceq x \), for all \( x \in X \)) and transitive (if \( x \preceq y \) and \( y \preceq z \), then \( x \preceq z \), for all \( x, y, z \in X \)). A preorder \( \preceq \) is a partial order if it is anti-symmetric (if \( x \preceq y \) and \( y \preceq x \), then \( x = y \), for all \( x, y \in X \)). An equivalence relation is a preorder that is symmetric (\( x \preceq y \Rightarrow y \preceq x \)). Observe that each preorder \( \preceq \) induces an equivalence relation \( \sim \) if and only if \( x \preceq x \) and \( \neg(x \prec y) \). We also mention the “dual” preorder \( \succeq \) if and only if \( y \preceq x \).

The remainder of this section may be found in [4] and we refer the reader to it for an extended presentation. We suppose given a (finite) set \( \Sigma_N \) of node labels, a (finite) set \( \Sigma_E \) of edge labels and we define graphs accordingly. A graph is a triple \( G = (N, E, \ell) \) with \( E \subseteq N \times \Sigma_E \times N \) and \( \ell : N \rightarrow \Sigma_N \) is the labeling function of nodes. Note that there may be more than one edge between two nodes, but at most one is labeled with some \( e \in \Sigma_E \). In the sequel, we use the notation \( m \xrightarrow{\ell} n \) for an edge \((m,e,n) \in E \).

Given a graph \( G \), we denote by \( N_G, E_G \) and \( \ell_G \) respectively its sets of nodes, edges and labeling function. We will also (abusingly) use the notation \( m \in G \) and \( m \xrightarrow{\ell} n \in G \) instead of \( m \in N_G \) and \( m \xrightarrow{\ell} n \in E_G \) when the context is clear. Furthermore, in \( (A, \xrightarrow{\ell})_a, a \) and \( b \) are nodes, \( \bullet, \o \) are the respective node labels and \( A \) is the edge label (here between \( a \) and \( b \)).

The set of graphs on node labels \( \Sigma_N \) and edge labels \( \Sigma_E \) is denoted by \( \mathcal{G}_{\Sigma_N,\Sigma_E} \) or \( \mathcal{G} \) in short. Two graphs \( G \) and \( G' \) are said to share their nodes when \( N_G = N_{G'} \). Given two graphs \( G \) and \( G' \) such that \( N_G \subseteq N_{G'} \), set \( G \sqsubseteq G' = (N_{G'}, E_{G}, E_G \cup G', \ell_G) \) with \( \ell_G(n) = \ell_G(n) \) if \( n \in N_G \) and \( \ell_G(n) = \ell_G(n) \), otherwise. A graph morphism \( \mu \) between a source graph \( G \) and a target graph \( H \) is a function \( \mu : N_G \rightarrow N_H \) that preserves edges and labelings, that is, for all \( m \xrightarrow{\ell} n \in G \), \( \mu(m) \xrightarrow{\ell} \mu(n) \in H \) holds, and for any node \( n \in G ; \ell_G(n) = \ell_H(\mu(n)) \).

A pattern is a graph, and a basic pattern matching is an injective morphism from a basic pattern \( P \) to some graph \( G \). Given such a morphism \( \mu : G \rightarrow G' \), we define \( \mu(G) \) to be the sub-graph of \( G' \) made of the nodes \( \{\mu(n) \mid n \in N_G\} \), of the edges \( \{ \mu(m) \xrightarrow{\ell} \mu(n) \mid m \xrightarrow{\ell} n \in G \} \) and node labels \( \mu(n) \rightarrow \ell_G(n) \).

A pattern is a pair \( P = \langle P_0, \nu \rangle \) made of a basic pattern \( P_0 \) and a sequence of injective morphisms \( \nu_i : P_0 \rightarrow N_i \), called negative conditions. The basic pattern describes what must be present in the target graph \( G \), whereas negative conditions say what must be absent in the target graph. Given a pattern \( P = \langle P_0, \nu \rangle \) and a graph \( G \), a pattern morphism is an injective morphism \( \mu : P_0 \rightarrow G \) for which there is no morphism \( \xi_i \) such that \( \mu = \xi_i \circ \nu_i \).

Example 1. Consider the basic pattern morphism \( \mu : P_0 \rightarrow G \) (colors define the mapping):

The pattern \( P = \langle P_0, \nu \rangle \) with \( \nu \) defined by \( \xrightarrow{\ell} \) prevents the application of the morphism above.

Indeed, \( \xi = b_0 \rightarrow g_0, b_1 \rightarrow g_1 \) is such that \( \xi \circ \nu = \mu \). When there is only one negative condition, we represent the pattern by crossing nodes and edges which are not within the basic pattern. For instance, the pattern \( P \) above looks like \( (A, \xrightarrow{\ell})_a, a \) that we hope is self-explanatory.

In this paper we think of graph transformations as sequences of “basic commands”.
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Definition 1 (The command language). There are three basic commands: \( \text{label}(p, \alpha) \) for node renaming, \( \text{del_edge}(p, e, q) \) for edge deletion and \( \text{add_edge}(p, e, q) \) for edge creation. In these basic commands, \( p \) and \( q \) are nodes, \( \alpha \) is some node label and \( e \) is some edge label. A pattern \( (P_0, \vec{\nu}) \) is compatible with a command whenever all nodes that it involves belong to \( P_0 \).

Definition 2 (Operational semantics). Given a pattern \( P = (P_0, \vec{\nu}) \) compatible with some command \( c \), and some pattern matching \( \mu : P \rightarrow G \) where \( G \) is the graph on which the transformation is applied, we have the following possible cases: \( c = \text{label}(p, \alpha) \) turns the label of \( \mu(p) \) into \( \alpha \), \( c = \text{del_edge}(p, e, q) \) removes \( \mu(p) \rightarrow \mu(q) \) if it exists, otherwise does nothing, and \( c = \text{add_edge}(p, e, q) \) adds the edge \( \mu(p) \rightarrow \mu(q) \) if it does not exist, otherwise does nothing. The graph obtained after such an application is denoted by \( G' \cdot \mu c \). Given a sequence of commands \( \vec{c} = (c_1, \ldots, c_n) \), let \( G' \cdot \vec{c} \) be the resulting graph, i.e., \( (G \cdot \vec{c}) = (G \cdot c_1) \cdot (G \cdot c_2) \cdot \cdots \cdot (G \cdot c_n) \).

Remark 1. We took a slightly simplified version of patterns. Actually, in [4], we have negative conditions within patterns to avoid some rule applications. But these simplifications should be transparent with respect to termination. Nevertheless, informally, we will omit the right node in a pattern like \( \begin{array}{c} \bullet \end{array} \rightarrow \begin{array}{c} \bullet \end{array} \) to say that there is no edge labeled \( B \) from node \( b_0 \).

Definition 3. A rule is a pair \( R = (P, \vec{\beta}) \) made of a pattern and a (compatible) sequence of commands. Such a rule \( R \) applies to a graph \( G \) via a pattern morphism \( \mu : P \rightarrow G \). Let \( G' = G \cdot \vec{\beta} \cdot \mu \), then we write \( G \rightarrow_{R, \mu} G' \). We define \( G \rightarrow G' \) whenever there is a rule \( R \) and a pattern morphism \( \mu \) such that \( G \rightarrow_{R, \mu} G' \).

2.1 The main example

Let \( \Sigma_K = \{ A \} \) and \( \Sigma_R = \{ \alpha, \beta, T \} \). For the discussion, we suppose that \( T \) is a working label, that is not present in the initial graphs. We want to add a new edge \( \beta \) between node \( n \) and node \( 1 \) each time we find a maximal chain: \( \begin{array}{c} 1 \rightarrow 2 \rightarrow 3 \rightarrow \end{array} \rightarrow \begin{array}{c} 4 \end{array} \) within a graph \( G \). Consider the basic pattern \( P_{\text{init}} = \begin{array}{c} 4 \end{array} \rightarrow \begin{array}{c} 3 \end{array} \rightarrow \begin{array}{c} 2 \end{array} \rightarrow \begin{array}{c} 1 \end{array} \) together with its two negative conditions \( \nu_1 = \times \rightarrow \begin{array}{c} 1 \end{array} \rightarrow \begin{array}{c} 2 \end{array} \rightarrow \begin{array}{c} 3 \end{array} \) and \( \nu_2 = \times \rightarrow \begin{array}{c} 4 \end{array} \rightarrow \begin{array}{c} 3 \end{array} \rightarrow \begin{array}{c} 2 \end{array} \). We consider three rules:

Init: \( \langle \nu_1, \nu_2 \rangle, \langle \text{add_edge}(p, T, q) \rangle \) which fires the transitive closure.

Follow: \( \langle 1 \rightarrow 2, \text{add_edge}(p, T, r), \text{del_edge}(p, T, q) \rangle \) which follows the chain.

End: \( \langle 1 \rightarrow 2, \text{del_edge}(q, \beta, p) \rangle \) which stops the procedure.

To prevent all pathological cases (e.g., when the edge \( \beta \) is misplaced, when two chains are crossing, and so on), we could introduce more sophisticated patterns. But, since that does not change issues around termination, we avoid obscuring rules with such technicalities.

Example 2. Consider the graph \( G = \begin{array}{c} 1 \rightarrow 2, 2 \rightarrow 3, 3 \rightarrow 4, 4 \rightarrow 1 \end{array} \). By applying successively 'Init', 'Follow' and 'End', \( G \) rewrites as:

\( \begin{array}{c} 1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 1 \end{array} \)

2.2 Three technical facts about Graph Rewriting

It is well known that the main issue with graph rewriting definitions is the way the context is related to the pattern image and its rewritten part. We shall tackle this issue with Proposition 1.

Self-application  Let \( R = (P, \vec{\beta}) \) be the rule made of a pattern \( P = (P_0, \vec{\nu}) \) and a sequence of commands \( \vec{\beta} \). There is the identity morphism \( 1_{P_0} : P_0 \rightarrow P_0 \), and thus we can apply rule \( R \) on \( P_0 \) itself, that is, \( P_0 \rightarrow_{R, 1_{P_0}} P_0' = P_0 \cdot 1_{P_0} \cdot \vec{\beta} \). We call this latter graph the self-application of \( R \).

Rule node renaming  To avoid heavy notation, we will use the following trick. Suppose that we are given a rule \( R = (P, \vec{\beta}) \), a graph \( G \) and a pattern morphism \( \mu : P \rightarrow G \). Let \( P = (P_0, \vec{\nu}) \). We define \( R_\mu \) to be the rule obtained by renaming nodes \( p \) in \( P_0 \) to \( \mu(p) \) (and their references within \( \vec{\beta} \)). For instance, the rule 'Follow' can be rewritten as \( \text{Follow}_\mu = \langle \begin{array}{c} 1 \rightarrow 2 \rightarrow 3 \rightarrow 4, \text{add_edge}(1, T, 3), \text{del_edge}(1, T, 2) \rangle \rangle \cdot \mu \) denotes the pattern morphism used to apply 'Follow' in the derivation. Observe that: (i) the basic pattern of \( R_\mu \) is actually \( \mu(P_0) \), which is a subgraph of
Suppose that we are given a strict partial order \( \succeq \) (see Section 1). Let \( G \rightarrow G' \) be a rule application. The set of nodes stays constant. Let us think of graphs as automata, and let us forget about node labeling for the time being. Let \( \mathcal{E} \) be the initial state and one to be the final state. Thus the automaton (graph) defines some regular language on \( \Sigma \) about node labeling for the time being. Let \( G \) be the graph obtained from \( G \) by deleting the edges in \( P_0 \). Then \( G = P_0 \triangleright C \) and \( G' = P_0' \triangleright C \) with \( P_0' \) being the self-application of the rule. Moreover, \( \mathcal{E}_C \cap \mathcal{E}_{P_0} = \emptyset \) and \( \mathcal{E}_C \cap \mathcal{E}_{P_0'} = \emptyset \).

Throughout the remainder of the paper we assume that all rules are uniform.

Second, the following property holds for uniform rules (see [4]§7 for a proof).

**Proposition 1.** Suppose that \( G \rightarrow_{R_i} G' \) with \( R = \langle P, \bar{c} \rangle \) and \( P = \langle P_0, \bar{v} \rangle \) (the basic pattern \( P_0 \) being a subgraph of \( G \)). Let \( C \) be the graph obtained from \( G \) by deleting the edges in \( P_0 \). Then \( G = P_0 \triangleleft C \) and \( G' = P_0' \triangleleft C \) with \( P_0' \) being the self-application of the rule. Moreover, \( \mathcal{E}_C \cap \mathcal{E}_{P_0} = \emptyset \) and \( \mathcal{E}_C \cap \mathcal{E}_{P_0'} = \emptyset \).

3 Termination of Graph Rewriting Systems

By a *graph rewriting system* (GRS) we simply mean a set of graph rewriting rules (see Section 2). A GRS \( R \) is said to be *terminating* if there is no infinite sequence \( G_1 \rightarrow G_2 \rightarrow \cdots \). Such sequences, whether finite or not, are called derivations.

Since there is no node creation (neither node deletion) in our notion of rewriting, any derivation starting from a graph \( G \) will lead to graphs whose size is the size of \( G \). Since there are only finitely many such graphs, we can decide the termination for this particular graph \( G \). However, the question we address here is the *uniform termination problem* (see Section 1).

**Remark 2.** Suppose that we are given a strict partial order \( \succ \), not necessarily well founded. If \( G \rightarrow G' \) implies \( G \succ G' \) for all graphs \( G \) and \( G' \), then the system is terminating. Indeed, suppose it is not the case, let \( G_1 \rightarrow G_2 \rightarrow \cdots \) be an infinite reduction sequence. Since there are only finitely many graphs of size of \( G_1 \), it means that there are two indices \( i \) and \( j \) such that \( G_i \rightarrow \cdots \rightarrow G_j \) with \( G_i = G_j \). But then, since \( G_i \succ G_{i+1} \succ \cdots \succ G_j \), we have that \( G_i \succ G_j = G_i \) which is a contradiction.

A similar argument was exhibited by Dershowitz in [17] in the context of term rewriting. For instance, it is possible to embed rewriting within real numbers rather than natural numbers to prove termination.

Let us try to prove the termination of our main example (see Subsection 2.1). Rules such as ‘Init’ and ‘End’ are “simple”: we put a weight on edge labels \( \omega : \Sigma_E \rightarrow \mathbb{R} \) and we say that the weight of a graph is the sum of the weights of its edges labels. Set \( \omega(\alpha) = 0, \omega(\beta) = -2 \) and \( \omega(T) = -1 \). Then, rules ‘Init’ and ‘End’ decrease the weight by 1 and, since rule ‘Follow’ keeps the weight constant, it means the two former rules can be applied only finitely many times. Observe that negative weights are no problem with respect to Remark 2.

But how do we handle rule ‘Follow’? No weights as above can work.

3.1 A language point of view

Let \( G \rightarrow G' \) be a rule application. The set of nodes stays constant. Let us think of graphs as automata, and let us forget about node labeling for the time being. Let \( \Sigma_\mathcal{E} \) be the set of edge labels. Consider a pair of states (nodes), choose one to be the initial state and one to be the final state. Thus the automaton (graph) defines some regular language on \( \Sigma_\mathcal{E} \). In fact, the automaton describes \( n^2 \) languages (one for each pair of states).

Now, let us consider the effect of graph rewriting in terms of languages. Consider an application of the ‘Follow’ rule: \( G \rightarrow G' \). Any word to state \( r \) that goes through the transitions \( p \rightarrow q \xrightarrow{\alpha} r \) can be mapped to a shorter one in \( G' \) via the transition \( p \xrightarrow{T} r \). The languages corresponding to state \( r \) contain shorter words. The remainder of this section is...
devoted to formalizing this intuition into proper orders on graphs. For that, we will need to count the number of paths between any two states. Hence, we shall introduce \( \mathbb{N} \)-rational expressions, that is, rational expression with multiplicity. See, e.g., Sakarovitch’s book [18] for an introduction and justifications of the upcoming constructions. We introduce here the basic ideas.

### 3.2 Formal series

A formal series on \( \Sigma \) (with coefficients in \( \mathbb{N} \)) is a (total) function \( s : \Sigma^* \to \mathbb{N} \). Given a word \( w \), \( s(w) \) is the multiplicity of \( w \). The set of words \( s = \{ w \in \Sigma^* \mid s(w) \neq 0 \} \) is the support of \( s \). Given \( n \in \mathbb{N} \), let \( n \) be the series defined by \( n(w) = 0 \), if \( w \neq 1 \), and \( n(1) = n \), where 1 denotes the empty word. The empty language is \( \emptyset \), the language made of the empty word is \( \{ \} \). Moreover, for \( a \in \Sigma \), the series \( a \) is given by \( a(w) = 0 \) if \( w \neq a \) and \( a(a) = 1 \).

Given two series \( s \) and \( t \), their addition is the series \( s + t \) given by \( s + t(w) = s(w) + t(w) \), and their product is \( s \cdot t \) defined by \( s \cdot t(w) = \sum_{u \cdot v = w} s(u) t(v) \). The star operation is defined by \( s^* = 1 + s + s^2 + \cdots \). The monoid \( \Sigma^* \) being graded, the operation is correctly defined whenever \( s(1) = 0 \).

Given a series \( s \), let \( s_{\leq k} \) be its restriction to words of length less or equal to \( k \), i.e., \( s_{\leq k}(w) = 0 \) whenever \( |w| > k \) and \( s_{\leq k}(w) = s(w) \), otherwise.

An \( \mathbb{N} \)-rational expression on an alphabet \( \Sigma \) is built upon the grammar [19]:

\[
E ::= a \in \Sigma \mid n \in \mathbb{N} \mid (E + E) \mid (E \cdot E) \mid (E^*).
\]

Thus, given the constructions mentioned in the previous paragraph, any \( \mathbb{N} \)-rational expression \( E \in \mathcal{E} \) denotes some formal series. To each \( \mathbb{N} \)-rational expression corresponds an \( \mathbb{N} \)-automaton, which is a standard automaton with transitions labeled by a non empty linear combination \( \sum_{i \leq k} n_i a_i \) with \( n_i \in \mathbb{N} \) and \( a_i \in \Sigma \) for all \( i \leq k \).

### 3.3 The language matrix

Let us suppose given an edge label set \( \Sigma_E \). Let \( \mathcal{E} \) denote the \( \mathbb{N} \)-rational expressions over \( \Sigma_E \). A matrix \( M \) of dimension \( P \times P \) for some (finite) set \( P \) is an array \( (M_{i,j})_{i,j \in P} \) whose entries are in \( \mathcal{E} \). Let \( \mathcal{M}_P \) be the set of such matrices. Given a graph \( G \), we define the matrix \( M_G \) of dimension \( N_G \times N_G \) as follows: \( M_{G,1} = T_1 + \cdots + T_{\ell} \) with \( T_1, \ldots, T_{\ell} \) the set of labels on the transitions between state \( i \) and \( j \) if such transitions exist, otherwise 0.

Let \((1_P)_{i,j} = 0 \) if \( i \neq j \) else 1. From now on, we abbreviate the notation from \( 1_P \) to 1 if the context is clear. Then, let \( M_G^0 = 1 + M_G + M_G^2 + \cdots \). Each entry of \( M_G^0 \) is actually an \( \mathbb{N} \)-regular expression (see Sakarovitch Ch. III, §4 for instance). The (infinite) sum is correctly defined since for all \( i, j \), we have the equality \((M_G^0)_{i,j} = T_1 + \cdots + T_{\ell} \). Thus, \( 1 \notin (M_G^0)_{i,j} \).

The question about termination can be reformulated in terms of matrices whose entries are languages (with words counted with their multiplicity). To prove the termination of the rewriting system, it is then sufficient to exhibit some order \( > \) on matrices such that for any two graphs \( G \to G' \), we have \( M_G > M_G^* \). To prove such a property in the infinite class of finite graphs, we will use the notion of “stable orders”.

Recall the 'Follow' rule and consider the corresponding basic pattern \( L \) and its self-application \( R \). Their respective matrices are:

\[
M_L = \begin{pmatrix} 0 & T & 0 \\ 0 & 0 & \alpha \\ 0 & 0 & 0 \end{pmatrix}, \quad M_R = \begin{pmatrix} 0 & 0 & T \\ 0 & 0 & \alpha \\ 0 & 0 & 0 \end{pmatrix}.
\]

Observe that \((M_R)_{13} > (M_L)_{13} \). This matrix deals with edges/transitions. In order to consider paths, we need to compute \( M^*_L \) and \( M^*_R \) that are given by:

\[
M^*_L = \begin{pmatrix} 1 & T & T \cdot \alpha \\ 0 & 1 & \alpha \\ 0 & 0 & 1 \end{pmatrix}, \quad M^*_R = \begin{pmatrix} 1 & 0 & T \\ 0 & 1 & \alpha \\ 0 & 0 & 1 \end{pmatrix}.
\]

Any word within \( M^*_R \)’s entries is a sub-word of the corresponding entry in \( M^*_L \).

**Example 3.** Consider now a variation of 'Follow' made of the pattern \((a \xrightarrow{p} b \xrightarrow{T} c \xrightarrow{r} d)\) and commands \((\text{add_edge}(p, T, r), \text{del_edge}(p, T, q))\). By setting \( L' \) as its pattern and \( R' \) as its self-application, we get the following
matrices:
\[
M_{L'} = \begin{pmatrix}
(T\alpha\gamma)^* & T(\alpha\gamma T)^* & T\alpha(\gamma T\alpha)^* \\
(\alpha\gamma T\alpha)^* & (\alpha\gamma T)^* & (\alpha\gamma T\alpha)^* \\
(T\alpha\gamma)^* & (\alpha\gamma T)^* & (\gamma T\alpha)^*
\end{pmatrix},
M_{R'} = \begin{pmatrix}
(T\gamma)^* & 0 & T(\gamma T)^* \\
(\gamma T^\gamma)^* & 1 & (\gamma T)^*
\end{pmatrix}.
\]

Again, words within \(M_{L'}^*\) are sub-words of the corresponding ones in \(M_{R'}^*\).

### 3.4 The matrix multiset path order

The order we shall introduce in this section is inspired by the notion of multiset path ordering within the context of term rewriting (see for instance [13]). However, in the present context of graph rewriting (to be compared with Dershowitz and Jouannaud’s [14] or with Plump’s [15]), the definition is a bit more complicated. Here, we do not consider an order on terms as it is done for terms.

Let \(\preceq\) be the word embedding on \(\Sigma^*\), that is, the smallest partial order such that \(1 \preceq w\), and if \(u \preceq v\), then \((u \cdot w) \preceq (v \cdot w)\) and \(w \cdot u \preceq w \cdot v\), for all \(u, v, w \in \Sigma^*\). This order \(\preceq\) can be extended to formal series, that is, the multiset-path ordering, see Dershowitz and Manna [20] or Huet and Oppen [21].

**Definition 4** (Multiset path order). The multiset path order is the smallest partial order on finite series such that

- if there is \(w \in \Sigma\) such that for all \(v \in \Sigma\), \(v \preceq w\), then \(s \preceq t\), and
- if \(r \preceq s\) and \(t \preceq u\), then \(r + t \preceq s + u\).

We write \(s \prec t\) when \(s \preceq t\) and \(s \not= t\).

**Proposition 2.** Addition and product are monotonic with respect to the multiset-path order. Moreover, addition is strictly monotonic with respect to \(\preceq\), and if \(r \preceq s\), then \(r \cdot t \preceq s \cdot t\) and \(t \cdot r \preceq t \cdot s\), whenever \(t \not= 0\) (otherwise, we have equality).

**Proof.** Addition is monotonic by definition. Actually, we prove now that it is strictly monotonic. Suppose that \(r \prec s\). We prove that \(r + t \prec s + t\), by induction (see Definition 4). Suppose that there is \(w \in \Sigma\) such that for all \(v \in \Sigma\) we have \(v \not= w\), then \(r \prec s\). Since \(r(w) = 0\), then \((r + t)(w) = t(w) < s(w) + t(w) = (s + t)(w)\), and we are done. Otherwise, \(r = t_0 + r_1\) and \(s = s_0 + s_1\) with \(r_0 \preceq s_0\) and \(r_1 \preceq s_1\). One of the two inequalities must be strict (otherwise \(r = s\)). Suppose \(r_0 \not= s_0\). By definition, observe that \(r_1 + t \preceq s_1 + t\). But then, \(r + t = r_0 + (r_1 + t)\) and \(s = s_0 + (s_1 + t)\) and we apply induction on \((r_0, s_0)\). As addition is commutative, the result holds.

For the product, suppose that \(r \preceq s\) and let \(t\) be some series. We prove \(r \cdot t \preceq s \cdot t\); the other inequality \(t \cdot r \preceq t \cdot s\) is similar. Again, we proceed by induction on Definition 4:

- Suppose there is \(w \in \Sigma\) such that for all \(v \in \Sigma\), \(v \not= w\). By induction on \(t\), if \(t = 0\), \(r \cdot t = 0\preceq 0 = s \cdot t\). Otherwise, \(t = t_0 + v_0\) for a word \(v_0\). Observe that \(r \cdot v_0 = \sum_{v \in \Sigma} r(v) v \cdot v_0\). Since for all \(v \in \Sigma\), \(v \not= w\), we have \(r \cdot v_0 \not= w \cdot v_0 \preceq s \cdot v_0\). Now, \(r \cdot t = r \cdot (t_0 + v_0) = r \cdot t_0 + r \cdot v_0\) and \(s \cdot t = s \cdot t_0 + s \cdot v_0\). By induction, \(r \cdot t_0 \preceq s \cdot t_0\) and since \(r \cdot v_0 \preceq s \cdot v_0\), the result holds.
- Otherwise, \(r = r_0 + r_1\). In this case, \(s \cdot r = s \cdot r_0 + s \cdot r_1\) and \(t \cdot r = t \cdot r_0 + t \cdot r_1\). The result then follows by induction.

To show strict monotonicity, suppose \(r \prec s\) and again proceed by case analysis. Suppose that there is some \(w \in \Sigma\) such that for all \(v \in \Sigma\), \(v \not= w\). Since \(t \not= 0\), it contains at least one word \(v_0\) such that \(t = t_0 + v_0\). By \(r \prec s\), \((r \cdot v_0 = \sum_{v \in \Sigma} r(v) v \cdot v_0) \preceq \sum_{v \in \Sigma} s(v) v \cdot v_0 = s \cdot v_0\). Now, \(r \cdot t_0 \preceq s \cdot t_0\) by monotonicity. Thus \(r \cdot t = r \cdot t_0 + r \cdot v_0 \preceq s \cdot t_0 + s \cdot v_0 = s \cdot t\) where the strict inequality is due to strict monotonicity of addition.

**Definition 5** (Matrix multiset-path order). Let \(M\) and \(M'\) be two matrices with dimension \(P \times P\). Write \(M \preceq M'\) if for all \(k \geq |P|\) and for all \((i, j) \in P \times P\), we have \(M_{i,j}^{\leq k} \preceq M'_{i,j}^{\leq k}\).

**Corollary 1.** The addition and the multiplication are monotonic with respect to the matrix multiset-path order.

**Proof.** It follows from Proposition 2 since addition and product of matrices are defined as addition and product of their entries.
3.5 The Rational Embedding Order

Let $\Sigma$ be some fixed alphabet. A finite state transducer is a finite state automaton whose transitions are decorated by pairs $(a, w)$, $a \in \Sigma$, $w \in \Sigma^*$. We refer the reader to the book of Sakarovitch [18] for details. To give the intuition, a transducer works as follows. At the beginning, the current state is set to the initial state of the transducer. The reading “head” is put on the first letter of the input and the output is set to the empty word. At each step of the computation, given some state $q$, some letter $a$ read and some transition $q' \in \delta(q, (a, w))$, the transducer appends $w$ to the output, shifts the input head to the “right” and sets the current state to $q'$. The computation ends when a) the input word is completely read in which case the result is the output or b) if there is no transition compatible with the current state and the read letter. In this latter case, the computation is said to fail. Thus, compared to a finite state automaton whose computations end on True (a final state) or False (not a final state) given some input word, the transducer output words, thus defining a relation in $\Sigma^*$. Given some transducer $\tau$, if for any word, there is at most one successful computation, the transducer outputs at most one word, the relation becomes functional. In that case, we denote the function it computes by $[\tau]$.

**Definition 6** (Rational Embedding Order). Given two regular languages $L$ and $L'$ on $\Sigma$, write $L \preceq L'$ if:

- there is an injective function $f : L' \to L$ that is computed by a transducer $\tau$ and
- such that $|f(w)| \leq |w|$, for every $w \in L'$. Such functions (and the corresponding transducers) are said to be decreasing (in [22]).

The transducer $\tau$ is said to be a *witness* of $L \preceq L'$.

We say that a transition of a transducer is *deleting* when it is of the form $a \mid 1$ for some $a \in \Sigma$. A transducer whose transitions are of the form $X \mid Y$, with $|Y| \leq |X|$, is itself decreasing. If a path corresponding to an input $w$ passes through a deleting transition, then $|\tau(w)| < |w|$.

In the sequel we will make use of the following results that are direct consequences of Nivat’s Theorem [23] (Prop. 4, §3).

**Proposition 3.** Let $[\tau] : L \to L'$ be computed by a transducer $\tau$, and let $L''$ be a regular language. Then the following assertions hold.

1. The restriction $\tau_{|L''} : L'' \cap L \to L'$ mapping $w \mapsto \tau(w)$ is computable by a transducer.

2. The co-restriction $\tau^{|L''} : L' \to L'' \cap L'$ mapping $w \mapsto \tau(w)$ if $\tau(w) \in L''$ and otherwise undefined, is computable by a transducer.

3. The function $\tau' : L \to L'$ defined by $\tau'(w) = \tau(w)$ if $w \in L''$ and otherwise undefined, is computable by a transducer.

Observe that the identity on $\Sigma^*$ is computed by a transducer (made of a unique initial/final state with transitions $a \mid a$ for all $a \in \Sigma$). Then, the identity on $L$ is obtained by Proposition 3(1,2). Thus we have that $\preceq$ is reflexive. Also, it is well known that both transducers and injective functions can be composed. Hence, we also have that $\preceq$ is transitive. Thus, $\preceq$ is a preorder.

However, we do not have anti-reflexivity in general. For instance, we have

$$L_1 = A \cdot (A + B)^* \preceq L_2 = B \cdot (A + B)^* \preceq L_1.$$  

To see this, consider the following transducer (whose initial state is indicated by an in-arrow, whereas the final one by an out-arrow): $\begin{array}{c} A \mid B \swarrow \downarrow \searrow B \mid A \end{array}$. This shows that $L_1 \preceq L_2$. Swap ‘A’ and ‘B’, to see that the reversed relation also holds.

It is worth noting that there is a simple criterion to ensure a strict inequality.

**Proposition 4.** Suppose $L_1 \preceq L_2$ has a witness $\tau : L_2 \to L_1$. If $\tau$ contains one (accessible and co-accessible) deleting transition, then the relation is strict.

**Proof.** As before, set $L_1 < L_2$ whenever $L_1 \preceq L_2$ but not $L_2 \preceq L_1$. Ad absurdum, suppose $L_1 \preceq L_2 \preceq L_1$ with a transducer $\theta : L_1 \to L_2$ and $\tau$ as above. Then $\theta \circ \tau$ (the composition of the two transducers) defines an injective function. Let $w$ be the smallest input word from the initial state to a final state through the transition $a \mid 1$ in $\tau$. Define the set

$$M_c[w] = \{ u \in L_2 \mid |u| < |w| \}.$$
For any word \( u \), we have \( |\theta \circ \tau(u)| \leq |u| \). Thus \( \theta \circ \tau(M^{<w}) \subseteq M^{<w} \). Since \( M^{<w} \) is a finite set and \( \theta \circ \tau \) is injective, it is actually bijective when restricted to \( M^{<w} \). However, \( |\theta \circ \tau(w)| \leq |\tau(w)| < w \) implies \( \theta \circ \tau(w) \in M^{<w} \). By the Pigeon-hole Principle, there is one word in \( M^{<w} \) that has two pre-images via \( \theta \circ \tau \). Thus, \( \theta \circ \tau \) cannot be injective, which yields a contradiction.

**Remark 3.** From Proposition 3 it follows that if two regular languages \( L \) and \( L' \) are such that \( L \subseteq L' \), then \( L \not\subseteq L' \).

**Definition 7.** The rational embedding order extends to matrices by pointwise ordering: Let \( M \) and \( N \) with dimension \( P \times P \), and write \( M \preceq N \) if for every \( i, j \in P \times P \), we have \( M_{i,j} \preceq N_{i,j} \).

Recall the modified version of ‘Follow’ (Example 3). The following transducers show that all entries strictly decrease.

In the following, to compare two graphs by means of the rational embedding order, we transform graphs into matrices as follows. Given a graph \( G \), let \( M_G \) be the matrix of dimension \( N_G \times N_G \) such that \( (M_G)_{i,j} = T_{i,j}^{1} + T_{i,j}^{2} + \cdots + T_{i,j}^{n} \) with \( T_{i,j}^{1}, \ldots, T_{i,j}^{n} \) the labels of the edges from \( i \) to \( j \). In other words, we “decorate” the labels with the source and target nodes. Then, \( G \preceq G' \) whenever \( M_G \preceq M_{G'} \).

### 3.6 Stable orders on matrices

A matrix on \( E \) is said to be **finite** whenever all its entries are finite. Two matrices \( M \) and \( M' \) (of same dimension) on \( E \) are said to be disjoint if for every \( i, j \), \( M_{i,j} \cdot M'_{i,j} = 0 \).

**Definition 8.** Let \( M \) be a matrix of dimension \( P \times P \) and \( P \subseteq G \). The extension of \( M \) to dimension \( G \times G \) is the matrix \( M^{\uparrow G} \) defined by:

\[
(M^{\uparrow G})_{i,j} = \begin{cases} M_{i,j} & \text{if } i, j \in P \\ 0 & \text{otherwise} \end{cases}
\]

The notation \( M^{\uparrow G} \) is shortened to \( M^{\uparrow} \) when \( G \) is clear from the context.

**Fact 1.** Let \( M \) be a matrix of dimension \( P \times P \), with \( P \subseteq G \). Then \( (M^{\uparrow G})^{*} = (M^{*})^{\uparrow G} \).

**Definition 9.** We say that a partial order \( \preceq \) on \( E \) is **stable by context** if for every \( P \subseteq G \), all matrices \( L \) and \( R \) of dimension \( P \times P \), and every \( C \) of dimension \( G \times G \), the following assertions hold.

1. If \( L, R, C \) are finite, \( L \) being disjoint from \( C \), \( R \) being disjoint from \( C \) and \( R^{*} \prec L^{*} \), then \( (R + C)^{*} \prec (L + C)^{*} \).

2. If \( R \prec L \), then \( R^{\uparrow G} \prec L^{\uparrow G} \).

**Lemma 1.** Let \( \preceq \) be a partial order stable by context and consider finite matrices \( L, R \) of dimension \( P \times P \) and let \( C \) be a finite matrix of dimension \( G \times G \) with \( P \subseteq G \). Then, \( R^{*} \prec L^{*} \) implies \( (R^{\uparrow} + C)^{*} \prec (L^{\uparrow} + C)^{*} \).

**Proof.** If \( R^{*} \prec L^{*} \), then we have \( (R^{*})^{\uparrow} \prec (L^{*})^{\uparrow} \) by Definition 9.2. By Lemma 1, it follows that \( (R^{\uparrow})^{*} \prec (L^{\uparrow})^{*} \). Clearly, \( R^{\uparrow} \) and \( L^{\uparrow} \) are finite, and from Definition 9.1, we have \( (R^{\uparrow} + C)^{*} \prec (L^{\uparrow} + C)^{*} \).

**Theorem 1.** Let \( \preceq \) be a partial order stable by context. Suppose that for every rule \( R = (P, \vec{c}) \) with \( P = (P_{0}, \vec{v}) \) and \( P_{0}' \) the self-application of \( P_{0} \), we have \( (P_{0}')^{*} \prec (P_{0})^{*} \). Then the corresponding GRS is terminating.

**Proof.** Let \( \preceq \) be a partial order on graphs and consider the corresponding order on matrices: \( G \prec G' \) if and only if \( M_{G}^{*} \prec M_{G'}^{*} \). We show that for every rule, we have \( G \rightarrow G' \) implies \( G' \prec G \). So let \( R \) be a graph rewriting rule and let \( \mu \) be a morphism such that \( G \rightarrow_{R, \mu} G' \). By the discussion in the beginning of Section 3, without loss of generality, we
can suppose that $\mu$ is actually the inclusion of pattern $P_0$ in $G$. Now, let $P_0$ and $P'_0$ be respectively the basic pattern and the self-application of $R$. Define $C$ to be the graph made of the nodes of $G$ without edges in $P_0$. By Proposition 1, $M_G = M_{P_0} + M_C$ and $M_{C'} = M_{P_0} + M_C$. Moreover, $M_{P_0}, M_{P_0'}$ and $M_C$ are finite, $M_{P_0}$ is disjoint from $M_C$, and $M_{P_0'}$ is disjoint from $M_C$. From Lemma 1 it thus follows that $M_{C'} = (M_{P_0} + M_C)^* < (M_{P_0} + M_C)^* = M_G$. 

### 3.7 Stability of the orderings

We can now prove the two announced stability results.

**Proposition 5.** The multiset path ordering is stable by context.

**Proof.** We first verify that condition 2 of Definition 9 holds. Suppose that $R \triangleleft L$ with $R, L$ of dimension $P \times P$. Then, for all $(i, j) \notin P \times P$, $R_{i,j}^G = 0 = L_{i,j}^G$. Now, for all $k \geq |G| \geq |P|$ and for all $(i, j) \in P \times P$, we have $(R^G)_{i,j}^k = R_{i,j}^k \leq L_{i,j}^k = (L^G)_{i,j}^k$. To verify that condition 1 also holds, let $G \times G$ be the dimension of $L$, $R$ and $C$. Take $k \geq |G|$. On the one side we have

$$(R + C)^* \leq_k \sum (A_1, \ldots, A_\ell) \in \{R, C\}^* \prod A_i$$

and on the other side

$$(L + C)^* \leq_k \sum (A_1, \ldots, A_\ell) \in \{R, C\}^* \prod A_i \{R \leftarrow L\},$$

where $A_i \{R \leftarrow L\} = L$ if $A_i = R$, and $C$ otherwise. As the product and the addition are (strictly) monotonic, the result follows. 

**Proposition 6.** The rational embedding order is stable by context.

**Proof.** Since we use a component-wise ordering, it is easy to verify that condition 2 of Definition 9 holds. To verify that condition 1 also holds, let $P \times P$ be the shared dimension of $L, R$ and $C$ of dimension $G \times G$ with $P \subseteq G$. Since $R < L$, there are decreasing transducers $\tau_{i,j} : L_{i,j} \rightarrow R_{i,j}$ with at least one of them deleting. We build the family of transducers $(\theta_{p,q})_{p,q \in G \times G}$ as follows. The family of transducers will share the major part of the construction. They only differ by their initial and terminal states. First, we make a copy of all transducers $(\tau_{i,j})_{i,j}$. Then, we add as states all the elements of $G$ outside $P$. Given a non null entry $T = C_{i,j}$, we set a transition $i \xrightarrow{T_{i,j}} j$. That is the transducer "copies" the paths within $C$. For an entry $T = C_{i,j}$ with $i \notin P, j \in P$, we set the transitions: $i \xrightarrow{T_{i,j}} q_n$ for all $q_n$ initial state of the transducer $\tau_{j,n}, n \in P$. Similarly, for any entry $T = C_{i,j}$ with $i \in P, j \notin P$, we set the transitions: $r_n \xrightarrow{T_{i,j}} j$ for each terminal state $r_n$ of the transducer $\tau_{n,i}, n \in P$. This construction can be represented as follows:

![Diagram](where U, T, W, X, Y range over the edge labels. Take $k, \ell \notin P$. Any path from state $k$ to state $\ell$ describes a path in $C + L$ on the input side and a path in $C + R$ on the output side. Indeed, transitions within $C$ are simply copied and the transducers $\tau_{i,j}$ transform paths in $L$ into paths in $R$. It remains to specify initial and final states of $\theta_{p,q}$ with $(p, q) \in G \times G$. Given some entry $p, q \in G$, if $p \notin P$, we set the initial state to be $p$. Otherwise, we introduce a new state $i$ which is set to be initial, and we add a transition $i \xrightarrow{11} i$ for any state $i$ initial in $\tau_{p,r}$ for some $r$. If $q \notin P$, then, $q$ is the final state. Otherwise, any state $j$ within some $\tau_{r,q}$, $r \in P$, is final.)
Consider some pair \( p, q \in G \). We prove that the transducer \( \theta_{p,q} \) is injective. Consider a path \( w \in C + L \). It can be decomposed as follows: \( w = w_1 \ell_1 \cdots w_k \ell_k \) where the \( \ell_i \)'s are the sub-words within \( L \) (that is the \( w_i \)'s have the shape \( v_i a_i \) where \( a_i \) is a transition from \( C \) to \( L \)). Consider a second word \( w' = w'_1 \ell'_1 \cdots w'_k \ell'_k \) such that the transducer \( \theta_{p,q}(w) = \theta_{p,q}(w') = u \). Given the construction of \( \theta_{p,q} \), consider the word \( u = u_1 r_1 \cdots u_k r_k \) with \( r_1, \ldots, r_k \) some path within \( R \). Indeed, only a letter within \( L \) can produce a letter within \( R \). Consider the case where \( r_k \) is non empty. When the transducer reaches the first letter in \( \ell_k \), it is in a state \( \tau_{k,m} \) for some \( m \). Actually, \( m = q \) since only \( \tau_{k,q} \) contains a final state. Thus, the path is fixed within \( \tau_{k,p} \) and then the injectivity of \( \tau_{k,p} \) applies. So, \( \ell'_k = \ell_k \). We can go back within \( w_k \). On this part of the word, the transitions have the shape \( T^{i,j} \mid T^{i,j} \). Thus, \( w_k = w'_k \). We can continue this process up to the beginning of \( w \) and \( w' \).

### 3.8 Termination with node creation

Up to here, rewriting did not involve node creation. In this subsection, we will address this issue informally, and we leave for future work the definitive formalization.

So consider a new command \texttt{add\_node}(\( \alpha \)) with \( \alpha \) a label. This command adds a new node to the graph with label \( \alpha \). As in standard settings, this node is not related to others at creation time.

Actually, we see node creation as follows. Let us consider a fixed denumerable set \( U \) of nodes. For any finite graph, one may suppose without loss of generality that its nodes belong to \( U \). More precisely, we see graphs as having \( U \) as an underlying node set, among which only finitely many are “under focus”. The nodes in this finite set have a label within the set \( \Sigma_u \) and they may be related via edges to some other nodes, all the others are isolated and their label is \( \perp \), a trash label. In other words, there is never some node creation, but some may be added to the focus. Notice that at each step, only finitely many nodes may be added to a graph via rewriting. In finitely many steps, starting from a finite graph, the denumerable set \( U \) is a sufficiently large container.

If we come back to our termination issue, there are a few changes. In the one hand, matrices have infinite dimension, that is, \( U \times U \). But on the other hand, at each step of computation, only finitely many entries are non null. Thus, all established results still apply to this more general framework and the method is still correct.

As a consequence, if we still find some ordering on language matrices, termination will follow. However, there is one important point that must be discussed in detail. We said that the ordering on matrices did not need to be well founded to show termination. And for that, we needed the fact that all graphs met during computation have a fixed size (so that there are only finitely many of them). In the present context, this hypothesis is not reasonable in general. We thus propose two ways of overcoming this apparent limitation.

First, if the ordering on matrices is well-founded, there are no more issues. Termination will hold directly. Second, if the ordering is not well-founded, then we will need an additional ingredient. Let us suppose that the ordering \( \prec \) is stable by edge contraction: that is, if \( G' \) is obtained from \( G \) by contracting some edge \( e \in G \), then \( M_{G'} \prec M_G \). Suppose furthermore that for any steps, \( G \rightarrow G' \), we have \( M_{G'} \prec M_G \), then the system is terminating. Indeed, due to Robertson and Seymour’s Theorem (see [24], ), any infinite sequence \( M_{G_1} \succ M_{G_2} \succ \cdots \) will contain two indices for which \( M_{G_j} \) is a (directed) minor of \( M_{G_k} \), for some \( j < k \). That is \( G_j \) is obtained from \( G_k \) by finitely many edge contractions. But, since the order is stable by edge contraction, then, \( M_{G_j} \prec M_{G_k} \) which leads to the contradiction. Thus, the result.

The notion of minors for the directed case may be discussed further, see for instance [25]. We leave that exploration for some other day.

### 4 Interpretations for Graph Rewriting Termination

Interpretation methods are well known in the context of term rewriting, see for instance Dershowitz and Jouannaud’s survey on rewriting [13]. Their usefulness comes from the fact that they belong to the class of simplification orderings, i.e., orderings for which if \( t \preceq u \), then \( t \preceq u \). In the context of graphs, we introduce a specific notion of “interpretation”, which we will still call interpretation.

**Definition 10.** A graph interpretation is a triple \((X, \prec, \phi)\) where \((X, \prec)\) is a partially ordered set and \( \phi : G \rightarrow X \) is such that given two graphs \( P \) and \( P' \) having the same set of nodes and \( C \) disjoint of \( P \) and \( P' \), if \( \phi(P) \prec \phi(P') \), then \( \phi(P + C) \prec \phi(P' + C) \).

An interpretation \( \Omega = (X, \prec, \phi) \) is compatible with a rule \( R \) if \( \phi(P'_0) \prec \phi(P_0) \) where \( P_0 \) is the basic pattern of \( R \) and \( P'_0 \) its self-application. Similarly, an interpretation is compatible with a GRS if it is compatible with all of its rules.

**Theorem 2.** Every GRS compatible with an interpretation \( \Omega \) is terminating.

The theorem being a more abstract form of Theorem 1, its proof follows exactly the same steps.
Proof. Suppose that \( G \prec G' \) if and only if \( \phi(G) \prec \phi(G') \). We prove that for each rule \( R \) of the GRS, \( G \rightarrow G' \) implies \( G' \prec G \). Indeed, suppose that \( G \rightarrow_{R,\mu} G' \). Let \( P_0 \) and \( P_0' \) be respectively the basic pattern and the self-application of \( R \). Then, there is a graph \( C \) such that \( G = P_0 + C \), \( G' = P_0' + C \), such that \( P_0 \) and \( P_0' \) are disjoint from \( C \). Since \( \phi(P_0') \prec \phi(P) \), we then have \( \phi(G') \prec \phi(G) \).

\[ \square \]

Example 4. The triple \( \langle M, \leq, (M(-,-))^* \rangle \) is an interpretation for 'Follow'.

Example 5. Let us come back to the weight analysis. Define \( \omega(G) = \sum_{p \rightarrow q \in G} \omega(e) \) with \( \omega(\alpha) = 0 \), \( \omega(T) = -1 \), \( \omega(\beta) = -1 \). Then, \( \langle M, \leq, \omega(-) \rangle \) is an interpretation for 'Init' and 'End'.

Example 6. Let \( \langle X_1, \prec_1, \phi_1 \rangle \) be an interpretation for a set of rules \( R_1 \), and let \( \langle X_2, \prec_2, \phi_2 \rangle \) be an interpretation for a set of rules \( R_2 \). Suppose that for every rule \( R \) in \( R_2 \), \( G \rightarrow_{R,\mu} G' \) implies \( G' \leq_1 G \) (that is without strict inequality). Then the lexicographic ordering on \( X_1 \times X_2 \) defined by \( (x_1, x_2) \prec_1 (y_1, y_2) \) if and only if \( x_1 \prec_1 y_1 \), or \( x_1 \leq_1 y_1 \) and \( x_2 \prec_2 y_2 \), constitutes an interpretation \( \langle X_1 \times X_2, \prec_1, \phi_1 \times \phi_2 \rangle \) for \( R_1 \cup R_2 \).

Thus, combining Example 4 and Example 5, we have a proof of the termination of the Main Example (Subsection 2.1).

Corollary 2. The GRS given in Subsection 2.1 is terminating.

Example 7. Let \( \mathcal{R} \) be a terminating GRS. Then there is an interpretation that “justifies” this fact. Indeed, take \( \langle \mathcal{G}, \prec, 1_{\mathcal{G}} \rangle \) with \( \prec \) defined to be the transitive closure of the rewriting relation \( \rightarrow \). The termination property ensures that the closure leads to an irreflexive relation. The compatibility of \( \prec \) with respect to \( 1_{\mathcal{G}} \) is immediate.

We thus have the following corollary.

Corollary 3. A GRS is terminating if and only if it is compatible with some interpretation.

5 Conclusion

We proposed a new approach based on the theory of regular languages to decide the termination of graph rewriting systems, which does not account for node additions but settles the uniform termination problem for these GRS. We think that there is room to reconsider some old results of this theory under the new light. In particular, we think of profinite topology [26], is a powerful tool that could give us some insight on the underlying structure of the orders. In the two cases, we can extend the orders to take into account orders on the edge labels.

As the next natural step, we intend to explore more systematically graph rewriting with node creations and that take into account node labels. Moreover, in the experiments mentioned in the introduction about natural language processing, in principle, these two orders should still be sufficient to ensure termination. However, we need to implement these new results for an extensive and complete evaluation.
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ABSTRACT

Let $D$ be an oriented graph. The inversion of a set $X$ of vertices in $D$ consists in reversing the direction of all arcs with both ends in $X$. The inversion number of $D$, denoted by $\text{inv}(D)$, is the minimum number of inversions needed to make $D$ acyclic. Denoting by $\tau(D)$, $\tau'(D)$, and $\nu(D)$ the cycle transversal number, the cycle arc-transversal number and the cycle packing number of $D$ respectively, one shows that $\text{inv}(D) \leq \tau'(D)$, $\text{inv}(D) \leq 2\tau(D)$ and there exists a function $g$ such that $\text{inv}(D) \leq g(\nu(D))$. We conjecture that for any two oriented graphs $L$ and $R$, $\text{inv}(L \to R) = \text{inv}(L) + \text{inv}(R)$ where $L \to R$ is the dijoin of $L$ and $R$. This would imply that the first two inequalities are tight. We prove this conjecture when $\text{inv}(L) \leq 1$ and $\text{inv}(R) \leq 2$ and when $\text{inv}(L) = \text{inv}(R) = 2$ and $L$ and $R$ are strongly connected. We also show that the function $g$ of the third inequality satisfies $g(1) \leq 4$.

We then consider the complexity of deciding whether $\text{inv}(D) \leq k$ for a given oriented graph $D$. We show that it is NP-complete for $k = 1$, which together with the above conjecture would imply that it is NP-complete for every $k$. This contrasts with a result of Belkhechine et al. [6] which states that deciding whether $\text{inv}(T) \leq k$ for a given tournament $T$ is polynomial-time solvable.

Keywords Feedback vertex set · Feedback arc set · Inversion · Tournament · Oriented graph · Intercyclic digraph.

1 Introduction

Notation not given below is consistent with [2]. Making a digraph acyclic by either removing a minimum cardinality set of arcs or vertices are important and heavily studied problems, known under the names CYCLE ARC TRANSVERSAL or FEEDBACK ARC SET and CYCLE TRANSVERSAL or FEEDBACK VERTEX SET. A cycle transversal or feedback vertex set (resp. cycle arc-transversal or feedback arc set) in a digraph is a set of vertices (resp. arcs) whose deletion results in an acyclic digraph. The cycle transversal number (resp. cycle arc-transversal number) is the minimum size of a cycle transversal (resp. cycle arc-transversal) of $D$ and is denoted by $\tau(D)$ (resp. $\tau'(D)$). Note that if $F$ is a minimum cycle arc-transversal in a digraph $D = (V, A)$, then we will obtain an acyclic digraph from $D$ by either removing the arcs of $F$ or reversing each of these, that is replacing each arc $uv \in F$ by the arc $vu$. It is well-known and easy to show that $\tau(D) \leq \tau'(D)$ (just take one end-vertex of each arc in a minimum cycle arc-transversal).

Computing $\tau(D)$ and $\tau'(D)$ are two of the first problems shown to be NP-hard listed by Karp in [9]. They also remains NP-complete in tournaments as shown by Bang-Jensen and Thomassen [4] and Speckenmeyer [14] for $\tau$, and by Alon [1] and Charbit, Thomassé, and Yeo [7].
In this paper, we consider another operation, called inversion, where we reverse all arcs of an induced subdigraph. Let $D$ be a digraph. The **inversion** of a set $X$ of vertices consists in reversing the direction of all arcs of $D[X]$. We say that we **invert** $X$ in $D$. The resulting digraph is denoted by $\text{Inv}(D; X)$. If $(X_i)_{i \in I}$ is a family of subsets of $V(D)$, then $\text{Inv}(D; (X_i)_{i \in I})$ is the digraph obtained after inverting the $X_i$ one after another. Observe that this is independent of the order in which we invert the $X_i$. $\text{Inv}(D; (X_i)_{i \in I})$ is obtained from $D$ by reversing the arcs such that an odd number of the $X_i$ contain its two end-vertices.

Since an inversion preserves the directed cycles of length $2$, a digraph can be made acyclic only if it has no directed cycle of length $2$, that is if it is an **oriented graph**. Reciprocally, observe that in an oriented graph, reversing an arc $a = uv$ is the same as inverting $X_a = \{u, v\}$. Hence if $F$ is a cycle arc-transversal of $D$, then $\text{Inv}(D; (X_a)_{a \in F})$ is acyclic.

A **decycling family** of an oriented graph $D$ is a family of subsets $(X_i)_{i \in I}$ of subsets of $V(D)$ such that $\text{Inv}(D; (X_i)_{i \in I})$ is acyclic. The **inversion number** of an oriented graph $D$, denoted by $\text{inv}(D)$, is the minimum number of inversions needed to transform $D$ into an acyclic digraph, that is, the minimum cardinality of a decycling family. By convention, the empty digraph (no vertices) is acyclic and so has inversion number $0$.

### 1.1 Inversion versus cycle (arc-) transversal and cycle packing

One can easily obtain the following upper bounds on the inversion number in terms of the cycle transversal number and the cycle arc-transversal number. See Section 2.

**Theorem 1.1.** $\text{inv}(D) \leq \tau'(D)$ and $\text{inv}(D) \leq 2\tau(D)$ for all oriented graph $D$.

A natural question is to ask whether these bounds are tight or not.

We denote by $\vec{C}_3$ the directed cycle of length $3$ and by $TT_n$ the transitive tournament of order $n$. The vertices of $TT_n$ are $v_1, \ldots, v_n$ and its arcs $\{v_iv_j \mid i < j\}$. The **lexicographic product** of a digraph $D$ by a digraph $H$ is the digraph $D[H]$ with vertex set $V(D) \times V(H)$ and arc set $A(D[H]) = \{(a, x)(b, y) \mid ab \in A(D), \text{ or } a = b \text{ and } xy \in A(H)\}$. It can be seen as blowing up each vertex of $D$ by a copy of $H$. Using boolean dimension, Belkhechine et al. [5] proved the following.

**Theorem 1.2** (Belkhechine et al. [5]). $\text{inv}(TT_n[\vec{C}_3]) = n$.

Since $\tau'(TT_n[\vec{C}_3]) = n$, this shows that the inequality $\text{inv}(D) \leq \tau'(D)$ of Theorem 1.1 is tight.

Pouzet asked for an elementary proof of Theorem 1.2. Let $L$ and $R$ be two digraphs. The **dijoin** from $L$ to $R$ is the digraph, denoted by $L \rightarrow R$, obtained from the disjoint union of $L$ and $R$ by adding all arcs from $L$ to $R$. Observe that $TT_n[\vec{C}_3] = \vec{C}_3 \rightarrow TT_n[\vec{C}_3]$. So a way to elementary prove Theorem 1.2 would be to prove that $\text{inv}(\vec{C}_3 \rightarrow T) = \text{inv}(T) + 1$ for all tournament $T$. In fact, we believe that the following more general statement holds.

**Conjecture 1.3.** For any two oriented graphs $L$ and $R$, $\text{inv}(L \rightarrow R) = \text{inv}(L) + \text{inv}(R)$.

As observed in Proposition 2.5, this conjecture is equivalent to its restriction to tournaments. If $\text{inv}(L) = 0$ (resp. $\text{inv}(R) = 0$), then Conjecture 1.3 holds for any decycling family of $R$ (resp. $L$) is also a decycling family of $L \rightarrow R$. In Section 3, we prove Conjecture 1.3 when $\text{inv}(L) = 1$ and $\text{inv}(R) \in \{1, 2\}$. We also prove it when $\text{inv}(L) = \text{inv}(R) = 2$ and both $L$ and $R$ are strongly connected.

Let us now consider the inequality $\text{inv}(D) \leq 2\tau(D)$ of Theorem 1.1. One can see that this is tight for $\tau(D) = 1$, that is $h(1) = 2$. Indeed, let $V_n$ be the tournament obtained from a $TT_n$ by adding a vertex $x$ such that $N^+(v_i) = \{v_i \mid i \text{ is odd}\}$ (and so $N^-(v_i) = \{v_i \mid i \text{ is even}\}$). Clearly, $\tau(V_n) = 1$ because $V_n - x$ is acyclic, and one can easily check that $\text{inv}(V_n) \geq 2$ for $n \geq 5$. Observe that $V_5$ is strong, so by the above results, we have $\text{inv}(V_5 \rightarrow V_5) = 4$ while $\tau(V_5 \rightarrow V_5) = 2$, so $h(2) = 4$. More generally, Conjecture 1.3 would imply that $\text{inv}(TT_n[\vec{C}_3]) = 2n$, while $\tau(TT_n[\vec{C}_3])$ and thus that the inequality (ii) of Theorem 1.1 is tight. Hence we conjecture the following.

**Conjecture 1.4.** $h(n) = 2n$ for all positive integer $n$. In other words, for every positive integer $n$, there exists a digraph $D$ such that $\tau(D) = n$ and $\text{inv}(D) = 2n$.

A **cycle packing** in a digraph is a set of vertex disjoint cycles. The **cycle packing number** of a digraph $D$, denoted by $\nu(D)$, is the maximum size of a cycle packing in $D$. We have $\nu(D) \leq \tau(D)$ for every digraph $D$. On the other hand, Reed et al. [12] proved that there is a (minimum) function $f$ such that $\tau(D) \leq f(\nu(D))$ for every digraph $D$. With Theorem 1.1 (ii), this implies $\text{inv}(D) \leq f(\nu(D))$. 
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Theorem 1.5. There is a (minimum) function $g$ such that $\text{inv}(D) \leq g(\nu(D))$ for all oriented graph $D$ and $g \leq 2f$.

A natural question is then to determine this function $g$ or at least obtain good upper bounds on it. Note that the upper bound on $f$ given by Reed et al. [12] proof is huge (a multiply iterated exponential, where the number of iterations is also a multiply iterated exponential). The only known value has been established by McCuaig [10] who proved $f(1) = 3$. As noted in [12], the best lower bound on $f$ due to Alon (unpublished) is $f(k) \geq k \log k$. It might be that $f(k) = O(k \log k)$. This would imply the following conjecture.

Conjecture 1.6. For all $k$, $g(k) = O(k \log k)$: there is an absolute constant $C$ such that $\text{inv}(D) \leq C \cdot \nu(D) \log(\nu(D))$ for all oriented graph $D$.

Note that for planar digraphs, combining results of Reed and Sheperd [13] and Goemans and Williamson [8], we get $\tau(D) \leq 63 \cdot \nu(D)$ for every planar digraph $D$. This implies that $\tau(D) \leq 126 \cdot \nu(D)$ for every planar digraph $D$ and so Conjecture 1.6 holds for planar oriented graphs.

Another natural question is whether or not the inequality $g \leq 2f$ is tight. In Section 4, we show that it is not the case. We show that $g(1) \leq 4$, while $f(1) = 3$ as shown by McCuaig [10]. However we do not know if this bound on $g(1)$ is attained. Furthermore can we characterize the intercyclic digraphs with small inversion number?

Problem 1.7. For any $k \in [4]$, can we characterize the intercyclic oriented graphs with inversion number $k$?

In contrast to Theorem 1.1 and 1.5, the difference between $\text{inv}$ and $\nu$, $\tau$, and $\tau'$ can be arbitrarily large as for every $k$, there are tournaments $T_k$ for which $\text{inv}(T_k) = 1$ and $\nu(T_k) = k$. Consider for example the tournament $T_k$ obtained from three transitive tournaments $A, B, C$ of order $k$ by adding all arc form $A$ to $B$, $B$ to $C$ and $C$ to $A$. One easily sees that $\nu(T_k) = k$ and so $\tau'(T_k) \geq \tau(T_k) \geq k$; moreover $\text{Inv}(T_k; A \cup B)$ is a transitive tournament, so $\text{inv}(T_k) = 1$.

1.2 Complexity of computing the inversion number

We also consider the complexity of computing the inversion number of an oriented graph and the following associated problem.

$k$-inversion.
Input: An oriented graph $D$.
Question: $\text{inv}(D) \leq k$?

We also study the complexity of the restriction of this problem to tournaments.

$k$-tournament-inversion.
Input: A tournament.
Question: $\text{inv}(T) \leq k$?

Note that 0-inversion is equivalent to deciding whether an oriented graph $D$ is acyclic. This can be done in $O(|V(D)|^2)$ time.

Let $k$ be a positive integer. A tournament $T$ is $k$-inversion-critical if $\text{inv}(T) = k$ and $\text{inv}(T - x) = k - 1$ for all $x \in V(T)$. We denote by $\mathcal{IC}_k$ the set of $k$-inversion-critical tournaments. Observe that a tournament $T$ has inversion number at least $k$ if and only if $T$ has a subtournament in $\mathcal{IC}_k$.

Theorem 1.8 (Belkhechine et al. [6]). For any positive integer $k$, the set $\mathcal{IC}_k$ is finite.

Checking whether the given tournament $T$ contains $I$ for every element $I$ in $\mathcal{IC}_{k+1}$, one can decide whether $\text{inv}(T) \geq k$ in $O(|V(T)|^{\log m_{k+1}})$ time, where $m_{k+1}$ be maximum order of an element of $\mathcal{IC}_{k+1}$.

Corollary 1.9. For any non-negative integer $k$, $k$-tournament-inversion is polynomial-time solvable.

The proof of Theorem 1.8 neither explicitly describes $\mathcal{IC}_k$ nor gives upper bound on $m_k$. So the degree of the polynomial in Corollary 1.9 is unknown. This leaves open the following questions.

Problem 1.10. Explicitly describe $\mathcal{IC}_k$ or at least find an upper bound on $m_k$.
What is the minimum real number $r_k$ such that $k$-tournament-inversion can be solved in $O(|V(T)|^{r_k})$ time?

As observed in [6], $\mathcal{IC}_1 = \{\overline{C}_3\}$, so $m_1 = 3$. This implies that 0-tournament-inversion can be done in $O(n^3)$. However, deciding whether a tournament is acyclic can be solved in $O(n^2)$-time. Belkhechine et al. [6] also proved that $\mathcal{IC}_2 = \{A_6, B_6, D_5, T_5, V_5\}$ where $A_6 = T \overline{C}_3 = \text{Inv}(T \overline{C}_5; ((v_1, v_3), (v_4, v_6)))$, $B_6 = \text{Inv}(T \overline{C}_5; ((v_1, v_4, v_5), (v_2, v_5, v_6)))$, $D_5 = \text{Inv}(T \overline{C}_5; ((v_2, v_4), (v_1, v_5)))$, $R_5 = \text{Inv}(T \overline{C}_5; ((v_1, v_3, v_5), (v_2, v_4)))$, and $V_5 = \text{Inv}(T \overline{C}_5; ((v_1, v_5), (v_3, v_5)))$. See Figure 1.
Hence \( m_2 = 6 \), so 1-TOURNAMENT-INVERSION can be solved in \( O(n^6) \)-time. This is not optimal: we show in Subsection 5.2 that it can be solved in \( O(n^3) \)-time, and that 2-TOURNAMENT-INVERSION can be solved in \( O(n^6) \)-time.

There is no upper bound on \( m_k \) so far. Hence since the inversion number of a tournament can be linear in its order (See e.g. tournament \( T_k \) described at the end of the introduction), Theorem 1.8 does not imply that one can compute the inversion number of a tournament in polynomial time. In fact, we believe that it is not.

**Conjecture 1.11.** Given a tournament and an integer \( k \), deciding whether \( \text{inv}(T) = k \) is NP-complete.

In contrast to Corollary 1.9, we show in Subsection 5.1 that 1-INVERSION is NP-complete. Note that together with Conjecture 1.3, this would imply that \( k \)-INVERSION is NP-complete for every positive integer \( k \).

**Conjecture 1.12.** \( k \)-INVERSION is NP-complete for all positive integer \( k \).

As we proved Conjecture 1.3. when \( \text{inv}(L) = \text{inv}(R) = 1 \), we get that 2-INVERSION is NP-complete.

Because of its relations with \( \tau' \), \( \tau \), and \( \nu \), (see Subsection 1.1), it is natural to ask about the complexity of computing the inversion number when restricted to oriented graphs (tournaments) for which one of these parameters is bounded. Recall that \( \text{inv}(D) = 0 \) if and only if \( D \) is acyclic, so if and only if \( \tau'(D) = \tau(D) = \nu(D) = 0 \).

**Problem 1.13.** Let \( k \) be a positive integer and \( \gamma \) be a parameter in \( \{\tau', \tau, \nu\} \). What is the complexity of computing the inversion number of an oriented graph (tournament) \( D \) with \( \gamma(D) \leq k \)?

Conversely, it is also natural to ask about the complexity of computing any of \( \tau', \tau \), and \( \nu \), when restricted to oriented graphs with bounded inversion number. In Subsection 5.3, we show that computing any of these parameters is NP-hard even for oriented graphs with inversion number 1. However, the question remains open when we restrict to tournaments.

**Problem 1.14.** Let \( k \) be a positive integer and \( \gamma \) be a parameter in \( \{\tau', \tau, \nu\} \). What is the complexity of computing \( \gamma(T) \) for a tournament \( D \) with \( \text{inv}(T) \leq k \)?

## 2 Properties of the inversion number

In this section, we establish easy properties of the inversion number and deduce from them Theorem 1.1 and the fact that Conjecture 1.3 is equivalent to its restriction to tournaments.

The inversion number is monotone:

**Proposition 2.1.** If \( D' \) is a subdigraph of an oriented graph \( D \), then \( \text{inv}(D') \leq \text{inv}(D) \).

**Proof.** Let \( D' \) be a subdigraph of \( D \). If \( (X_i)_{i \in I} \) is a decycling family of \( D \), then \( (X_i \cap V(D'))_{i \in I} \) is a decycling family of \( D' \). \( \square \)
Lemma 2.2. Let $D$ be a digraph. If $D$ a source (a sink) $x$, then $\text{inv}(D) = \text{inv}(D - x)$.

Proof. Every decycling family of $D - x$ is also a decycling family of $D$ since adding a source (sink) to an acyclic digraph results in an acyclic digraph.

Lemma 2.3. Let $D$ be an oriented graph and let $x$ be a vertex of $D$. Then $\text{inv}(D) \leq \text{inv}(D - x) + 2$.

Proof. Let $N^+[x]$ be the closed out-neighbourhood of $x$, that is $\{x\} \cup N^+(x)$. Observe that $D' = \text{Inv}(D; (N^+[x], N^+(x)))$ is the oriented graph obtained from $D$ by reversing the arc between $x$ and its out-neighbours. Hence $x$ is a sink in $D'$ and $D' - x = D - x$. Thus, by Lemma 2.2, $\text{inv}(D) \leq \text{inv}(D') + 2 \leq \text{inv}(D - x) + 2$.

Proof of Theorem 1.1. As observed in the introduction, if $F$ is a feedback arc-set, then the family of sets of end-vertices of arcs of $F$ is a decycling family. So $\text{inv}(D) \leq \tau(D)$.

Let $S = \{x_1, \ldots, x_k\}$ be a cycle transversal with $k = \tau(D)$. Lemma 2.3 and a direct induction imply $\text{inv}(D) \leq \text{inv}(D - \{x_1, \ldots, x_i\}) + 2i$ for all $i \leq k$. Hence $\text{inv}(D) \leq \text{inv}(D - S) + 2k$. But, since $S$ is a cycle transversal, $D - S$ is acyclic, so $\text{inv}(D - S) = 0$. Hence $\text{inv}(D) \leq 2k = 2\tau(D)$.

Let $D$ be an oriented graph. An extension of $D$ is a tournament $T$ such that $V(D) = V(T)$ and $A(D) \subseteq A(T)$.

Lemma 2.4. Let $D$ be an oriented graph. There is an extension $T$ of $D$ such that $\text{inv}(T) = \text{inv}(D)$.

Proof. Set $p = \text{inv}(D)$ and let $(X_i)_{i \leq p}$ be a decycling family of $D$. Then $D^* = \text{Inv}(D; (X_i)_{i \leq p})$ is acyclic and so admits an acyclic ordering $(v_1, \ldots, v_n)$.

Let $T$ be the extension of $D$ constructed as follows: For every $1 \leq i < j \leq p$ such that $v_i v_j \notin A(D^*)$, let $n(i, j)$ be the number of $X_i$, $i \leq [p]$, such that $\{v_i, v_j\} \subseteq X_i$. If $n(i, j)$ is even then the arc $v_i v_j$ is added to $A(T)$, and if $n(i, j)$ is odd then the arc $v_j v_i$ is added to $A(T)$. Note that in the first case, $v_i v_j$ is reversed an even number of times by $(X_i)_{i \leq [p]}$, and in the second $v_j v_i$ is reversed an odd number of times by $(X_i)_{i \leq [p]}$. Thus, in both cases, $v_i v_j \in \text{Inv}(T; (X_i)_{i \leq p})$. Consequently, $(v_1, \ldots, v_n)$ is also an acyclic ordering of $\text{Inv}(T; (X_i)_{i \leq p})$. Hence $\text{inv}(T) \leq \text{inv}(D)$, and so, by Proposition 2.1, $\text{inv}(T) = \text{inv}(D)$.

Proposition 2.5. Conjecture 1.3 is equivalent to its restriction to tournaments.

Proof. Suppose there are oriented graphs $L, R$ that form a counterexample to Conjecture 1.3, that is such that $\text{inv}(L \rightarrow R) < \text{inv}(L) + \text{inv}(R)$. By Lemma 2.4, there is an extension $T$ of $L \rightarrow R$ such that $\text{inv}(T) = \text{inv}(L \rightarrow R)$ and let $T_L = T(V(L))$ and $T_R = T(V(R))$. We have $T = T_L \rightarrow T_R$ and by Proposition 2.1, $\text{inv}(L) \leq \text{inv}(T_L)$ and $\text{inv}(R) \leq \text{inv}(T_R)$. Hence $\text{inv}(T) < \text{inv}(T_L) + \text{inv}(T_R)$, so $T_L$ and $T_R$ are two tournaments that form a counterexample to Conjecture 1.3.

3 Inversion number of dijoints of oriented graphs

Proposition 3.1. $\text{inv}(L \rightarrow R) \leq \text{inv}(L) + \text{inv}(R)$.

Proof. First invert $\text{inv}(L)$ subsets of $V(L)$ to make $L$ acyclic, and then invert $\text{inv}(R)$ subets of $V(R)$ to make $R$ acyclic. This makes $L \rightarrow R$ acyclic.

Proposition 3.2. If $\text{inv}(L), \text{inv}(R) \geq 1$, then $\text{inv}(L \rightarrow R) \geq 2$.

Proof. Assume $\text{inv}(L), \text{inv}(R) \geq 1$. Then $L$ and $R$ are not acyclic, so let $C_L$ and $C_R$ be directed cycles in $L$ and $R$ respectively. Assume for a contradiction that there is a set $X$ such that inverting $X$ in $L \rightarrow R$ results in an acyclic digraph $D'$. There must be an arc $xy$ in $A(C_L)$ such that $x \in X$ and $y \notin X$, and there must be $z \in X \cap V(C_R)$. But then $(x, y, z, x)$ is a directed cycle in $D'$, a contradiction.

Further than Proposition 3.2, the following result give some property of a minimum decycling family of $L \rightarrow R$ when $\text{inv}(L) = \text{inv}(R) = 1$.

Theorem 3.3. Let $D = (L \rightarrow R)$, where $L$ and $R$ are two oriented graphs with $\text{inv}(L) = \text{inv}(R) = 1$. Then, for any decycling family $(X_1, X_2)$ of $D$, either $X_1 \subset V(L), X_2 \subset V(R)$ or $X_1 \subset V(L), X_2 \subset V(R)$.
Proof. Let \((X_1, X_2)\) be a decycling family of \(D\) and let \(D^*\) be the acyclic digraph obtained after inverting \(X_1\) and \(X_2\) (in symbols \(D^* = \text{Inv}(D; (X_1, X_2))\)).

Let us define some sets. See Figure 2.

- For \(i \in [2]\), \(X^L_i = X_i \cap V(L)\) and \(X^R_i = X_i \cap V(R)\).
- \(Z^L = V(L) \setminus (X^L_1 \cup X^L_2)\) and \(Z^R = V(R) \setminus (X^R_1 \cup X^R_2)\).
- \(X^L_{12} = X^L_1 \cap X^L_2\) and \(X^R_{12} = X^R_1 \cap X^R_2\).
- for \(\{i, j\} = \{1, 2\}\), \(X^L_{i-j} = (X^L_i \setminus X^L_j)\) and \(X^R_{i-j} = (X^R_i \setminus X^R_j)\).

Observe that at least one of the sets \(X^L_{12}, X^R_{21}, X^L_{21}, X^R_{12}\) must be empty, otherwise \(D^*\) is not acyclic. By symmetry, we may assume that it is \(X^L_{12}\) or \(X^R_{21}\). Observe moreover that \(X^L_{12} \cup X^R_{21} \neq \emptyset\) for otherwise \(X^F_1 = X^F_2 = X^R_1\) and \(D^* (V(F)) = F\) is not acyclic.

Assume first that \(X^L_{12} = \emptyset\) and so \(X^R_{21} \neq \emptyset\).

Suppose for a contradiction that \(X^R_{12} \neq \emptyset\) and let \(a \in X^R_{12}, b \in X^R_{12}\). Let \(C\) be a directed cycle in \(L\). Note that \(V(C)\) cannot be contained in one of the sets \(X^L_{12}, X^R_{12}\) or \(X^R_{21}\). If \(V(C) \cap Z^L \neq \emptyset\), there is an arc \(cd \in A(L)\) such that \(c \in X^L_{12} \cup X^L_{21} \cup X^L_{2-1}\) and \(d \in Z^L\). Then, either \((c, d, a, c)\) or \((c, d, b, c)\) is a directed cycle in \(D^*\), a contradiction. Thus, \(V(C) \subseteq X^L_{12} \cup X^L_{21} \cup X^L_{2-1}\). If \(V(C) \cap X^L_{12} \neq \emptyset\), then there is an arc \(cd \in A(L)\) such that \(c \in X^L_{12}\) and \(d \in X^L_{12} \cup X^L_{21} \cup X^L_{2-1}\) which means that \(dc \in A(D^*)\) and \((d, c, b, d)\) is a directed cycle in \(D^*\), a contradiction. Hence \(V(C) \subseteq X^L_{12} \cup X^L_{21} \cup X^L_{2-1}\) and there exists an arc \(cd \in A(L)\) such that \(c \in X^L_{21}\), \(d \in X^L_{2-1}\) and \((c, d, a, c)\) is a directed cycle in \(D^*\), a contradiction.

Therefore \(X^R_{12} = \emptyset\) and every directed cycle of \(R\) has its vertices in \(X^R_{21} \cup Z^R\). Then, there is an arc \(ea \in A(R)\) with \(a \in X^R_{21}\) and \(e \in Z^R\). Note that, in this case, \(ea \in A(D^*)\) and \((e, a, c, e)\) is a directed cycle in \(D^*\) for any \(c \in X^L_{12} \cup X^L_{21}\). Thus, \(X^L_{12} = X^L_{21} = \emptyset\) and \(X_1 \subset V(L), X_2 \subset V(R)\).

If \(X^R_{21} = \emptyset\), we can symmetrically apply the same arguments to conclude that \(X_1 \subset V(R)\) and \(X_2 \subset V(L)\).

\[\square\]

**Theorem 3.4.** Let \(L\) and \(R\) be two oriented graphs. If \(\text{inv}(L) = 1\) and \(\text{inv}(R) = 2\), then \(\text{inv}(L \to R) = 3\).

Proof. Let \(D = (L \to R)\). By Proposition 3.1, we know that \(\text{inv}(D) \leq 3\).
Assume for a contradiction that $\text{inv}(D) \leq 2$. Let $(X_1, X_2)$ be a decycling family of $D$ and let $D^* = \text{Inv}(D; (X_1, X_2))$. Let $L^* = D^*(V(L))$ and $R^* = D^*(V(F))$. We define the sets $X_L^1, X_L^2, X_R^1, X_R^2, Z_L, Z_R, X_{L1}, X_{L2}, X_{L1-2}, X_{L2-2}, X_{R1}, X_{R2-1}, X_{R1-2}$, and $X_{R2-1}$ as in Theorem 3.3. See Figure 2. Note that each of these sets induces an acyclic digraph in $D^*$ and thus also in $D$. For $i \in \{2\}$, let $D_i = \text{Inv}(D; X_i)$, let $L_i = \text{Inv}(L, X_L^i) = \text{Inv}(L^*; X_{L2-1}^i)$, and $R_i = \text{Inv}(R, X_R^i) = \text{Inv}(R^*; X_{R2-1}^i)$. Since $\text{inv}(D) = 2$, $\text{inv}(D_1) = \text{inv}(D_2) = 1$. Since $\text{inv}(R) = 2$, $R_1$ and $R_2$ are both non-acyclic, so $\text{inv}(R_1) = \text{inv}(R_2) = 1$.

**Claim 1:** $X_L^i, X_R^i \neq \emptyset$ for all $i \in \{2\}$.

**Proof.** Since $\text{inv}(R) = 2$, necessarily, $X_L^1, X_R^1 \neq \emptyset$.

Suppose now that $X_L^1 = \emptyset$. Then $D_i = L \to R_i$. As $\text{inv}(L) \geq 1$ and $\text{inv}(R_i) \geq 1$, by Proposition 3.2 $\text{inv}(D_i) \geq 2$, a contradiction. \hfill \Box

**Claim 2:** $X_L^i \neq X_L^1$ and $X_R^i \neq X_R^1$.

**Proof.** If $X_L^i = X_L^1$, then $L^* = L$, so $L^*$ is not acyclic, a contradiction. Similarly, if $X_R^i = X_R^1$, then $R^* = R$, so $R^*$ is not acyclic, a contradiction. \hfill \Box

In particular, Claim 2 implies that $X_L^{i-2} \cup X_L^{i-1} \neq \emptyset$.

In the following, we denote by $A \rightsquigarrow B$ the fact that there is no arc from $B$ to $A$.

Assume first that $X_R^{i-2} = \emptyset$. By Claim 1, $X_L^i \neq \emptyset$, so $X_R^i \neq \emptyset$ and by Claim 2, $X_R^i \neq X_R^1$, so $X_R^{i-1} \neq \emptyset$.

If $X_L^{i-1} \neq \emptyset$, then, in $D^*$, $X_R^{i-1} \cup X_R^i \rightsquigarrow Z_R$ because $X_R^{i-1} \cup X_R^i \rightsquigarrow X_R^{i-1} \cup X_R^i \rightsquigarrow X_R^{i-1} \cup X_R^i \rightsquigarrow Z_R$. But then $R_i = \text{Inv}(R^*; X_R^1)$ would be acyclic, a contradiction. Thus, $X_R^{i-1} = \emptyset$.

Then by Claims 1 and 2, we get $X_L^{i-2}, X_L^{i-1} \neq \emptyset$. Hence, as $X_L^{i-2} \rightarrow X_L^{i-1} \rightarrow X_L^{i-1} \rightarrow X_L^i \rightarrow X_L^i \rightarrow X_L^i \rightarrow X_L^i \rightarrow X_L^{i-2}$ in $D^*$, there is a directed cycle in $D^*$, a contradiction. Therefore $X_R^{i-2} \neq \emptyset$.

In the same way, one shows that $X_L^{i-2} \neq \emptyset$. As $X_L^{i-2} \rightarrow X_L^{i-1} \rightarrow X_L^{i-1} \rightarrow X_L^{i-2}$ in $D^*$, and $D^*$ is acyclic, one of $X_L^{i-2}$ and $X_L^{i-1}$ must be empty. Without loss of generality, we may assume $X_L^{i-2} = \emptyset$.

Then by Claims 1 and 2, we have $X_L^{i-2}, X_L^{i-1} \neq \emptyset$. Furthermore $X_L^{i-2} = \emptyset$ because $X_L^{i-1} \rightarrow X_L^{i-1} \rightarrow X_L^{i-2} \rightarrow X_L^{i-2} \rightarrow X_L^{i-2} \rightarrow X_L^{i-2}$ in $D^*$. Now in $D^*$, $X_L^{i-2} \rightsquigarrow X_L^{i-2} \cup Z_R$ because $X_L^{i-1} \rightarrow X_L^{i-1} \rightarrow X_L^{i-2} \cup Z_R$, and $X_L^{i-2} \rightsquigarrow Z_R$ because $X_L^{i-2} \rightarrow X_L^{i-2} \rightarrow Z_R$. Thus, in $D$, we also have $X_L^{i-2} \rightsquigarrow X_L^{i-2} \cup Z_R$ and $X_L^{i-2} \rightsquigarrow Z_R$. So $R$ is acyclic, a contradiction to $\text{Inv}(R) = 2$.

Therefore $\text{inv}(D) \geq 3$. So $\text{inv}(D) = 3$. \hfill \Box

**Corollary 3.5.** $\text{inv}(D) = 1$ if and only if $\text{inv}(D \to D) = 2$.

**Theorem 3.6.** Let $L$ and $R$ be strong digraphs such that $\text{inv}(L), \text{inv}(R) \geq 2$. Then $\text{inv}(L \to R) \geq 4$.

Due to lack of space, the proof of this theorem is left in appendix.

**Corollary 3.7.** Let $L$ and $R$ be strong digraphs such that $\text{inv}(L), \text{inv}(R) = 2$. Then $\text{inv}(L \to R) = 4$.

### 4 Inversion number of intercyclic digraphs

A digraph $D$ is **intercyclic** if $\nu(D) = 1$. The aim of this subsection is to prove the following theorem.

**Theorem 4.1.** If $D$ is an intercyclic oriented graph, then $\text{inv}(D) \leq 4$.

In order to prove this theorem, we need some preliminaries.

Let $D$ be an oriented graph. An arc $uv$ is **weak** in $D$ if $\min\{d^+(u), d^-(v)\} = 1$. An arc is **contractable** in $D$ if it is weak and in no directed 3-cycle. If $a$ is a contractable arc, then let $D/a$ is the digraph obtained by contracting the arc $a$ and $\tilde{D}/a$ be the oriented graph obtained from $D$ by removing one arc from every pair of parallel arcs created in $D/a$. 
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Lemma 4.2. Let $D$ be a strong oriented graph and let $a$ be a contractable arc in $D$. Then $D/a$ is a strong intercyclic oriented graph and $\text{inv}(D/a) \geq \text{inv}(D)$.

Proof. McCuaig proved that $D/a$ is strong and intercyclic. Let us prove that $\text{inv}(D) \leq \text{inv}(\tilde{D}/a)$. Observe that $\text{inv}(\tilde{D}/a) = \text{inv}(D/a)$.

Set $a = uv$, and let $w$ be the vertex corresponding to both $u$ and $v$ in $D/a$. Let $(X'_1, \ldots, X'_p)$ be a decycling family of $D' = \tilde{D}/a$ that result in an acyclic oriented graph $R'$. For $i \in [p]$, let $X_i = X'_i$ if $w \notin X'_i$ and $X_i = (X'_i \setminus \{w\}) \cup \{u, v\}$ if $w \in X'_i$. Let $a'' = vu$ if $w$ is in an even number of $X'_i$ and $a'' = vu$ otherwise, and let $R = \text{Inv}(D; (X_1, \ldots, X_p))$. One easily shows that $R = R'/a''$. Therefore $R$ is acyclic since the contraction of an arc transforms a directed cycle into a directed cycle.

Lemma 4.3. Let $D$ be an intercyclic oriented graph. If there is a non-contractable weak arc, then $\text{inv}(D) \leq 4$.

Proof. Let $uv$ be a non-contractable weak arc. By directional duality, we may assume that $d^-(v) = 1$. Since $uv$ is non-contractable, $uv$ is in a directed 3-cycle $(u, v, w, u)$. Since $D$ is intercyclic, we have $D \setminus \{u, v, w\}$ is acyclic. Consequently, $(w, u)$ is a cycle transversal of $D$, because every directed cycle containing $v$ also contains $u$. Hence, by Theorem 1.1, $\text{inv}(D) \leq \tau(D) \leq 4$.

The description below follows [3]. A digraph $D$ is in reduced form if it is strongly connected, and has no weak arc, that is $\min\{\delta^-(D), \delta^+(D)\} \geq 2$.

Intercyclic digraphs in reduced form were characterized by McCuaig [10]. In order to restate his result, we need some definitions. Let $P(x_1, \ldots, x_s; y_1, \ldots, y_t)$ be the class of acyclic digraphs $D$ such that $x_1, \ldots, x_s$, $s \geq 2$, are the sources of $D$, $y_1, \ldots, y_t$, $t \geq 2$, are the sinks of $D$, every vertex which is neither a source nor a sink has in- and out-degree at least 2, and, for $1 \leq i < j \leq s$ and $1 \leq k < \ell \leq t$, every $(x_i, y_k)$-path intersects every $(x_j, y_{\ell})$-path. By a theorem of Metzlar [11], such a digraph can be embedded in a disk such that $x_1, x_2, \ldots, x_s, y_1, y_2, \ldots, y_t$ occur, in this cyclic order, on its boundary. Let $T$ be the class of digraphs with minimum in- and out-degree at least 2 which can be obtained from a digraph in $P(x^+, y^+; x^-, y^-)$ by identifying $x^+ = x^-$ and $y^+ = y^-$. Let $D_T$ be the digraph from Figure 3(a).

![Figure 3](image)

Figure 3: (a) the digraph $D_T$; (b) the digraph $D'_T$ obtained from $D_T$ inverting the set $\{y, y_2, y_4, y_6\}$; (c) the acyclic digraph $D''_T$ obtained from $D'_T$ by inverting the set $\{y_2, y_3, y_5, y_6\}$.

Let $K$ be the class of digraphs $D$ with $\tau(D) \geq 3$ and $\delta^0(D) \geq 2$ which can be obtained from a digraph $K_H$ from $P(w_0, z_0; z_1, w_1)$ by adding at most one arc connecting $w_0, z_0$, adding at most one arc connecting $w_1, z_1$, adding a directed 4-cycle $(x_0, x_1, x_2, x_3, x_0)$ disjoint from $K_H$ and adding eight single arcs $w_1x_0, w_1x_2, z_1x_1, z_1x_3, x_0w_0, x_2w_0, x_1z_0, x_3z_0$ (see Figure 4). Let $\mathcal{H}$ be the class of digraphs $D$ with $\tau(D) \geq 3$ and $\delta^0(D) \geq 2$ such that $D$ is the union of three arc-disjoint digraphs $H_\alpha \in P(y_1, y_3, y_5, y_6, y_2), H_\beta \in P(y_4, y_5, y_1, y_2, y_3, y_4), H_\gamma \in P(y_1, y_2, y_3, y_4)$, where $y_1, y_2, y_3, y_4, y_6$ are the only vertices in $D$ occurring in more than one of $H_\alpha, H_\beta, H_\gamma$ (see Figure 5).

Theorem 4.4 (McCuaig [10]). The class of intercyclic digraphs in reduced form is $T \cup \{D_T\} \cup K \cup H$.

Using this characterization we can now prove the following.

Corollary 4.5. If $D$ is an intercyclic oriented graph in reduced form, then $\text{inv}(D) \leq 4$.

Proof. Let $D$ be an intercyclic oriented graph in reduced form. By Theorem 4.4, it is in $T \cup \{D_T\} \cup K \cup H$. 
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Figure 4: The digraphs from $\mathcal{K}$. The arrow in the grey area symbolizing the acyclic (plane) digraph $K_H$ indicates that $z_0, w_0$ are its sources and $z_1, w_1$ are its sinks.

Figure 5: The digraphs from $H$.

If $D \in \mathcal{T}$, then it is obtained from a digraph $D'$ in $\mathcal{P}(x^+, y^+: x^-, y^-)$ by identifying $x^+ = x^-$ and $y^+ = y^-$. Thus $D - \{x^+, y^+\} = D' - \{x^+, y^+, x^-, y^-\}$ is acyclic. Hence $\tau(D) \leq 2$, and so by Theorem 1.1, $\text{inv}(D) \leq 4$.

If $D = D_7$, then inverting $X_1 = \{y, y_2, y_4, y_6\}$ so that $y$ becomes a source and then inverting $\{y_2, y_3, y_5, y_6\}$, we obtain an acyclic digraph with acyclic ordering $(y, y_6, y_3, y_4, y_5, y_2)$. Hence $\text{inv}(D_7) \leq 2$.

If $D \in \mathcal{K}$, then inverting $\{x_0, x_3\}$ and $\{x_0, x_1, x_2, x_3, w_1, z_1\}$, we convert $D$ to an acyclic digraph with acyclic ordering $(x_3, x_2, x_1, x_0, v_1, \ldots, v_p)$ where $(v_1, \ldots, v_p)$ is an acyclic ordering of $K_H$.

If $D \in \mathcal{H}$, then consider $D' = \text{Inv}(D, V(H_7))$. The oriented graph $D$ is the union of $H_\alpha \in \mathcal{P}(y_4, y_3, y_1, y_5, y_2)$, $H_\beta \in \mathcal{P}(y_4, y_5, y_3, y_1, y_2)$, and $H_\gamma$, the converse of $H_\gamma$. As $H_\gamma \in \mathcal{P}(y_1, y_2; y_3, y_4)$, we have $H_\gamma \in \mathcal{P}(y_4, y_3; y_2, y_1)$. Set $Y = \{y_1, y_2, y_3, y_4, y_5\}$.

We claim that every directed cycle $C'$ of $D'$ contains $y_5$. Since $D' - Y$ is acyclic, $C'$ is the concatenation of directed paths $P_1, P_2, \ldots, P_q$ with both end-vertices in $Y$ and no internal vertex in $Y$. Now let $C$ be the directed cycle obtained from $C$ by replacing each $P_i$ by an arc from its initial vertex to its terminal vertex. Clearly, $C$ contains $y_5$ if and only if $C'$ does. But $C$ is a directed cycle in $J$ the digraph with vertex set $Y$ in which $\{y_4, y_3, y_1\} \rightarrow \{y_5, y_2\}$, $\{y_4, y_5\} \rightarrow \{y_3, y_1, y_2\}$, and $\{y_1, y_2\} \rightarrow \{y_4, y_3\}$. One easily checks that $J - v_5$ is acyclic with acyclic ordering $(y_4, y_3, y_1, y_2)$, so $C$ contains $y_5$ and so does $C'$.

Consequently, $\{y_5\}$ is a cycle transversal of $D'$. Hence, by Theorem 1.1 (ii), we have $\text{inv}(D') \leq 2\tau(D') \leq 2$. As $D'$ is obtained from $D$ by inverting one set, we get $\text{inv}(D) \leq 3$. $\square$

We can now prove Theorem 4.1.

**Proof.** By induction on the number of vertices of $D$. 


If \( D \) is not strong, then it has a unique non-trivial strong component \( C \) and any decycling family of \( C \) is a decycling family of \( D \), so \( \ inv(C) = inv(D) \). By the induction hypothesis, \( inv(C) \leq 4 \), so \( inv(D) \leq 4 \). Henceforth, we may assume that \( D \) is strong.

Assume now that \( D \) has a weak arc \( a \). If \( a \) is non-contractable, then \( inv(D) \leq 9 \) by Lemma 4.3. If \( a \) is contractable, then consider \( D/a \). As observed by McCuaig [10], \( D/a \) is also intercyclic. So by Lemma 4.2 and the induction hypothesis, \( inv(D) \leq inv(D/a) \leq 4 \). Henceforth, we may assume that \( D \) has no weak arc.

Thus \( D \) is in a reduced form and by Corollary 4.5, \( inv(D) \leq 4 \).

5 Complexity results

5.1 NP-hardness of 1-INVERSION and 2-INVERSION

Theorem 5.1. 1-INVERSION is NP-complete even when restricted to strong digraphs.

In order to prove this theorem, we need some preliminaries.

Let \( J \) be the digraph depicted in Figure 6.

![Figure 6: The digraph \( J \)](image)

**Lemma 5.2.** The only sets whose inversion can make \( J \) acyclic are \{\( a, b, e \)\} and \{\( b, c, d \)\}.

**Proof.** Assume that an inversion on \( X \) makes \( D \) acyclic. Then \( X \) must contain exactly two vertices of each of the directed 3-cycles \((a, b, c, a), (a, b, d, a), \) and \((e, b, c, e), \) and cannot be \{\( a, c, d, e \)\} for otherwise \((e, b, d, e)\) is a directed cycle in the resulting digraph. Hence \( X \) must be either \{\( a, b, e \)\} or \{\( b, c, d \)\}. One can easily check that an inversion on any of these two sets makes \( D \) acyclic. \( \square \)

**Proof of Theorem 5.1.** Reduction from MONOTONE 1-IN-3 SAT which is well-known to be NP-complete.

Let \( \Phi \) be a monotone 3-SAT formula with variables \( x_1, \ldots, x_n \) and clauses \( C_1, \ldots, C_m \). Let \( D \) be the digraph constructed as follows. For every \( i \in [n] \), let us construct a variable gadget \( K_i \) as follows: for every \( j \in [m] \), create a copy \( J^j \) of \( J \), and then identify all the vertices \( c^j_i \) into one vertex \( c_i \). Then, for every clause \( C_j = x_{i_1} \vee x_{i_2} \vee x_{i_3} \), we add the arcs of the directed 3-cycle \( D_j = (a_{i_1}^j, a_{i_2}^j, a_{i_3}^j) \).

Observe that \( D \) is strong. We shall prove that \( inv(D) = 1 \) if and only if \( \Phi \) admits a 1-in-3-SAT assignment.

Assume first that \( inv(D) = 1 \). Let \( X \) be a set whose inversion makes \( D \) acyclic. By Lemma 5.2, for every \( i \in [n] \), either \( X \cap V(K_i) = \bigcup_{j=1}^m \{a_{i_1}^j, b_{i_1}^j, e_{i_1}^j\} \) or \( X \cap V(K_i) = \bigcup_{j=1}^m \{b_{i_1}^j, c_i, d_i^j\} \). Let \( \varphi \) be the truth assignment defined by \( \varphi(x_i) = true \) if \( X \cap V(K_i) = \bigcup_{j=1}^m \{b_{i_1}^j, c_i, d_i^j\} \), and \( \varphi(x_i) = false \) if \( X \cap V(K_i) = \bigcup_{j=1}^m \{a_{i_1}^j, b_{i_1}^j, e_{i_1}^j\} \).

Consider a clause \( C_j = x_{i_1} \vee x_{i_2} \vee x_{i_3} \). Because \( D_j \) is a directed 3-cycle, \( X \) contains exactly two vertices in \( V(D_j) \). Let \( \ell_1 \) and \( \ell_2 \) be the two indices of \( \{i_1, i_2, i_3\} \) such that \( a_{i_1}^j \) and \( a_{i_2}^j \) are in \( X \) and \( \ell_3 \) be the third one. By our definition of \( \varphi \), we have \( \varphi(x_{\ell_1}) = \varphi(x_{\ell_2}) = false \) and \( \varphi(x_{\ell_3}) = true \). Therefore, \( \varphi \) is a 1-in-3 SAT assignment.

Assume now that \( \Phi \) admits a 1-in-3 SAT assignment \( \varphi \). For every \( i \in [n] \), let \( X_i = \bigcup_{j=1}^m \{b_{i_1}^j, c_i, d_i^j\} \) if \( \varphi(x_i) = true \) and \( X_i = \bigcup_{j=1}^m \{a_{i_1}^j, b_{i_1}^j, e_{i_1}^j\} \) if \( \varphi(x_i) = false \), and set \( X = \bigcup_{i=1}^n X_i \).

Let \( D' \) be the graph obtained from \( D \) by the inversion on \( X \). We shall prove that \( D \) is acyclic, which implies \( inv(D) = 1 \).

Assume for a contradiction that \( D' \) contains a cycle \( C \). By Lemma 5.2, there is no cycle in any variable gadget \( K_i \), so \( C \) must contain an arc with both ends in \( V(D_j) \) for some \( j \). Let \( C_j = x_{i_1} \vee x_{i_2} \vee x_{i_3} \). Now since \( \varphi \) is a 1-in-3-SAT
assignment, w.l.o.g., we may assume that \( \varphi(x_{i_1}) = \varphi(x_{i_2}) = false \) and \( \varphi(x_{i_3}) = true \). Hence in \( D' \), \( a^j_{i_2} \rightarrow a^j_{i_1} \), \( a^j_{i_2} \rightarrow a^j_{i_3} \) and \( a^j_{i_3} \rightarrow a^j_{i_1} \). Moreover, in \( D'(V(J^j_{i_1})) \), \( a^j_{i_3} \) is a sink, so \( a^j_{i_3} \) is a sink in \( D' \). Therefore \( C \) does not go through \( a^j_{i_1} \), and thus \( C \) contains the arc \( a^j_{i_1}a^j_{i_3} \) and then enter \( J^j_{i_3} \). But in \( D'(V(J^j_{i_3})) \), \( a^j_{i_3} \) has a unique out-neighbour, namely \( b^j_{i_3} \), which is a sink. This is a contradiction. \( \square \)

**Corollary 5.3.** 2-INVERSION is NP-complete.

**Proof.** By Corollary 3.5, we have \( \text{inv}(D \rightarrow D) = 2 \) if and only \( \text{inv}(D) = 1 \), so the statement follows from Theorem 5.1. \( \square \)

5.2 **Solving k-Tournament-Inversion for** \( k \in \{1, 2\} \)

**Theorem 5.4.** 1-Tournament-Inversion can be solved in \( O(n^3) \) time.

**Proof.** Let \( T \) be a tournament. For every vertex \( v \) one can check whether there is an inversion that transforms \( T \) into a transitive tournament with source \( v \). Indeed the unique possibility inversion is the one on the closed in-neighbourhood of \( v \), \( N^-[v] = N^-(v) \cup \{v\} \). So one can make inversion on \( N^-[v] \) and check whether the resulting tournament is transitive. This can obviously be done in \( O(n^2) \) time.

Doing this for every vertex \( v \) yields an algorithm which solves 1-Tournament-Inversion in \( O(n^3) \) time. \( \square \)

**Theorem 5.5.** 2-Tournament-Inversion can be solved in \( O(n^6) \) time.

The main idea to prove this theorem is to consider every pair \((s, t)\) of vertices and to check whether there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \). We need some definitions and lemmas.

The **symmetric difference** of two sets \( A \) and \( B \) is \( A \triangle B = (A \setminus B) \cup (B \setminus A) \).

Let \( T \) be a tournament and let \( s \) and \( t \) be two vertices of \( T \). We define the following four sets:

\[
\begin{align*}
A(s, t) &= N^+(s) \cap N^-(t) \\
B(s, t) &= N^-(s) \cap N^+(t) \\
C(s, t) &= N^+(s) \cap N^+(t) \\
D(s, t) &= N^-(s) \cap N^-(t)
\end{align*}
\]

**Lemma 5.6.** Let \( T \) be a tournament and let \( s \) and \( t \) be two vertices of \( T \). Assume there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \).

1. If \( \{s, t\} \subseteq X_1 \setminus X_2 \), then \( ts \in A(T) \), \( C(s, t) = D(s, t) = \emptyset \) and \( X_1 = \{s, t\} \cup B(s, t) \).

2. If \( s \in X_1 \setminus X_2 \), \( t \in X_2 \setminus X_1 \), and the inversion of \( X_1 \) and \( X_2 \) makes \( T \) acyclic, then \( st \in A(T) \), \( A(s, t) \cap (X_1 \cup X_2) = \emptyset \), \( X_1 = \{s\} \cup B(s, t) \cup D(s, t) \), and \( X_2 = \{t\} \cup B(s, t) \cup C(s, t) \).

3. If \( s \in X_1 \cap X_2 \) and \( t \in X_1 \setminus X_2 \), then \( ts \in A(T) \), \( X_1 = \{s, t\} \cup B(s, t) \cup C(s, t) \), and \( X_2 = \{s\} \cup C(s, t) \cup D(s, t) \).

4. If \( \{s, t\} \subseteq X_1 \cap X_2 \), then \( st \in A(T) \), \( C(s, t) = \emptyset \), \( D(s, t) = \emptyset \), \( X_1 \cap X_2 \subseteq A(s, t) \cup \{s, t\} \), and \( B(s, t) = X_1 \triangle X_2 \).

**Proof.** (1) The arc between \( s \) and \( t \) is reversed once, so \( ts \in A(T) \).

Assume for a contradiction, that there is a vertex \( c \in C(S, t) \). The arc \( tc \) must be reversed, so \( c \in X_1 \), but then the arc \( sc \) is reversed contradicting the fact that \( s \) becomes a source. Hence \( C(s, t) = \emptyset \). Similarly \( D(s, t) = \emptyset \).

The arcs from \( t \) to \( B(s, t) \) and from \( B(s, t) \) to \( s \) are reversed so \( B(s, t) \subseteq X_1 \). The arcs from \( s \) to \( A(s, t) \) and from \( A(s, t) \) to \( t \) are not reversed so \( A(s, t) \cap X_1 = \emptyset \). Therefore \( X_1 = \{s, t\} \cup B(s, t) \).

(2) The arc between \( s \) and \( t \) is not reversed, so \( st \in A(T) \). The arcs from \( s \) to \( A(s, t) \) and from \( A(s, t) \) to \( t \) are not reversed so \( A(s, t) \cap X_1 = \emptyset \) and \( A(s, t) \cap X_2 = \emptyset \). The arcs from \( t \) to \( B(s, t) \) and from \( B(s, t) \) to \( s \) are reversed so \( B(s, t) \subseteq X_1 \) and \( B(s, t) \subseteq X_2 \). The arcs from \( s \) to \( C(s, t) \) are not reversed so \( C(s, t) \subseteq X_1 = \emptyset \) and the arcs...
from \( t \) to \( C(s,t) \) are reversed so \( C(s,t) \subseteq X_2 \). The arcs from \( D(s,t) \) to \( s \) are reversed so \( D(s,t) \subseteq X_1 \) and the arcs from \( D(s,t) \) to \( d \) are not reversed so \( D(s,t) \cap X_2 = \emptyset \). Consequently, \( X_1 = \{ s \} \cup B(s,t) \cup D(s,t) \), and \( X_2 = \{ t \} \cup B(s,t) \cup C(s,t) \).

(3) The arc between \( s \) and \( t \) is reversed, so \( ts \in A(T) \). The arcs from \( A(s,t) \) to \( t \) are not reversed so \( A(s,t) \cap X_1 = \emptyset \). The arcs from \( s \) to \( A(s,t) \) are not reversed so \( A(s,t) \cap X_2 = \emptyset \). The arcs from \( B(s,t) \) to \( s \) are reversed (only once) so \( B(s,t) \cap X_2 = \emptyset \). The arcs from \( t \) to \( C(s,t) \) are reversed so \( C(s,t) \subseteq X_1 \). The arcs from \( s \) to \( C(s,t) \) must be reversed twice so \( C(s,t) \subseteq X_2 \). The arcs from \( D(s,t) \) to \( t \) are not reversed so \( D(s,t) \cap X_1 = \emptyset \). The arcs from \( D(s,t) \) to \( s \) are reversed so \( D(s,t) \subseteq X_2 \). Consequently, \( X_1 = \{ s,t \} \cup B(s,t) \cup C(s,t) \), and \( X_2 = \{ s,t \} \cup C(s,t) \cup D(s,t) \).

(4) The arc between \( s \) and \( t \) is reversed twice, so \( st \in A(T) \).

Assume for a contradiction, that there is a vertex \( c \in C(s,t) \). The arc \( tc \) must be reversed, so \( c \) is in exactly one of \( X_1 \) ad \( X_2 \). But then the arc \( sc \) is reversed contradicting the fact that \( s \) becomes a source. Hence \( C(s,t) = \emptyset \). Similarly \( D(s,t) = \emptyset \). The arcs from \( s \) to \( A(s,t) \) and from \( A(s,t) \) to \( t \) are not reversed so every vertex of \( A(s,t) \) is either in \( X_1 \cap X_2 \) or in \( V(T) \setminus (X_1 \cup X_2) \). The arcs from \( t \) to \( B(s,t) \) and from \( B(s,t) \) to \( s \) are reversed so every vertex of \( B(s,t) \) is either in \( X_1 \setminus X_2 \) or in \( X_2 \setminus X_1 \). Consequently, \( X_1 \cap X_2 \subseteq A(s,t) \cup \{ s,t \} \), and \( B(s,t) = X_1 \triangle X_2 \).

Lemma 5.7. Let \( T \) be a tournament of order \( n \) and let \( s \) and \( t \) be two vertices of \( T \).

1. One can decide in \( O(n^3) \) time whether there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \).

2. One can decide in \( O(n^4) \) time whether there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \). and \( s \in X_1 \setminus X_2 \) and \( t \in X_2 \setminus X_1 \).

3. One can decide in \( O(n^5) \) time whether there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \) and \( s \in X_1 \cap X_2 \) and \( t \in X_1 \cap X_2 \).

4. One can decide in \( O(n^6) \) time whether there are two sets \( X_1, X_2 \) such that the inversion of \( X_1 \) and \( X_2 \) results in a transitive tournament with source \( s \) and sink \( t \) and \( \{ s,t \} \subseteq X_1 \cap X_2 \).

Proof. For all cases, we first compute \( A(s,t), B(s,t), C(s,t), \) and \( D(s,t) \), which can obviously be done in \( O(n^3) \).

(1) By Lemma 5.6, we must have \( ts \in A(T) \) and \( C(s,t) = D(s,t) = \emptyset \). So we first check if this holds. Furthermore, by Lemma 5.6, we must have \( X_1 = \{ s \} \cup B(s,t) \). Therefore we invert \( \{ s,t \} \cup B(s,t) \) which results in a tournament \( T' \). Observe that \( s \) is a source of \( T' \) and \( t \) is a sink of \( T' \). Hence, we return ‘Yes’ if and only if \( \text{inv}(T' - \{ s,t \}) = 1 \) which can be tested in \( O(n^3) \) by Theorem 5.4.

(2) By Lemma 5.6, we must have \( st \in A(T) \). So we first check if this holds. Furthermore, by Lemma 5.6, the only possibility is that \( X_1 = \{ s \} \cup B(s,t) \cup D(s,t) \), and \( X_2 = \{ t \} \cup B(s,t) \cup C(s,t) \). So we invert those two sets and check whether the resulting tournament is a transitive tournament with source \( s \) and sink \( t \). This can be done in \( O(n^4) \).

(3) By Lemma 5.6, we must have \( ts \in A(T) \). So we first check if this holds. Furthermore, by Lemma 5.6, the only possibility is that \( X_1 = \{ s \} \cup B(s,t) \cup C(s,t) \), and \( X_2 = \{ t \} \cup B(s,t) \cup D(s,t) \). So we invert those two sets and check whether the resulting tournament is a transitive tournament with source \( s \) and sink \( t \). This can be done in \( O(n^5) \).

(4) By Lemma 5.6, we must have \( st \in A(T) \), \( C(s,t) = \emptyset \), \( D(s,t) = \emptyset \). So we first check if this holds. Furthermore, by Lemma 5.6, the desired sets \( X_1 \) and \( X_2 \) must satisfy \( X_1 \cap X_2 \subseteq A(s,t) \cup \{ s \} \), and \( B(s,t) = X_1 \triangle X_2 \).

In particular, every arc of \( T_A = T\langle A(s,t) \rangle \) is either not reversed or reversed twice (which is the same). Hence \( T_A \) must be a transitive tournament. So we check whether \( T_A \) is a transitive tournament and if yes, we find a directed hamiltonian path \( P_A = (a_1, \ldots, a_p) \) of it. This can be done in \( O(n^3) \).

Now we check that \( B(s,t) \) admits a partition \( (X_1', X_2') \) with \( X_1' = X_1 \cap B \) and the inversion of both \( X_1' \) and \( X_2' \) transforms \( T\langle B(s,t) \rangle \) into a transitive tournament \( T_B \) with source \( s' \) and sink \( t' \). The idea is to investigate all possibilities for \( s', t' \) and the sets \( X_1' \) and \( X_2' \). Since \( (X_1', X_2') \) is a partition of \( B(s,t) \) and \( (X_1', X_2') \) is a decycling family if and only if \( (X_2', X_1') \) is a decycling family, we may assume that

\[ \{ s', t' \} \subseteq X_1' \setminus X_2', \]
For the possibilities corresponding to Case (a), we proceed as in (1) above. For every arc \( t's' \in A(T'(B(s, t))) \), we check that \( C(s', t') = D(s', t') = \emptyset \) (where those sets are computed in \( T'(B(s, t)) \)). Furthermore, by Lemma 5.6, we must have \( X'_1 = \{s, t\} \cup B(s', t') \) and \( X'_2 = B(s, t) \setminus X'_1 \). So we invert those two sets and check whether the resulting tournament \( T_B \) is transitive. This can be done in \( O(n^2) \) (or each arc \( t's' \)).

For a possibilities corresponding to Case (b), we proceed as in (2) above. For every arc \( t's' \in A(T'(B(s, t))) \), by Lemma 5.6, the only possibility is that \( X'_1 = \{s', t'\} \cup D(s', t') \) and \( X'_2 = \{t'\} \cup B(s', t') \cup C(s', t') \). As those two sets form a partition of \( B(s, t) \), we also must have \( B(s', t') = \emptyset \) and \( A(s', t') = \emptyset \). So we invert those two sets and check whether the resulting tournament \( T_B \) is transitive. This can be done in \( O(n^2) \) for each arc \( t's' \).

In both cases, we are left with a transitive tournament \( T_B \). We compute its directed hamiltonian path \( P_B = (b_1, \ldots, b_n) \) which can be done in \( O(n^2) \). We need to check whether this partial solution on \( B(s, t) \) is compatible with the rest of the tournament, that is \( \{s, t\} \cup A(s, t) \). It is obvious that it will always be compatible with \( s \) and \( t \) as they become source and sink. So we have to check that we can merge \( T_A \) and \( T_B \) into a transitive tournament on \( A(s, t) \) and \( B(s, t) \) after the reversals of \( X_1 \) and \( X_2 \). In other words, we must interlace the vertices of \( P_A \) and \( P_B \). Recall that \( Z = X_1 \cap X_2 \setminus \{s, t\} \subseteq A(s, t) \) and \( X_1 = X'_1 \cup Z \cup \{s, t\} \). So the arcs between \( Z \) and \( B(s, t) \) will be reversed exactly once when we invert \( X_1 \) and \( X_2 \). Using this fact, one easily checks that this is possible if and only there are integers \( j_1 \leq \cdots \leq j_P \) such that

- either \( b_j \rightarrow a_i \) for \( j \leq j_i \) and \( b_j \leftarrow a_i \) for \( j > j_i \) (in which case \( a_i \notin Z \) and the arcs between \( a_i \) and \( B(s, t) \) are not reversed),
- or \( b_j \leftarrow a_i \) for \( j \leq j_i \) and \( b_j \rightarrow a_i \) for \( j > j_i \) (in which case \( a_i \in Z \) and the arcs between \( a_i \) and \( B(s, t) \) are reversed).

See Figure 7 for an illustration of a case when we can merge the two orderings after reversing \( X_1 \) and \( X_2 \).

![Figure 7: Indicating how to merge the two orderings of \( A \) and \( B \). The fat blue edges indicate that the final ordering will be \( b_1 - b_3, a_1 - a_4, b_4 - b_6, a_5 - a_8, b_7 - b_9, a_9 - a_11, b_{10} - b_{12} \). The set \( Z = \{a_2, a_6, a_{10}\} \) consists of those vertices from \( A(s, t) \) which are in \( X_1 \cap X_2 \). These vertices are shown in red. The red arcs between a vertex of \( Z \) and one of the boxes indicate that all arcs between the vertex and those of the box have the direction shown. Hence the boxes indicate that values of \( j_1, \ldots, j_{11} \) satisfy that: \( j_1 = \ldots = j_4 = 3, j_5 = \ldots = j_8 = 6, j_9 = \ldots = j_{11} = 9 \).](image)

Deciding whether there are such indices can be done in \( O(n^2) \) for each possibility.

As we have \( O(n^2) \) possibilities, and for each possibility the procedure runs in \( O(n^2) \) time. Hence the overall procedure runs in \( O(n^4) \) time.

**Proof of Theorem 5.5.** By Lemma 2.2, by removing iterately the sources and sinks of the tournament, it suffices to solve the problem for a tournament with no sink and no source.
Now for each pair \((s, t)\) of distinct vertices, one shall check whether there are two sets \(X_1, X_2\) such that the inversion of \(X_1\) and \(X_2\) results in a transitive tournament with source \(s\) and sink \(t\). Observe that since \(s\) and \(t\) are neither sources nor sinks in \(T\), each of them must belong to at least one of \(X_1, X_2\). Therefore, without loss of generality, we are in one of the following possibilities:

- \(\{s, t\} \subseteq X_1 \setminus X_2\). Such a possibility can be check in \(O(n^3)\) by Lemma 5.7 (1).
- \(s \in X_1 \setminus X_2\) and \(t \in X_2 \setminus X_1\). Such a possibility can be check in \(O(n^2)\) by Lemma 5.7 (2).
- \(s \in X_1 \cap X_2\) and \(t \in X_1 \setminus X_2\). Such a possibility can be check in \(O(n^2)\) by Lemma 5.7 (3).
- \(t \in X_1 \cap X_2\) and \(s \in X_1 \setminus X_2\). Such a possibility is the directional dual of the preceding one. It can be tested in \(O(n^2)\) by reversing all arcs and applying Lemma 5.7 (3).
- \(\{s, t\} \subseteq X_1 \cap X_2\). Such a possibility can be check in \(O(n^4)\) by Lemma 5.7 (4).

Since there are \(O(n^2)\) pairs \((s, t)\) and for each pair the procedure runs in \(O(n^4)\), the algorithm runs in \(O(n^6)\) time. 

5.3 Computing related parameters when the inversion number is bounded

The aim of this subsection is to prove the following theorem.

**Theorem 5.8.** Let \(\gamma\) be a parameter in \(\tau, \tau', \nu\). Given an oriented graph \(D\) with inversion number 1 and an integer \(k\), it is NP-complete to decide whether \(\gamma(D) \leq k\).

Let \(D\) be a digraph. The second subdivision of \(D\) is the oriented graph \(S_2(D)\) obtained from \(D\) by replacing every arc \(a = uv\) by a directed path \(P_a = (u, x_a, y_a, u)\) where \(x_a, y_a\) are two new vertices.

**Proposition 5.9.** Let \(D\) be a digraph.

\[
\begin{align*}
(i) & \quad \text{inv}(S_2(D)) \leq 1. \\
(ii) & \quad \tau'(S_2(D)) = \tau'(D), \quad \tau(S_2(D)) = \tau(D), \quad \text{and} \quad \nu(S_2(D)) = \nu(D).
\end{align*}
\]

**Proof.**
(i) Inverting the set \(\bigcup_{a \in A(D)} \{x_a, y_a\}\) makes \(S_2(D)\) acyclic. Indeed the \(x_a\) become sinks, the \(y_a\) become source and the other vertices form a stable set. Thus \(\text{inv}(S_2(D)) = 1\).

(ii) There is a one-to-one correspondence between directed cycles in \(D\) and directed cycles in \(S_2(D)\) (their second subdivision). Hence \(\nu(S_2(D)) = \nu(D)\).

Moreover every cycle transversal \(S\) of \(D\) is also a cycle transversal of \(S_2(D)\). So \(\tau(S_2(D)) \leq \tau(D)\). Now consider a cycle transversal \(T\). If \(x_a\) or \(y_a\) is in \(S\) for some \(a \in A(D)\), then we can replace it by any end-vertex of \(a\). Therefore, we may assume that \(T \subseteq V(D)\), and so \(T\) is a cycle transversal of \(D\). Hence \(\tau(S_2(D)) = \tau(D)\).

Similarly, consider a cycle arc-transversal \(F\) of \(D\). Then \(F' = \{a \mid x_a y_a \in F\}\) is a cycle arc-transversal of \(S_2(D)\). Conversely, consider a cycle arc-transversal \(F'\) of \(S_2(D)\). Replacing each arc incident to \(x_a\), \(y_a\) by \(x_a y_a\) for each \(a \in A(D)\), we obtain another cycle arc-transversal. So we may assume that \(F' \subseteq \{x_a y_a \mid a \in A(D)\}\). Then \(F = \{a \mid x_a y_a \in F'\}\) is a cycle arc-transversal of \(D\). Thus \(\tau'(S_2(D)) = \tau'(D)\).

**Proof of Theorem 5.8.** Since computing each of \(\tau, \tau', \nu\) is NP-hard, Proposition 5.9 (ii) implies that computing each of \(\tau, \tau', \nu\) is also NP-hard for second subdivisions of digraphs. As those oriented graphs have inversion number 1 (Proposition 5.9 (ii)), computing each of \(\tau, \tau', \nu\) is NP-hard for oriented graphs with inversion number 1.

Acknowledgement

The authors would like to thank Maurice Pouzet for suggesting the problem. There are very pleased to honour him on his 75th birthday.

This research was supported by the Independent Research Fund Denmark under grant number DFF 7014-00037B, and by the French Agence Nationale de la Recherche under contract Digraphs ANR-19-CE48-0013-01. This work was done while the Joergen Bang-Jensen was visiting team Coati, I3S and INRIA Sophia Antipolis. Hospitality and financial support is gratefully acknowledged. Ce travail a bénéficié d’une aide du gouvernement français, gérée par
l’Agence Nationale de la Recherche au titre du projet Investissements d’Avenir UCAJEDI portant la référence no ANR-15-IDEX-01. This work was done while the Jonas Costa Ferreira da Silva was spending his second year of PhD as “sandwich” in team Coati, I3S and INRIA Sophia Antipolis.

References


Appendix: Dijoin of oriented graphs with inversion number 2

In this appendix, we give the proof of the following Theorem 3.6

**Theorem 3.6.** Let $L$ and $R$ be strong digraphs such that $\text{inv} (L), \text{inv} (R) \geq 2$. Then $\text{inv} (L \rightarrow R) \geq 4$.

**Proof.** Assume for a contradiction that there are two digraphs $L$ and $R$ such that $\text{inv} (L), \text{inv} (R) \geq 2$ and $\text{inv} (L \rightarrow R) = 3$. By Lemma 2.4 and Proposition 2.1, we can assume that $L$ and $R$ are tournaments.

By Theorem b3.4, $\text{inv} (L \rightarrow R) \geq 3$. Assume for a contradiction that $\text{inv} (L \rightarrow R) = 3$. Let $(X_1, X_2, X_3)$ be a decycling sequence of $D = L \rightarrow R$ and denote the resulting acyclic (transitive) tournament by $T$. We will use the following notation. Below and in the whole proof, whenever we use subscripts $i, j, k$ together we have $\{i, j, k\} = \{1, 2, 3\}$.

- $X_i^L = X_i \cap V(L)$, $X_i^R = X_i \cap V(R)$ for all $i \in [3]$.
- $Z_i^L = V(L) \setminus (X_i^L \cup X_i^R \cup X_i^L)$ and $Z_i^R = V(R) \setminus (X_i^L \cup X_i^R \cup X_i^L)$
- $X_{123}^L = X_1^L \cap X_2^L \cap X_3^L$, $X_{123}^R = X_1^R \cap X_2^R \cap X_3^R$
- $X_{ij-k}^L = (X_i^L \cap X_j^L) \setminus X_k^L$ and $X_{ij-k}^R = (X_i^R \cap X_j^R) \setminus X_k^R$
- $X_{i-j-k}^L = X_i^L \setminus (X_j^L \cap X_k^L)$ and $X_{i-j-k}^R = X_i^R \setminus (X_j^R \cap X_k^R)$

For any two (possibly empty) sets $Q, W$, we write $Q \rightarrow W$ to indicate that every $q \in Q$ has an arc to every $w \in W$. Unless otherwise specified, we are always referring to the arcs of $T$ below. When we refer to arcs of the original digraph we will use the notation $u \Rightarrow v$, whereas we use $u \to v$ for arcs in $T$.

**Claim A:** $X_i^L, X_i^R \neq \emptyset$ for all $i \in [3]$.

**Proof.** Suppose w.l.o.g. that $X_i^L = \emptyset$ and let $D' = \text{Inv}(D; X_1)$. Then $D'$ contains $C_3 \rightarrow R$ as an induced subdigraph since reversing $X_i^L$ does not make $L$ acyclic so there is still a directed 3-cycle (by Moon’s theorem).

**Claim B:** In $T$ the following holds, implying that at least one of the involved sets is empty (as $T$ is acyclic).

(a) $X_{123}^L \rightarrow X_{123}^L \rightarrow X_{ij-k}^L \rightarrow X_{ik-j}^L \rightarrow X_{123}^R$

(b) $X_{ij-k}^L \rightarrow X_{ij-k}^R \rightarrow X_{ik-j}^L \rightarrow X_{ik-j}^R \rightarrow X_{ij-k}^R$

**Proof.** This follows from the fact that and arc of $D$ is inverted if and only if it belongs to an odd number of the sets $X_1, X_2, X_3$.

**Claim C:** For all $i \neq j$, we have $X_i^L \neq X_j^L$ and $X_i^R \neq X_j^R$.

**Proof.** Suppose this is not true, then without loss of generality $X_1^L = X_2^L$ but this contradicts that $(X_1^L, X_2^L, X_3^L)$ is a decycling sequence of $L$ as inverting $X_1^L$ and $X_3^L$ leaves every arc unchanged and we have $\text{inv}(L) = 2$.

Now we are ready to obtain a contradiction to the assumption that $(X_1, X_2, X_3)$ is a decycling sequence for $D = L \rightarrow R$. We divide the proof into five cases. In order to increase readability, we will emphasize partial conclusions in blue, assumptions in orange, and indicate consequences of assumptions in red.

**Case 1:** $X_{i-j-k}^L = \emptyset = X_{i-j-k}^R$ for all $i, j, k$.

By Claim C, at least two of the sets $X_{12-3}^L, X_{13-2}^L, X_{23-1}^L$ are non-empty and at least two of the sets $X_{12-3}^R, X_{13-2}^R, X_{23-1}^R$ are non-empty. Without loss of generality, $X_{12-3}^L, X_{13-2}^L \neq \emptyset$. Now, by Claim B (b), implies that one of $X_{23-1}^R, X_{13-2}^R$ must be empty. By interchanging the names of $X_2, X_3$ if necessary, we may assume that $X_{13-2}^L = \emptyset$ and hence, by Claim C. $X_{12-3}^R, X_{13-2}^R \neq \emptyset$. By Claim B (a), this implies $X_{23-1}^L = \emptyset$. Now
Case 2: Exactly one of $X_{12} \rightarrow X_{23}$, $X_{23} \rightarrow X_{34}$, $X_{34} \rightarrow X_{41}$, $X_{41} \rightarrow X_{12}$ is non-empty.

By reversing all arcs and switching the names of $L$ and $R$ if necessary, we may assume w.l.o.g. that $X_{12} \rightarrow X_{23} \neq \emptyset$. As $X_2 \neq X_3$, we have $X_{12} \rightarrow X_{23}$ and $X_{13} \rightarrow X_{34}$ are entering $X_2$, so $X_{12} \rightarrow X_{23}$ and $X_{13} \rightarrow X_{34}$ are leaving $X_3$. This implies that in $R$ all arcs $X_{12} \rightarrow X_{23}$ and $X_{23} \rightarrow X_{34}$ are leaving $X_2$, and all arcs $X_{13} \rightarrow X_{34}$ and $X_{34} \rightarrow X_{41}$ are entering $X_3$.

Observe that $X_{12} \rightarrow X_{23}$ and $X_{23} \rightarrow X_{34}$ as $X_2 \neq X_3$. By symmetry, we can assume that $X_{12} \rightarrow X_{23} \neq \emptyset$.

If $X_{12} \rightarrow X_{23} \neq \emptyset$, then $X_{23} \rightarrow X_{34} \rightarrow X_{41} \rightarrow X_{12} \rightarrow X_{23}$, a contradiction. So $X_{12} \rightarrow X_{23} = \emptyset$. But $X_2 \neq X_3$ by Claim C. Thus $X_{13} \rightarrow X_{34} \neq \emptyset$. As $X_{12} \rightarrow X_{23} \rightarrow X_{34} \rightarrow X_{12}$, we have $X_{12} \rightarrow X_{23} \rightarrow X_{34} \rightarrow X_{12}$. This implies that in $R$ all arcs between $X_{12} \rightarrow X_{23}$ and $X_{23} \rightarrow X_{34}$ are leaving $X_2$, so $X_2$ is strong. There must be an arc in $R$ from $Z^R$ to $X_{23} \rightarrow X_{34}$. This arc is reversed, so it is also an arc in $T$. But since $X_{23} \rightarrow X_{12} \rightarrow Z^R$, this arc is in a directed 3-cycle, a contradiction. This completes Case 2.

Case 3: Exactly one of $X_{12} \rightarrow X_{23}, X_{23} \rightarrow X_{34}, X_{34} \rightarrow X_{41}$ is non-empty and exactly one of $X_{12} \rightarrow X_{23}, X_{23} \rightarrow X_{34}, X_{34} \rightarrow X_{41}$ is non-empty.

By symmetry we can assume $X_{12} \rightarrow X_{23} \neq \emptyset$.

Subcase 3.1: $X_{12} \rightarrow X_{23} \neq \emptyset$.

By Claim C, $X_2 \neq X_3$, so one of $X_{12} \rightarrow X_{23}$ and $X_{13} \rightarrow X_{34}$ is non-empty. By symmetry we may assume $X_{12} \rightarrow X_{23} \neq \emptyset$.

Suppose $X_{12} \rightarrow X_{23} \neq \emptyset$. Then $X_{12} \rightarrow X_{23} = \emptyset$ as $X_{23} \rightarrow X_{34} \rightarrow X_{12} \rightarrow X_{23} \rightarrow X_{34} \rightarrow X_{12} \rightarrow X_{23}$, and $X_{12} \rightarrow X_{23} = \emptyset$ as $X_{12} \rightarrow X_{23} \rightarrow X_{34} \rightarrow X_{12} \rightarrow X_{23} \rightarrow X_{34} \rightarrow X_{12} \rightarrow X_{23}$. By Claim C (b), one of $X_{12} \rightarrow X_{23}$ and $X_{13} \rightarrow X_{34}$ is empty. By symmetry, we may assume $X_{12} \rightarrow X_{23} \neq \emptyset$.

Observe that $V(R) \setminus Z^R = X_{12} \cup X_{13} \cup X_{23} \cup X_{34}$, so $V(R) \setminus Z^R = X_{12} \cup X_{13} \cup X_{23} \cup X_{34}$. But all the arcs incident to $Z^R$ are not inverses, so in $R$, there is no arc from $Z^R$ to $V(R) \setminus Z^R$. Since $R$ is strong, $Z^R = \emptyset$.

Now $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.

Hence $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.

Hence $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.

Hence $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.

Hence $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.

Hence $X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{13}$, because $X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{12} \rightarrow X_{13} \cup X_{12}$ are reversed from $R$ to $T$. Hence in $R$, no arcs leaves $X_{12}$ in $R$, a contradiction to $R$ being strong.
Suppose that $X_{23}^{1} = \emptyset$, then $X_{12}^{R} \neq \emptyset$ because $X_{2}^{R} \neq \emptyset$ by Claim A. Furthermore $X_{13}^{L} \rightarrow X_{12}^{R}$ as $X_{13}^{L} \rightarrow X_{123}^{L}$ and $X_{12}^{R} \rightarrow X_{13}^{L}$ as $X_{12}^{R} \rightarrow X_{123}^{L}$. This implies that $X_{123}^{L} = \emptyset$ as $X_{12}^{R} \rightarrow X_{13}^{L} \rightarrow X_{123}^{L}$.

Since $L$ is strong, there must be an arc $w$ leaving $X_{12}^{L}$ in $L$. But $w$ cannot be in $X_{123}^{L}$ since all vertices of this set dominate $X_{123}^{L}$ in $L$. Moreover $v$ cannot be in $Z^{L}$ for otherwise $(u,v,w,u)$ would be a directed 3-cycle in $T$ for any $w \in X_{123}^{L}$ since $Z^{L} \rightarrow X_{12}^{L} \rightarrow X_{23}^{L} \rightarrow X_{123}^{L}$. Hence $v \in X_{13}^{L} \cup X_{23}^{L}$, so $X_{13}^{L} \cup X_{23}^{L} \neq \emptyset$.

As $X_{13}^{L} \rightarrow X_{1}^{R} \rightarrow X_{2}^{L} \rightarrow X_{1}^{R} \rightarrow X_{13}^{L}$, precisely one of $X_{13}^{L} \cup X_{23}^{L}$ is non-empty.

If $X_{13}^{L} \neq \emptyset$ and $X_{23}^{L} = \emptyset$, then $X_{13}^{L} \rightarrow X_{1}^{R} \rightarrow X_{13}^{L} \cup X_{23}^{L}$ implies that $X_{13}^{L} \rightarrow X_{13}^{L} \cup X_{23}^{L}$. As $d_{L}^{+}(X_{13}^{L}) > 0$ there exists $z \in Z^{L}$ such that there is an arc $wz$ from $X_{13}^{L}$ to $Z^{L}$, but then $z \rightarrow X_{1}^{R} \rightarrow u \rightarrow z$ is a contradiction. Hence $X_{13}^{L} = \emptyset$ and $X_{23}^{L} \neq \emptyset$. Then $X_{23}^{L} \rightarrow X_{1}^{R} = X_{23}^{L} \rightarrow X_{1}^{R} \rightarrow X_{1}^{R}$.

Note that $Z^{L} = \emptyset$ as every vertex in $V(L) \setminus Z^{L}$ has an in-neighbour in $V(R)$ in $T$, implying that there can be no arc from $V(L) \setminus Z^{L}$ to $Z^{L}$ in $L$. Thus $V(L) = X_{1}^{L} \cup X_{23}^{L} \cup X_{13}^{L}$, where each of these sets induces an acyclic subgraph of $L$ and we have $X_{1}^{L} \rightarrow X_{12}^{L} \rightarrow X_{23}^{L} \rightarrow X_{123}^{L} \rightarrow X_{1}^{L} \rightarrow X_{123}^{L}$ in $L$. But now inverting the set $X_{1}^{L} \cup X_{12}^{L} \cup X_{23}^{L}$ makes $L$ acyclic, a contradiction to $\text{inv}(L) = 2$. Thus $X_{23}^{L} \neq \emptyset$.

Suppose $X_{13}^{L} = \emptyset$. As above $Z^{L} = \emptyset$, so $V(L) = X_{1}^{L}$. As $X_{1}^{L} \rightarrow X_{1}^{R} \rightarrow X_{123}^{R} \cup X_{13}^{L}$ we have $X_{1}^{L} \rightarrow X_{123}^{R} \cup X_{13}^{L}$. Thus, using $d_{L}^{+}(X_{13}^{L}) > 0$, we get $X_{13}^{L} \neq \emptyset$. As $X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{123}^{R} \rightarrow X_{1}^{L}$ we have $X_{12}^{L} \neq \emptyset$. Moreover $X_{12}^{L} \rightarrow X_{123}^{R}$ because $X_{12}^{L} \rightarrow X_{123}^{R} \rightarrow X_{12}^{L}$. We also have $X_{12}^{L} \rightarrow X_{13}^{L} \rightarrow X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{123}^{R}$ such that $X_{12}^{L} \rightarrow X_{123}^{R} \rightarrow X_{12}^{L}$.

Therefore $X_{13}^{L} \neq \emptyset$ as $X_{13}^{L} \rightarrow X_{123}^{R} \cup X_{13}^{L} \rightarrow X_{13}^{L} \rightarrow X_{12}^{L}$.

As every vertex in $V(R) \setminus Z^{R}$ has an out-neighbour in $V(L)$, we derive as above $Z^{R} = \emptyset$. Similarly, as every vertex in $V(L) \setminus Z^{L}$ has in-neighbour in $V(R)$, we get $Z^{R} = \emptyset$. Next observe that at least one of the sets $X_{12}^{R} = X_{12}^{R} \cup X_{123}^{R} \cup X_{13}^{R}$ must be empty as $X_{12}^{R} \rightarrow X_{123}^{R} \rightarrow X_{123}^{L} \rightarrow X_{12}^{R}$. If $X_{12}^{R} = \emptyset$ then $V(R) = X_{123}^{R} \cup X_{13}^{R} \cup X_{13}^{R} \rightarrow X_{12}^{R} \rightarrow Z^{R}$.

Thus $R$ is acyclic, contradicting $\text{inv}(R) = 2$. So $X_{12}^{R} \neq \emptyset$. As above we obtain a contradiction by observing that $L$ is acyclic, contradicting $\text{inv}(L) = 2$. This completes the proof of Subcase 3.1.

**Subcase 3.2** $X_{12}^{R} = \emptyset$.

By symmetry, we can assume $X_{13}^{R} = \emptyset$ and $X_{12}^{R} \neq \emptyset$. Hence $X_{12}^{L} \rightarrow X_{1}^{L}$ because $X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{13}^{L} \rightarrow X_{12}^{L}$ and $X_{1}^{R} \rightarrow X_{12}^{L}$ because $X_{1}^{R} \rightarrow X_{12}^{L} \rightarrow X_{13}^{L} \rightarrow X_{12}^{L}$. Note that one of $X_{13}^{L}, X_{12}^{L}$ is empty since $X_{12}^{L} \rightarrow X_{13}^{L} \rightarrow X_{12}^{L} \rightarrow X_{13}^{L}$. By symmetry we can assume that $X_{13}^{L} = \emptyset$. By Claim C, $X_{12}^{L} \neq \emptyset$, so $X_{13}^{L} \neq \emptyset$.

Suppose first that $X_{12}^{L} \neq \emptyset$. Then $X_{12}^{L} = \emptyset$ since $X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{12}^{L}$. Now, by Claim A, $X_{12}^{L} \neq \emptyset$ so $X_{12}^{L} \neq \emptyset$. Now $X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L}$, so $X_{12}^{L} = \emptyset$. Furthermore, $X_{12}^{L} \rightarrow X_{123}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L}$ so $X_{12}^{L} = \emptyset$. Therefore $X_{12}^{L} = X_{2}^{R}$, a contradiction to Claim C. Thus $X_{12}^{L} = \emptyset$.

Next suppose $X_{12}^{L} \neq \emptyset$. Then $X_{12}^{L} = \emptyset$ because $X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L}$. By Claim A, $X_{12}^{L} \neq \emptyset$, so $X_{12}^{L} \neq \emptyset$ and $X_{12}^{L} \neq \emptyset$. As $X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L} \rightarrow X_{12}^{L}$ we have $X_{12}^{L} \neq X_{12}^{L} \cup X_{12}^{L}$. Thus $X_{12}^{L} = \emptyset$.
Since $d_R^+(X_{13}^R) > 0$ we have $Z^R \neq \emptyset$. However, there can be no arcs from $Z^R$ to $X_3^R = V(R) \setminus Z^R$, because $X_3^R \rightarrow X_{12}^L \rightarrow Z^R$. This contradicts the fact that $R$ is strong. Thus $X_{123}^L = \emptyset$.

By Claim A, $X_3^L \neq \emptyset$, so $X_{21}^L \neq \emptyset$. Thus $X_{23}^R = \emptyset$ because $X_{23}^R \rightarrow X_{12}^L \rightarrow X_{31}^R \rightarrow X_{23}^R \rightarrow X_{31}^R$. By Claim A, $X_2^R \neq \emptyset$ so $X_{13}^R \neq \emptyset$. By Claim C, $X_1^R \neq X_2^R$, so $X_{13}^R \neq \emptyset$. As $X_{123}^R \rightarrow X_{12}^L \rightarrow X_{13}^R \cup X_{23}^R$, we have $X_{123}^R \rightarrow X_{13}^R \cup X_{23}^R$. Thus the fact that $d_R^+(X_{23}^R) > 0$ implies that there is an arc $uv$ from $X_{12}^L$ to $Z^L$. But then for any $u \in X_{13}^R$, $(u, v, z, u)$ is directed 3-cycle, a contradiction.

This completes Subcase 3.2.

**Case 4:** All three of $X_{123}^L$, $X_{13}^L$, $X_{23}^L$ or all three of $X_{123}^R$, $X_{13}^R$, $X_{23}^R$ are non-empty.

By symmetry, we can assume that $X_{123}^L$, $X_{13}^L$, $X_{23}^L \neq \emptyset$. There do not exist $i, j \in \{3\}$ such that $X_{1i}^R \setminus X_{1j}^R$, $X_{1i}^R \setminus X_{1j}^R \neq \emptyset$, for otherwise $X_{1j}^L \rightarrow X_{1i}^R \setminus X_{1j}^R \rightarrow X_{1i}^L \setminus X_{1j}^R \rightarrow X_{1i}^L$, a contradiction. Hence we may assume by symmetry that $X_{12}^R \setminus X_{13}^R \setminus X_{12}^R \neq \emptyset$, and $X_{12}^R \setminus X_{13}^R \setminus X_{12}^R = 0$. This implies that $X_{12}^R = X_{123}^R \setminus X_{13}^R \setminus X_{12}^R = X_{12}^R \setminus X_{13}^R \setminus X_{12}^R = 0$. Moreover, $X_{123}^R \setminus X_{13}^R \setminus X_{12}^R \neq \emptyset$ by Claim C. As $X_{12}^R \rightarrow X_{13}^R \rightarrow X_{12}^R$, we have $X_{12}^R \rightarrow X_{13}^R$, so $d_R^+(X_{12}^R) > 0$ we must have an arc from $Z^R$ to $X_{123}^L$, and $X_{123}^L \rightarrow X_{13}^R \rightarrow Z^R$ gives a contradiction. This completes Case 4.

**Case 5:** Exactly two of $X_{123}^L$, $X_{13}^L$, $X_{23}^L$ or two of $X_{123}^R$, $X_{13}^R$, $X_{23}^R$ are non-empty.

By symmetry we can assume that $X_{123}^L$, $X_{13}^L \neq \emptyset$ and $X_{23}^L = \emptyset$.

**Subcase 5.1:** $X_{123}^L$, $X_{13}^L$, $X_{23}^L = \emptyset$.

As $X_{12}^L \rightarrow X_{13}^L$, $X_{13}^L \rightarrow X_{23}^L$, $X_{23}^L \rightarrow X_{12}^L$, one of $X_{123}^L$, $X_{13}^L$, $X_{23}^L$ is empty. By symmetry we may assume that $X_{23}^L = \emptyset$. By Claim C, $X_{12}^L \neq X_{13}^L$ and $X_{12}^L \neq X_{13}^L$, so $X_{12}^L \neq X_{13}^L$ and $X_{123}^L = \emptyset$. Now $V(R) \setminus Z^R = X_1^R \setminus X_2^R \rightarrow X_{12}^L \setminus Z^R$, thus there is no arc leaving $Z^R$. As $R$ is strong, we get $Z^R = \emptyset$.

As $X_{12}^L \rightarrow X_{13}^L \rightarrow X_{12}^L$, we have $X_{123}^L \rightarrow X_{13}^L$. Hence as $R$ is strong, necessarily $X_{123}^L = \emptyset$. If $X_{123}^L = \emptyset$, then $X_{12}^L \rightarrow X_{13}^L \rightarrow X_{12}^L$, and as $X_{123}^L \rightarrow X_{13}^L \rightarrow X_{123}^L \rightarrow X_{13}^L$, this contradicts the fact that $R$ is strong since $d_R^+(X_{123}^L) = 0$. Hence $X_{123}^L = \emptyset$. By Claim A, $X_{123}^L = \emptyset$, so $X_{123}^L \cup X_{123}^L = \emptyset$.

Since $X_{123}^L \rightarrow X_{12}^L \rightarrow X_{13}^L$, we have $X_{12}^L \rightarrow X_{13}^L$. We also have $X_{12}^L \rightarrow X_{13}^L$ because $X_{12}^R \rightarrow X_{13}^L \rightarrow X_{12}^L \rightarrow X_{13}^L \rightarrow X_{12}^L$. Hence $V(R) = X_{12}^L \rightarrow X_{13}^L \rightarrow X_{23}^L$, where each of these sets induces an acyclic subdigraph of $R$. This completes Subcase 5.1.

**Subcase 5.2:** $X_{12}^L \neq \emptyset$ and $X_{123}^L \cup X_{123}^L = \emptyset$.

We first observe that since $X_{12}^L \cup X_{123}^L \rightarrow X_{12}^L \rightarrow X_{12}^L \rightarrow X_{12}^L$, we can conclude that $X_{12}^L \rightarrow X_{12}^L \rightarrow X_{12}^L$ and $X_{12}^L \rightarrow X_{12}^L \rightarrow X_{12}^L$. As $X_{13}^L \rightarrow X_{13}^L \rightarrow X_{13}^L \rightarrow X_{13}^L$, we have $X_{13}^L = \emptyset$. Now $V(R) \setminus Z^R = X_1^R \setminus X_2^R \rightarrow X_{123}^L \rightarrow Z^R$. So $V(R) \setminus Z^R = Z^R$. Since $R$ is strong, $Z^R = \emptyset$. Now Claims A and C imply that at least two of the sets $X_{12}^L \cup X_{123}^L \cup X_{123}^L$ are non-empty. This implies that every vertex of $V(L)$ has an in-neighbour in $V(R)$ (as $X_{123}^L \rightarrow X_{12}^L \rightarrow X_{13}^L \rightarrow X_{123}^L \rightarrow X_{23}^L$ and $X_{23}^L \rightarrow X_{23}^L$) so we must have $Z^L = \emptyset$.

Suppose first that $X_{12}^L = \emptyset$. By Claim A, $X_2^R \neq \emptyset$, so $X_{12}^L \neq \emptyset$. Moreover, by Claim C, $X_2^R \neq \emptyset$, so $X_{12}^R \neq \emptyset$. Since $X_{12}^L \cup X_{123}^L \rightarrow X_{12}^L \rightarrow X_{123}^L \rightarrow X_{123}^L \rightarrow X_{123}^L$, we have $X_{12}^L \cup X_{123}^L \cup X_{123}^L = \emptyset$. If $X_{12}^L = \emptyset$, then $X_{12}^L = \emptyset$ as $X_{12}^L \rightarrow X_{123}^L \rightarrow X_{123}^L \rightarrow X_{123}^L$, and we have $X_{12}^L \rightarrow X_{123}^L \rightarrow X_{123}^L \rightarrow X_{123}^L$. Now we see that $d_R^+(X_{123}^L) = 0$, a contradiction. Hence $X_{12}^L = \emptyset$ and $X_{123}^L = \emptyset$ because $X_3^R \neq \emptyset$ by Claim A. Moreover $X_{123}^L \rightarrow X_{123}^L$, because $X_{123}^L \rightarrow X_{123}^L$ and $X_{123}^L \rightarrow X_{123}^L \rightarrow X_{123}^L$. Then inverting the set
Note that $X^R_{12-3} \rightarrow X^R_{1-23} \cup X^R_{13-2}$ as $X^R_{12-3} \rightarrow X^L_{2-13} \rightarrow X^R_{1-23} \cup X^R_{13-2}$. Thus $X^L_{123} = \emptyset$ because $X^L_{123} \rightarrow X^L_{12-3} \rightarrow X^L_{123} \rightarrow X^L_{123}$. Furthermore the fact that $d^+_R(X^R_{12-3}) > 0$ implies that $X^L_{123} \neq \emptyset$ and that there is at least one arc from $X^R_{12-3}$ to $X^R_{123}$ in $T$ (and in $R$). We saw before that $X^L_{12-3} \rightarrow X^L_{1-23}$ and by the same reasoning $X^R_{123} \rightarrow X^R_{1-23}$; hence, as $Z^L = \emptyset$ and $d^+_R(X^R_{123}) > 0$, there is at least one arc from $X^R_{123}$ to $X^R_{13-2}$. Hence $X^R_{13-2} \neq \emptyset$ and $X^L_{123} = \emptyset$ as $X^L_{1-3} \rightarrow X^L_{12-3} \rightarrow X^L_{123}$. This implies that $d^+_R(X^L_{123}) = 0$, a contradiction. Thus $X^R_{123} \neq \emptyset$.

**Subcase 5.3:** $X^R_{3-12} \neq \emptyset$ and $X^R_{12-3} \cup X^R_{2-13} = \emptyset$.

As $X^R_{23-1} \rightarrow X^L_{2-13} \rightarrow X^R_{13-2} \rightarrow X^L_{2-13} \rightarrow X^R_{23-1}$ one of the sets $X^R_{13-2}, X^R_{23-1}$ must be empty. By symmetry we may assume that $X^R_{23-1} = \emptyset$.

Suppose first that $X^R_{12-3} = \emptyset$. Then, by Claim A, $X^R_{23} \neq \emptyset$, so $X^R_{123} \neq \emptyset$, and by Claim C, $X^R_{1} \neq X^R_{2}, X^R_{13-2} \neq \emptyset$. Now $X^R_{123} = \emptyset$ because $X^R_{123} \rightarrow X^R_{13-2} \rightarrow X^L_{123} \rightarrow X^R_{1-12} \rightarrow X^L_{123}$ as $X^R_{123} \rightarrow X^L_{13-2} \rightarrow X^L_{123} \rightarrow X^R_{13-2} \cup X^R_{3-12}$. We have $X^R_{12-3} = \emptyset$.

First observe that $X^R_{123} = \emptyset$ as $X^L_{123} \rightarrow X^R_{12-3} \rightarrow X^L_{123} \rightarrow X^R_{3-12} \rightarrow X^L_{123}$. As $X^L_{123} \neq X^L_{2}$ by Claim C, we have $X^R_{123} = \emptyset$. Now $X^R_{13-2} = \emptyset$ as $X^R_{13-2} \rightarrow X^L_{13-2} \rightarrow X^L_{123} \rightarrow X^R_{13-2} \rightarrow X^L_{123}$. As $X^L_{123} \neq \emptyset$ by Claim A, we have $X^L_{123} = \emptyset$. Since $X^L_{123} \rightarrow X^L_{1-23} \rightarrow X^L_{2-13} \rightarrow X^R_{13-2} \rightarrow X^L_{123}$ we have $X^L_{123} = \emptyset$. As $X^R_{23-1} \rightarrow X^R_{13-2} \rightarrow X^L_{23-1}$, we have $X^L_{23-1} \rightarrow X^L_{123}$. Moreover $X^L_{13-2} \rightarrow X^L_{1-12} \rightarrow X^L_{123} \cup X^L_{23-1}$. We also have $Z^L = \emptyset$ since every vertex in $X^L_{23-1} \cup X^L_{23-1} \cup X^L_{23}$ has an in-neighbour in $R$, implying that there can be no arc entering $Z^L$. Now $V(L) = X^L_{1-23} \cup X^L_{2-13} \cup X^L_{3-12}$ where each of these sets induces a transitive subtournament in $L$ and $X^L_{23-1} \Rightarrow X^L_{23} \Rightarrow X^L_{23} \Rightarrow X^L_{123}$.

This case is trivial as $X^L_{1-23} \rightarrow X^L_{2-13} \rightarrow X^L_{12-3} \rightarrow X^L_{12-3}$ contradicts that $T$ is acyclic.

By symmetry the only remaining case to consider is the following.

**Subcase 5.5:** $X^L_{1-21}, X^L_{3-12} \neq \emptyset$ and $X^R_{2-13} = \emptyset$.

As $X^L_{12-3} \rightarrow X^R_{1-23} \rightarrow X^L_{12-3} \rightarrow X^R_{3-12} \rightarrow X^L_{23-1}$ we have $X^L_{23-1} = \emptyset$ and as $X^R_{23-1} \rightarrow X^L_{2-13} \rightarrow X^R_{12-3} \rightarrow X^L_{12-3} \rightarrow X^R_{23-1}$ we have $X^R_{23-1} = \emptyset$. Note that every vertex in $V(L)$ has an in-neighbour in $V(R)$ (as $X^R_{23-1} \rightarrow X^L_{12-3}$ and $X^R_{12-3} \rightarrow X^L_{2-3}$) and every vertex in $V(R)$ has an out-neighbour in $V(L)$ (as $X^L_{1} \rightarrow X^R_{1-23}$ and $X^L_{3-12} \rightarrow X^R_{1-23}$). This implies that $Z^L = \emptyset$ and $Z^R = \emptyset$. At least one of $X^L_{13-2}, X^R_{13-2}$ is empty as $X^L_{13-2} \rightarrow X^R_{13-2} \rightarrow X^L_{1-23} \rightarrow X^L_{3-12} \rightarrow X^L_{13-2}$ and at least one of $X^L_{12-3}, X^L_{13-2}$ is empty as $X^L_{12-3} \rightarrow X^R_{12-3} \rightarrow X^L_{12-3} \rightarrow X^R_{12-3} \rightarrow X^R_{13-2}$.

Suppose first that $X^R_{12-3} = \emptyset = X^L_{13-2}$. Then $X^R_{12-3} \neq \emptyset$ by Claim A, so $X^R_{12-3} \neq \emptyset$.

Moreover $X^R_{123} \rightarrow X^L_{123} \cup X^R_{3-12}$ because $X^R_{23-1} \rightarrow X^L_{123} \rightarrow X^R_{1-23} \cup X^R_{3-12}$. This implies that $d^+_R(X^R_{123}) = 0$, a contradiction.
Suppose next that $X_{12}^{L} = \emptyset = X_{13}^{L}$. Then $X_{1}^{L} \neq \emptyset$ by Claim A, so $X_{123}^{L} \neq \emptyset$. Moreover $X_{12}^{L} \cup X_{13}^{L} \rightarrow X_{123}^{L}$ as $X_{12}^{L} \cup X_{13}^{L} \rightarrow X_{123}^{L}$. This implies that $d_{L}^{-}(X_{123}^{L}) = 0$, a contradiction.

Now assume that $X_{12}^{R} = \emptyset = X_{13}^{R}$ and $X_{13}^{R} \neq \emptyset \neq X_{12}^{R}$. Then $X_{123}^{R} \neq \emptyset$ as $X_{3}^{R} \neq \emptyset$ by Claim A and now we get the contradiction $X_{123}^{R} \rightarrow X_{13}^{R} \rightarrow X_{12}^{L} \rightarrow X_{123}^{L}$.

The final case is $X_{12}^{R} \neq \emptyset \neq X_{13}^{R}$ and $X_{13}^{R} = \emptyset = X_{12}^{R}$. We first observe that $X_{123}^{R} = \emptyset$ as $X_{123}^{R} \rightarrow X_{12}^{L} \rightarrow X_{13}^{L} \rightarrow X_{123}^{R}$. As $X_{12}^{R} \rightarrow X_{13}^{L} \rightarrow X_{123}^{R}$ we have $X_{12}^{R} \rightarrow X_{123}^{R}$ and as $X_{13}^{R} \rightarrow X_{123}^{R}$ we have $X_{123}^{R} \rightarrow X_{13}^{R}$. This implies that $d_{R}^{-}(X_{123}^{R}) = 0$, a contradiction. This completes Subcase 5.5 and the proof of the theorem.
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ABSTRACT

Features mined from knowledge graphs are widely used within multiple knowledge discovery tasks such as classification or fact-checking. Here, we consider a given set of vertices, called seed vertices, and focus on mining their associated neighboring vertices, paths, and, more generally, path patterns that involve classes of ontologies linked with knowledge graphs. Due to the combinatorial nature and the increasing size of real-world knowledge graphs, the task of mining these patterns immediately entails scalability issues. In this paper, we address these issues by proposing a pattern mining approach that relies on a set of constraints (e.g., support or degree thresholds) and the monotonicity property. As our motivation comes from the mining of real-world knowledge graphs, we illustrate our approach with PGxLOD, a biomedical knowledge graph.

Keywords Path · Path Pattern · Ontology · Knowledge Graph · Scalability

1 Introduction

Knowledge graphs [1] have a central role in knowledge discovery tasks. For example, Linked Open Data [2] have been used in all steps of the knowledge discovery process [3]. In particular, features mined from knowledge graphs have been used in multiple applications such as knowledge base completion [4], explanations [5], or fact-checking [6]. Here, we focus on knowledge graphs expressed using Semantic Web standards [7]. In this context, *vertices* are either individuals that represent entities of a world (e.g., places, drugs, etc.), literals (e.g., integers, dates, etc.), or classes of individuals (e.g., Person, Drug, etc.). *Arcs* are defined by triples (subject, predicate, object) in the Resource Description Format language. Such a triple states that the subject is linked to the object by a relationship qualified by the predicate (e.g., has-side-effect, has-name, etc.). Classes and predicates are defined in ontologies, i.e., formal representations of a domain [8], and organized into two hierarchies ordered by the subsumption relation. In Semantic Web standards, individuals, classes, and predicates are identified by a Uniform Resource Identifier (URI). We view such a knowledge graph as a directed labeled multigraph $\mathcal{K} = (\Sigma_V, \Sigma_A, V, A, s, t, \ell_V, \ell_A)$, where

*Supported by the PractiKPharma project, founded by the French National Research Agency (ANR) under Grant ANR15-CE23-0028, and by the Snowball Inria Associate Team.
• $V$ is the set of vertices.
• $A$ is the set of arcs connecting vertices through predicates\textsuperscript{2}.
• $\Sigma_V$ is the set of vertex labels, here, their URI\textsuperscript{3}.
• $\Sigma_A$ is the set of arc labels, here, URIs of predicates of $K$.
• $\ell_V : V \rightarrow \Sigma_V$ (respectively $\ell_A : A \rightarrow \Sigma_A$) maps a vertex (respectively an arc) to its label.

Hence, a triple $\langle a, p, o \rangle$ is represented by two vertices $v_a, v_o \in V$ and an arc $a_{(a, p, o)} \in A$. The source and target vertices of $a_{(a, p, o)}$ are respectively $v_a$ and $v_o$, i.e., $s(a_{(a, p, o)}) = v_a$ and $t(a_{(a, p, o)}) = v_o$. The labels of $v_a$, $v_o$, and $a_{(a, p, o)}$ are respectively $\ell_V(v_a) = a$, $\ell_V(v_o) = o$, and $\ell_A(a_{(a, p, o)}) = p$.

In this work, we consider the task of mining features from $K$ that are associated with a set of vertices of interest, which we call seed vertices. The set of seed vertices can be defined in intension (i.e., all vertices that instantiate a specified ontology class) or in extension (i.e., by specifying the list of their URIs). For example, in the biomedical domain, an expert may be interested in mining features associated with vertices that represent drugs causing a specific side effect. We propose to mine from $K$ the three following kinds of features: neighboring vertices, paths, and path patterns.

Neighboring vertices are vertices that can be reached in $K$ from at least one seed vertex. A neighbor is associated with all seed vertices from which it is reachable. Its support counts such seed vertices. For example, in the knowledge graph depicted in Figure 1, the neighbor $v_n$ is reachable from the seed vertices $n_1^T$ and $n_2^T$, and thus its support is 2.

Paths are sequences of pairs $p \xrightarrow{e} a$ that represent an arc labeled by the predicate $p$ incident to an individual $e$. A path is associated with all seed vertices that root it in $K$. The support of a path counts such seed vertices. For example, the support of $p_1 \xrightarrow{v_2} p_2 \xrightarrow{v_3}$ is 1 since only $n_1^T$ root it, i.e., $n_1^T$ $p_1 \xrightarrow{v_2} p_2 \xrightarrow{v_3} v_3$ exists in $K$.

More generally, paths may share several characteristics. For instance, intermediate vertices in paths may instantiate the same ontology classes. We propose to capture these characteristics by considering path patterns in addition to paths. Path patterns are sequences of pairs $p \xrightarrow{E}$, where $p$ is a predicate and $E$ is either an individual or a class. Such a pair indicates that an arc labeled by $p$ is incident to (i) $E$ if $E$ is an individual or (ii) an individual that instantiates $E$ if $E$ is a class. A path pattern is associated with all seed vertices that root a path captured by the path pattern. Its support counts such seed vertices. In the example graph depicted in Figure 1, $v_2$ instantiates $T_1$, and $v_3$ instantiates $T_2$. Thus, $p_1 \xrightarrow{v_2} p_2 \xrightarrow{v_3}$ is captured by $p_1 \xrightarrow{T_1} p_2 \xrightarrow{v_3}$, $p_1 \xrightarrow{v_2} p_2 \xrightarrow{T_2}$, and $p_1 \xrightarrow{T_1} p_2 \xrightarrow{T_2}$. Since $T_2$ is a subclass of $T_3$, it is also captured by the pattern $p_1 \xrightarrow{T_1} p_2 \xrightarrow{T_3}$. Note that $p_1 \xrightarrow{T_1} p_2 \xrightarrow{T_3}$ also captures $p_1 \xrightarrow{v_4} p_2 \xrightarrow{v_5}$, which is rooted by $n_2^T$.

Consequently, the support of $p_1 \xrightarrow{T_1} p_2 \xrightarrow{T_3}$ is 2. This illustrates the fact that path patterns may capture additional common characteristics of seed vertices, and thus interestingly complete paths. Mining these patterns constitutes a challenging task due to the combinatorial nature and the size of real-world knowledge graphs, which naturally entail scalability issues. For example, $p_1 \xrightarrow{v_2} p_2 \xrightarrow{v_3}$ can be generalized by up to 11 path patterns.

This mining task and its inherent scalability issues constitute the main concerns of the present work. To the best of our knowledge, works available in the literature do not address such issues in knowledge graphs with the adopted granular modeling of path patterns. However, inspired by existing graph mining works [9], we propose an Apriori-based approach that alleviates these scalability issues by relying on (i) a set of constraints (e.g., support or degree thresholds), (ii) the hierarchy of ontology classes, (iii) an incremental expansion of paths and patterns, and (iv) the monotonic character of the support of paths and patterns. We provide a reusable implementation on GitHub\textsuperscript{4}.

The remainder of this paper is organized as follows. In Section 2, we outline related works that motivated our proposed approach. In Section 3, we present in details our approach to mine paths and path patterns, and discuss how it tackles scalability issues. We illustrate our framework in Section 4 on PGsLOD, a real-world biomedical knowledge graph [10]. We comment on our results as well as indicate directions of future work in Sections 5 and 6.

2 Related work

Path patterns have been widely studied in different settings, for example graph rewriting [11] and query answering [12]. Here, we recall some works that tackle the problem of mining path patterns from knowledge graphs in different application contexts.

\textsuperscript{2}Here, we discard literals from $V$ and arcs that are incident to literals from $A$.
\textsuperscript{3}Hence, $|\Sigma_V| = |V|$.
\textsuperscript{4}https://github.com/pmonnin/kgpm
One major work dealing with feature mining from RDF graphs focuses on graph kernels that count common substructures (i.e., walks, subtrees) [13, 14]. To avoid an explosion in the number of features, the authors remove patterns with a low or high frequency [14]. Graph features can be used in various tasks such as knowledge base completion. For example, AMIE [15] mines Horn clauses, i.e., conjunction of triples, to predict another triple. Similarly, in Context Path Model [16], the authors model paths as sequences of predicates between the source and target entities, i.e., $s \xrightarrow{p_1} \xrightarrow{p_2} \ldots \xrightarrow{p_{k-1}} \xrightarrow{p_k} t$. Here, a triple is predicted based on the paths existing between the involved entities. Shi and Weninger [6] also model paths as sequences of predicates but they use them from a fact checking perspective. They check whether a triple $s \xrightarrow{p} t$ is true by predicting it from a set of learned discriminative paths $o_i \xrightarrow{p_i} \xrightarrow{p_{i-1}} \ldots \xrightarrow{p_1} \xrightarrow{p_0} o_i$, where $o_i$ and $o_1$ are respectively the set of classes instantiated by $s$ and $t$. Our framework differs from the previous two as we aim at mining features by exploring the graph from the given seed vertices and we model path patterns using the intermediate entities and the ontology classes that they instantiate.

Our motivation also comes from explainable approaches that rely on the descriptive power of features mined from knowledge graphs. For example, Explain-a-LOD [5] enriches statistical data sets with features from DBpedia. When correlations can be established between statistics and DBpedia features, these features can be used as explanations for the original statistics. For example, the quality of living in cities has been correlated with whether these cities are European capitals. Explain-a-LOD leverages the different outputs of FeGeLOD [17], some of which correspond to our approach. For instance, the so called relations $\xrightarrow{p}$ $e$ are paths, whereas the so called qualified relations $\xrightarrow{p} t$, where $e$ is replaced by a class $t$ instantiated by $e$, are path patterns. Alternatively, Vandewiele et al. [18] propose to learn a decision tree to classify entities based on paths of a knowledge graph. The authors suggest that the predictions of their model are explainable as they are obtained by a “white-box” model (i.e., the decision tree) that combines interpretable features (i.e., paths from a knowledge graph). Interestingly, this system considers paths with their intermediate predicates and entities, i.e., $\text{root} \xrightarrow{p_1} e_1 \ldots \xrightarrow{p_k} e_k$. They allow a generalization of both predicates and entities by the use of a wildcard ($\ast$). In our context, this would correspond to generalizing entities by the top level ontology class $\top$. However, unlike their framework, we do not generalize predicates. In their study, they focus on paths of the form $\text{root} \xrightarrow{\ast} \ldots \xrightarrow{\ast} e$, which somewhat corresponds to extracting neighbors and their distance from seed vertices.

Finally, path patterns are somewhat similar to generalized association rules [19] and the concept of raising [20]. Indeed, both works replace entities in rules by ontology classes to increase the support while preserving a high confidence. Inspired by works that prune redundant generalized rules [21], our approach mines paths and path patterns that are non-redundant and comply with some given constraints.

Figure 1: Example of a canonical graph $K^C$. $n_1^C$ and $n_2^C$ are canonical seed vertices, all $v_1$ are canonical individuals, and all $T_i$ are canonical ontology classes. Prefixes of URIs were omitted for readability purposes. The definition of “canonical” is given in Subsection 3.1.
Figure 2: Main steps to mine a set $\mathcal{F}$ of features (i.e., neighbors, paths, and path patterns) associated with a set $N$ of seed vertices from a knowledge graph $\mathcal{K}$. Step 4 is optional and depends on the application domain.

Table 1: Parameters that configure the mining of interesting neighbors, paths, and path patterns in a knowledge graph $\mathcal{K}$. Each parameter is associated with a domain and is used in specific steps (see Figure 2 for step numbers). Parameter $m$ is specific to the considered application. Here, we illustrate the role of $m$ with the biomedical domain.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Domain</th>
<th>Steps</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$</td>
<td>$\mathbb{N}^+$</td>
<td>2, 3</td>
<td>Maximum length of paths and path patterns</td>
</tr>
<tr>
<td>$t$</td>
<td>$\mathbb{N}$</td>
<td>3</td>
<td>Maximum level for generalization in class hierarchies</td>
</tr>
<tr>
<td>$d$</td>
<td>$\mathbb{N}$</td>
<td>2, 3</td>
<td>Maximum degree ($u = \text{true}$) or out degree ($u = \text{false}$) to allow expansion</td>
</tr>
<tr>
<td>$l_{\text{min}}$</td>
<td>$\mathbb{N}$</td>
<td>2, 3</td>
<td>Minimum support for features</td>
</tr>
<tr>
<td>$l_{\text{max}}$</td>
<td>$\mathbb{N}$</td>
<td>2, 3</td>
<td>Maximum support for features</td>
</tr>
<tr>
<td>$u$</td>
<td>$\mathbb{B}$</td>
<td>2, 3</td>
<td>Whether only out arcs ($u = \text{false}$) or all arcs ($u = \text{true}$) are traversed</td>
</tr>
<tr>
<td>$\theta_{\text{predicates}}$</td>
<td>List of URIs</td>
<td>2, 3</td>
<td>Blacklist of predicates not to traverse</td>
</tr>
<tr>
<td>$\theta_{\text{exp-types}}$</td>
<td>List of URIs</td>
<td>2, 3</td>
<td>Blacklist of classes whose instances are not to reach</td>
</tr>
<tr>
<td>$\theta_{\text{gen-types}}$</td>
<td>List of URIs</td>
<td>2, 3</td>
<td>Blacklist of classes not to use in generalization</td>
</tr>
<tr>
<td>$m$</td>
<td>${\text{none}, \text{p}, \text{g}, \text{m}, \text{pg}, \text{pgm}}$</td>
<td>4</td>
<td>Optional and domain-dependent filtering strategy</td>
</tr>
</tbody>
</table>

Illustrated here with the biomedical domain

3 Towards a scalable approach to mine interesting paths and path patterns

In this paper, we consider a knowledge graph $\mathcal{K}$ and a set of seed vertices $N = \{n_1, n_2, \ldots, n_p\} \subseteq V$. The task is to mine neighbors, paths, and path patterns from $\mathcal{K}$ that are associated with these seed vertices. For example, given a set of drugs that cause or not a side effect, we aim to mine features that can later be used to classify these drugs.

In the following subsections, we propose algorithms to build a binary matrix $\mathcal{M}$ of size $|N| \times |\mathcal{F}|$ from the knowledge graph $\mathcal{K}$ and the set of seed vertices $N$. The set $\mathcal{F}$ consists of interesting neighbors, paths, and path patterns mined from $\mathcal{K}$, i.e., neighbors, paths, and path patterns that satisfy the constraints defined in terms of the parameters summarized in Table 1. These parameters will be detailed in the following subsections. $\mathcal{M}$ associates a seed vertex $n \in N$ with its features $f \in \mathcal{F}$, i.e., if $\mathcal{M}_{n,f} = \text{true}$, then $n$ has feature $f$. We outline our approach in Figure 2 where steps 1, 2, and 3 are mandatory, while step 4 is optional and depends on the application domain.

3.1 Canonicalizing $\mathcal{K}$

The first step of our approach consists in canonicalizing the knowledge graph $\mathcal{K}$, i.e., unifying vertices that represent the same real-world entity. We use the canonicalization word by analogy with the canonicalization of knowledge bases, which consists in unifying equivalent individuals into one [4]. Indeed, in knowledge bases under the Open Information Extraction paradigm, facts and entities can be represented by synonymous terms, which leads to co-existing and equivalent individuals. For example, in such knowledge bases, two individuals Obama and Barack Obama can co-exist. Similarly, in $\mathcal{K}$, vertices can be connected through arcs labeled by the owl:sameAs predicate, indicating that these vertices are actually representing the same real-world entity.

Such a situation typically arises when $\mathcal{K}$ comprises several data sets. For example, a drug can be represented by two vertices linked by an owl:sameAs arc, resulting from the information extraction of two independent drug-related databases. Therefore, their merging allows an easy access to the full extent of the knowledge in $\mathcal{K}$ about the drug they
represent. Such a canonicalization process corresponds to edge contraction in graph theory (i.e., taking graph quotient). In our framework, it reduces to contracting arcs whose label is the owl:sameAs predicate.

To perform this canonicalization, we must respect the semantics associated with the owl:sameAs predicate, and thus take into account its symmetry and transitivity. Indeed, an owl:sameAs arc between two vertices either is explicitly stated in \( K \) or follows from existing arcs and these two properties. Let us consider a vertex \( v \) in \( K \). The canonicalization step merges \( v \) with all its identical vertices based on owl:sameAs arcs. To compute this set of vertices, it suffices to compute the connected component of \( v \) in the undirected spanning subgraph formed by the owl:sameAs arcs of \( K \). Indeed, undirected edges comply with the symmetry of owl:sameAs and connected components comply with the transitivity of owl:sameAs.

As a result, this step takes \( K \) as input and outputs its canonical graph \( K^C = (\Sigma_V^C, \Sigma_A^C, V^C, A^C, s^C, t^C, \ell_V^C, \ell_A^C) \). Similarly to \( K \), \( K^C \) is a directed labeled multigraph where

- \( V^C \) is the set of canonical vertices.
- \( A^C \) is the set of canonical arcs connecting canonical vertices through predicates.
- \( \Sigma_V^C \) is the set of canonical vertex labels.
- \( \Sigma_A^C \) is the set of canonical arc labels.
- \( s^C : A^C \to V^C \) (respectively \( t^C : A^C \to V^C \)) associates a canonical arc to its canonical source (respectively target) vertex.
- \( \ell_V^C : V^C \to \Sigma_V^C \) (respectively \( \ell_A^C : A^C \to \Sigma_A^C \)) maps a canonical vertex (respectively a canonical arc) to its label.

Each canonical vertex in \( K^C \) represents a vertex from \( K \) and all its identical vertices. It is possible for a canonical vertex in \( K^C \) to only represent one vertex \( v \) from \( K \) if \( v \) has no identical vertices. This corresponds to creating a surjective mapping \( \lambda : V \to V^C \) associating a vertex from \( K \) to its equivalent canonical vertex in \( K^C \). Canonical arcs in \( K^C \) are constructed by using \( \lambda \) to map the source and target vertices of arcs in \( K \) to canonical vertices. Similarly, the set of seed vertices \( N \) is mapped to the set of canonical seed vertices, denoted by \( N^C \).

**Remark 1.** Note that storing URIs has a high memory footprint. Thus, in \( K^C \), we use indices in \( \mathbb{N} \) instead of URIs to label vertices and arcs, i.e., \( \Sigma_V^C \subseteq \mathbb{N} \) and \( \Sigma_A^C \subseteq \mathbb{N} \). This leads to a reduced memory consumption in subsequent algorithms. Each canonical vertex has one unique label, differing from labels of other canonical vertices, i.e., \( |\Sigma_V^C| = |V^C| \). This “relabeling” is inspired by the work of de Vries and de Rooij [13] that use a structure named pathMap to represent a path by an integer. We developed our own structure for this relabeling, which we named CacheManager.

### 3.2 Mining interesting neighbors and types

#### 3.2.1 Mining interesting neighbors

Here, we select all vertices that are neighbors of at least one seed vertex in \( N^C \) by performing a breadth-first search constrained by parameters \( k, d, u, b_{\text{predicates}}, \) and \( b_{\text{exp-types}} \). Neighbors are selected by traversing at most \( k \) arcs from the seed vertices in \( N^C \). If \( u = \text{false} \), then only outgoing arcs are traversed; otherwise, all arcs are traversed regardless of their orientation.

However, not all neighboring vertices are of interest. For example, we want to avoid provenance metadata vertices. Indeed, they may not constitute discriminative features as they are specific to the vertex they describe. As we aim to use ontology classes to generate path patterns, we also need to keep the graph exploration over the individuals of \( K \) and avoid traversing rdf:type arcs. To this aim, we do not traverse arcs that are labeled by a predicate whose URI or prefix of URI is blacklisted in \( b_{\text{predicates}} \). For example, we blacklist in \( b_{\text{predicates}} \) the prefix of the provenance ontology PROV-O\(^5\) and the URI of the rdf:type predicate\(^6\).

Additionally, we provide a blacklist \( b_{\text{exp-types}} \) of URIs or prefixes of classes whose instances must not be reached. Hence, we do not reach individuals that instantiate directly or indirectly a blacklisted class, by following rdf:type and rdfs:subClassOf arcs. For example, in a use case of classifying drugs that cause or not a side effect, one may want to avoid neighbors that represent the side effect. That is why, the ontology class representing the side effect is blacklisted in \( b_{\text{exp-types}} \).

\(^5\)http://www.w3.org/ns/prov#
\(^6\)http://www.w3.org/1999/02/22-rdf-syntax-ns#type
When mining neighboring vertices, we may encounter vertices with a high degree, hereafter named hubs. If the graph exploration considered their numerous neighbors, then the size of the selected neighborhood would increase exponentially, thus causing a scalability issue. Additionally, hub neighbors may not constitute specific and discriminative features. Indeed, if a hub can be reached from some seed vertices, i.e., appears in their neighborhood, the neighbors of the hub will be reached by the same seed vertices. That is why, in our approach, we propose to stop the graph exploration at vertices whose degree is strictly greater than parameter $d'$.  

**Remark 2.** If $u = \text{false}$, then the degree of a vertex only counts outgoing arcs, otherwise all arcs are counted. The degree does not count arcs whose predicate is blacklisted in $b_{\text{predicates}}$. The degree counts arcs incident to a vertex that instantiates a blacklisted class in $b_{\text{exp-types}}$. 

As a result, with $k, d, u, b_{\text{predicates}},$ and $b_{\text{exp-types}}$ fixed, we obtain a set of neighboring vertices, denoted by $\mathcal{N}(N^C) \subseteq V^C$.

Each neighboring vertex $v \in \mathcal{N}(N^C)$ may only appear in the neighborhood of some seed vertices from $N^C$ w.r.t. the parameters. Thus, $v$ is associated with these seed vertices, which we indicate by defining the support set of $v$. 

**Definition 1** (Support set of a neighbor). For a given choice of these parameters, the support set of a neighboring vertex $v \in \mathcal{N}(N^C)$ is denoted by $\text{SupportSet}(v) \subseteq N^C$ and defined as the set of seed vertices from $N^C$ having $v$ as neighbor. The support of a neighbor is defined as the cardinal of its support set.

Note that some vertices in $\mathcal{N}(N^C)$ are not very discriminative: when they are associated with very few vertices from $N^C$ or nearly all of them. This motivates the use of parameters $l_{\text{min}}$ and $l_{\text{max}}$ that define the minimum and maximum support for a neighbor to appear in the set $F$ of features. Hence, a neighbor $v \in \mathcal{N}(N^C)$ constitutes a feature in the output matrix $M$ if and only if $l_{\text{min}} \leq |\text{SupportSet}(v)| \leq l_{\text{max}}$. We denote the set of interesting neighbors to appear in $F$ by

$$\mathcal{N}_i(N^C) = \{ v \mid v \in \mathcal{N}(N^C) \text{ and } l_{\text{min}} \leq |\text{SupportSet}(v)| \leq l_{\text{max}} \}.$$ 

In $M$, for $n^C \in N^C$ and $v \in \mathcal{N}_i(N^C)$, we have $M_{n^C,v} = \text{true}$ if and only if $n^C \in \text{SupportSet}(v)$.

**Example 1.** From $K^C$ in Figure 1 and with $k = 3, d = 4, l_{\text{min}} = 2, l_{\text{max}} = 3, u = \text{false}, b_{\text{predicates}} = \{ \text{type, subClassOf} \}$, and $b_{\text{exp-types}} = \emptyset$, we obtain:

$$\mathcal{N}(N^C) = \{ v_1, v_2, v_3, v_4, v_5, v_6, v_8, v_9 \};$$

$$\text{SupportSet}(v_1) = \text{SupportSet}(v_6) = \{ n_1^C, n_2^C \};$$

$$\text{SupportSet}(v_2) = \text{SupportSet}(v_4) = \text{SupportSet}(v_8) = \{ n_1^C \};$$

$$\text{SupportSet}(v_3) = \text{SupportSet}(v_5) = \text{SupportSet}(v_9) = \{ n_2^C \};$$

$$\mathcal{N}_i(N^C) = \{ v_1, v_6 \}.$$

The graph exploration stops at $v_1$. Indeed, it is considered a hub as its degree is greater than $d$. Thus, vertices on the left of Figure 1 are not explored. Because $u = \text{false}$, the graph exploration cannot reach $v_7$. If $b_{\text{exp-types}} = \{ T_3 \}$, then $v_3$ and $v_5$ cannot be traversed, resulting in $\mathcal{N}(N^C) = \{ v_1, v_2, v_4, v_8, v_9 \}$.

### 3.2.2 Mining interesting types

Observe that we can use $\mathcal{N}(N^C)$ to compute interesting types over the considered neighborhood. These interesting types will alleviate a scalability issue arising when building path patterns in Subsection 3.3. Interesting types must be computed over $\mathcal{N}(N^C)$ and not $\mathcal{N}_i(N^C)$ as vertices whose support is below $l_{\text{min}}$ can instantiate interesting types. As an intuitive example, in Figure 1, $T_3$ is associated with both $n_1^C$ (because of $v_3$) and $n_2^C$ (because of $v_5$). For $l_{\text{min}} = 2$, $v_3$ and $v_5$ will not be selected as features, however $T_3$ can be used in path patterns.

Parameters $t$ and $b_{\text{gen-types}}$ constrain the ontology classes considered in the construction of path patterns, and thus they are integrated in the computation of interesting types. Parameter $t$ specifies the maximum level of considered classes in ontology hierarchies. This level is computed by starting at vertices to generalize and following $\text{rdf:type}$ and $\text{rdfs:subClassOf}$ arcs. $t = 0$ only allows to generalize vertices with $\text{T}$, which is considered to be instantiated by all vertices. For example, $v_3$ can be generalized by $T_2$ and $T$ if $t = 1$, and by $T_2, T_3, \text{and } T$ if $t = 2$. Additionally, types used for generalization must not be blacklisted in $b_{\text{gen-types}}$. This blacklist consists of URIs or prefixes of ontology classes not to be used during the construction of path patterns. For example, we refrain from considering general classes such as pgxo:Drug$^8$.

---

$^7$From a similar assessment, de Vries and de Rooij [14] tackle the hub issue by removing edges based on frequency of pairs (source, predicate) and (predicate, target).

$^8$http://pgxo.loria.fr/Drug
To compute interesting types, we must first compute their support set. This motivates the following predicate:

\[ \text{inst}(v, T, t, b_{\text{gen-types}}) = \begin{cases} \text{true} & \text{if } v \text{ instantiates } T \text{ under parameters } t \text{ and } b_{\text{gen-types}} \\ \text{false} & \text{otherwise} \end{cases} \]

We can then define the support set of an ontology class \( T \) as follows:

**Definition 2** (Support set of an ontology class). The support set of an ontology class \( T \) is the union of support sets of vertices \( v \in N(C) \) that can be generalized by \( T \) under parameters \( t \) and \( b_{\text{gen-types}} \). Formally:

\[ \text{SupportSet}(T) = \bigcup_{v \in N(C)} \text{SupportSet}(v) \]

Finally, the set of interesting types used to build path patterns is defined as \( T_{\geq l_{\text{min}}} = \{ T \mid l_{\text{min}} \leq |\text{SupportSet}(T)| \} \).

**Example 2.** With the same parameters as in Example 1, we obtain\( \text{SupportSet}(T_2) = \{ n^C_1 \} \); \( \text{SupportSet}(T_1) = \{ n^C_1, n^C_2 \} \); \( T_{\geq l_{\text{min}}} = \{ T_1, T_3, T_5, T_6, \top \} \).

### 3.3 Mining interesting paths and path patterns

This step focuses on mining interesting paths and path patterns rooted by seed vertices \( n^C \in N^C \). We use the term *path feature (PF)* to indicate a path or a path pattern.

**Definition 3** (Path feature). A path feature is a sequence of atomic elements that are pairs \( p \rightarrow E \) where \( p \) is a predicate and \( E \) is either (i) an individual (for paths), or (ii) an individual or an ontology class (for path patterns). The length of a path feature counts the number of its atomic elements.

**Example 3.** In Figure 1, the path \( p_1 \rightarrow v_2 \rightarrow p_2 \rightarrow v_3 \rightarrow p_3 \rightarrow v_6 \) can be rooted by \( n^C_1 \) and is of length 3. The path pattern \( p_1 \rightarrow T_1 \rightarrow p_2 \rightarrow T_3 \) can be rooted by \( n^C_1 \) and is of length 2.

Interesting path features are built by a breadth-first expansion starting at vertices in \( N^C \). As previously, \( k \) defines the maximum number of arcs traversed. Hence, path features are of length 1 to \( k \). Observe that a scalability issue arises when mining interesting path features. Indeed, there may be several paths between two vertices and each vertex in a path can be generalized by several ontology classes. For instance, for \( t = 2 \), \( p_1 \rightarrow v_2 \rightarrow p_2 \rightarrow v_3 \rightarrow p_3 \rightarrow v_6 \) can be generalized by up to 23 path patterns. We propose a mining procedure that alleviates the scalability issues associated with the mining of path patterns. This mining procedure relies on the *monotonicity* of the support set of path features, which is defined as follows:

**Definition 4** (Support set of a path feature). The support set of a path consists of all vertices from \( N^C \) that root it in \( K^C \). Formally,

\[ \text{SupportSet}(p_a \rightarrow v_a \ldots p_b \rightarrow v_b) = \left\{ n^C \in N^C \mid n^C \xrightarrow{p_a} v_a \ldots \xrightarrow{p_b} v_b \text{ exists in } K^C \right\} \]

The support set of a path pattern consists of all vertices from \( N^C \) that root a path in \( K^C \) that is captured by the path pattern. Formally,

\[ \text{SupportSet}(p_a \rightarrow E_a \ldots p_b \rightarrow E_b) = \left\{ n^C \in N^C \mid n^C \xrightarrow{p_a} v_a \ldots \xrightarrow{p_b} v_b \text{ exists in } K^C \text{ and } \forall v_i, v_i = E_i \text{ or inst}(v_i, E_i, t, b_{\text{gen-types}}) \right\} \]

The support of a path feature is defined as the cardinal of its support set.

**Example 4.** From Figure 1, we have \( \text{SupportSet}(p_1 \rightarrow v_2 \rightarrow p_2 \rightarrow v_3 \rightarrow p_3 \rightarrow v_6) = \{ n^C_1 \} \).

Our approach of mining interesting path features is guided by the *dependency structure* as illustrated in Figure 3. At first, this structure is empty and it is then augmented at each iteration of Algorithm 1, whose operations are described and illustrated below.

**Remark 3.** As introduced in Remark 1, there are some hacks to help mitigating some of the scalability drawbacks. Storing and manipulating a path feature as a list of elements has a high memory footprint. Thus, such a list is only stored once in our CacheManager structure and the returned index (from \( \mathbb{N} \)) is used in mining algorithms.
Figure 3: Dependency structure used when mining interesting path features from the canonical graph in Figure 1. Parameters are $k = 3$, $t = 2$, $d = 4$, $u = \text{false}$, $b_{\text{predicates}} = \{\text{type, subClassOf}\}$, $b_{\text{exp-types}} = \emptyset$, $b_{\text{gen-types}} = \emptyset$, $l_{\text{min}} = 2$, and $l_{\text{max}} = 3$. Path features are displayed with their support set. Solid arrows represent expansion, dashed arrows represent generalization, rectangles represent paths, and rounded rectangles represent path patterns. Hatched rectangles represent discarded path features because of support limits or more specific path features with identical support set. Green rectangles represent path features ultimately added to $F$. Blank rectangles represent path features that respect specificity and support constraints but are not in $F$ because of other features (in green). For readability purposes, path features are displayed as the list of their elements instead of indices from $\mathbb{N}$ actually used to save memory.
Algorithm 1 Mining interesting paths and path patterns

**Input:** The canonical knowledge graph $K^C$, the set of canonical seed vertices $N^C$, the set of interesting types $T_{\geq l_{\text{min}}}$

**Parameters:** $k, t, d, l_{\text{min}}, l_{\text{max}}, u, b_{\text{predicates}}, b_{\text{exp-types}}, b_{\text{gen-types}}$

**Output:** $F$ and $M$ completed with interesting paths and path patterns

1: $h \leftarrow 1$
2: **repeat**
3: Expand paths in $P_h$
4: Generalize expanded paths into path patterns
5: Keep most specific path features
6: Select (i) generated path features to add to $F$ (complete $M$ accordingly), and (ii) paths to add to $P_{h+1}$
7: $h \leftarrow h + 1$
8: **until** $h > k$ or $P_h = \emptyset$

### 3.3.1 Expand paths in $P_h$

Each path $P \in P_h$ is expanded with pairs $\frac{P_e}{v_e}$ that are chosen in the neighborhood of the last individual of $P$. This choice is constrained by parameters $k, t, d, u, b_{\text{predicates}}$, and $b_{\text{exp-types}}$ as in Subsection 3.2. In the first iteration, the neighborhood of seed vertices in $N^C$ is used. If no path in $P_h$ can be expanded, i.e., the neighborhood of their last vertex does not contain reachable vertices under the constraints, then Algorithm 1 ends.

**Example 5.** From the graph in Figure 1, the first expansion generates the following paths: $\frac{P_1}{v_1}$, $\frac{P_1}{v_2}$, $\frac{P_1}{v_4}$, $\frac{P_6}{v_8}$, and $\frac{P_6}{v_9}$. In the second expansion, $\frac{P_4}{v_1}$ is not expanded as $v_1$ is a hub under $d = 4$. Since their respective neighborhood does not contain reachable vertices, $\frac{P_6}{v_8}$ and $\frac{P_6}{v_9}$ are also not expanded. The expansion of $\frac{P_1}{v_2}$ generates $\frac{P_1}{v_2}$ $\frac{P_1}{v_3}$ whereas the expansion of $\frac{P_1}{v_4}$ generates $\frac{P_1}{v_4}$ $\frac{P_2}{v_5}$.

### 3.3.2 Generalize expanded paths into path patterns

Let $P_e$ be the expansion of $P \in P_h$ as previously described, i.e., $P_e = P \frac{P_e}{v_e}$. We generalize $P_e$ by:

- Generating patterns $P \frac{P_e}{T}$ with types $T \in T_{\geq l_{\text{min}}}$ for which the predicate $\text{inst}(v_e, T, t, b_{\text{gen-types}})$ is verified.
- Retreiving from the dependency structure the path patterns that generalize $P$ and expanding them with $\frac{P_e}{v_e}$, and $\frac{P_e}{T}$ for all $T \in T_{\geq l_{\text{min}}}$ for which the predicate $\text{inst}(v_e, T, t, b_{\text{gen-types}})$ is verified.

Intuitively, this generalization operation allows to expand path patterns.

**Example 6.** In the first iteration, $\frac{P_1}{v_2}$ is generalized by $\frac{P_1}{T_1}$ and $\frac{P_1}{T}$. As we will see, $\frac{P_1}{T}$ is not kept in the dependency structure at the end of the first iteration (see Subsections 3.3.3 and 3.3.4). In the second iteration, $\frac{P_1}{v_2}$ expands into $\frac{P_1}{v_2}$ $\frac{P_2}{v_3}$. In the dependency structure, we retrieve $\frac{P_1}{T_1}$ as the path pattern generalizing $\frac{P_1}{v_2}$, which is expanded into $\frac{P_1}{T_1}$ $\frac{P_2}{v_3}$, $\frac{P_1}{T_1}$ $\frac{P_2}{T_3}$, and $\frac{P_1}{T_1}$ $\frac{P_3}{T}$.

We only generalize paths with types $T \in T_{\geq l_{\text{min}}}$ to avoid the generation an important number of uninteresting path patterns that would then be discarded, thus reducing the memory footprint. Indeed, by definition, if $T \notin T_{\geq l_{\text{min}}}$, then $|\text{SUPPORT}(T)| < l_{\text{min}}$. Additionally, given a path feature $P$, $|\text{SUPPORT}(P)| \leq \min_{E \in P} |\text{SUPPORT}(E)|$, where $E$ can be a class or an individual involved in $P$. Thus, if $T \notin T_{\geq l_{\text{min}}}$ is used in a path pattern $P$, we would have $|\text{SUPPORT}(P)| < l_{\text{min}}$, therefore generating an uninteresting path pattern that would be discarded later.

### 3.3.3 Keep most specific path features

Inspired by works that prune redundant generalized rules during their generation [21], we keep only the “most specific” path patterns among those that have the same support set.

---

9 $P_h$ is explained in Subsection 3.3.4.
10 Additionally, to avoid loops, $P$ can only be expanded at iteration $h$ with individuals $v_e$ such that there exists at least one seed vertex in SUPPORT($P$) whose shortest distance to $v_e$ is $h$.
11 Not all generated path patterns remain in the dependency structure at the end of an iteration, see Subsections 3.3.3 and 3.3.4.
**Definition 5** (More specific path pattern). A path pattern $P_1$ is *more specific* than another path pattern $P_2$ if every atomic element of $P_1$ is more specific than the atomic element of $P_2$ at the same position. An atomic element $P v_i E_1$ is more specific than another atomic element $P v_i E_2$ if and only if:

1. $p_1 = p_2$, i.e., both atomic elements involve the same predicate$^{12}$, and
2. $E_1$ is more specific than $E_2$$^{13}$.

When path patterns have the same support set, keeping the most specific ones remove redundant generalizations, thus reducing their number and the computational burden. Additionally, we ensure a high descriptive power because the most specific paths are the most descriptive. Intuitively, a path pattern involving a class $T$ is less descriptive than another pattern involving a subclass or an instance of the class. However, keeping the most specific path patterns is computationally expensive, which led us to propose the following computational procedure.

We notice that the support set of a path pattern is the union of the support sets of the paths it generalizes. Therefore, we discard path patterns that generalize only one path. Indeed, such path patterns have the same support set as their original path and are more general, by definition.

**Example 7.** For $h = 3$, we discard the following path patterns: $P v_2 v_3 P v_4 P v_5 \top$ and $P v_2 v_3 P v_4 P v_5 P v_3 \top$.

However, there may exist path patterns that generalize several more specific path features while having the same support set. Such path patterns should also be discarded.

**Example 8.** For $h = 1$, $P \top$ shares the same support set as the more specific path pattern $P T_1$ and thus should be discarded.

To efficiently discard path patterns, we avoid computing their whole hierarchy. Instead, we focus on retaining only the most specific ones in the *prefix tree* depicted in Figure 4. This prefix tree is incrementally augmented and stores the most specific path patterns for a specific iteration and support set. In this tree, individuals/classes and predicates involved in path patterns are indexed separately. Thus, its depth is twice the length of path patterns of the current iteration.

The prefix tree enables an efficient storage and selection of the most specific path patterns. Indeed, let $P$ be a path pattern to be compared with those already stored. A breadth-first traversal is performed to detect more specific patterns than $P$: we only traverse identical or more specific elements according to Definition 5. At any depth, if such elements cannot be found, then $P$ is one of the most specific patterns and the traversal stops. On the contrary, if the traversal reaches a leaf containing more specific elements, then there is a pattern more specific than $P$ with the same support set. Consequently, $P$ is discarded and removed from the dependency structure.

If $P$ is to be stored, another breadth-first traversal is performed by considering identical or more general elements than the ones in $P$. When the traversal reaches a leaf, it means that more general patterns than $P$ are currently stored and have the same support set. These are removed from the prefix tree before storing $P$. They are also removed from the dependency structure.

**Remark 4.** As the prefix tree relies on associative arrays and sets, the computational cost of traversal, insertion, and removal is reduced. Additionally, resetting the tree at each expansion and each support set reduces the number of patterns to traverse and thus the global computational cost.

### 3.3.4 Select generated path features to add to $F$, and paths to add to $P_{h+1}$

In this subsection, we determine (i) which paths and path patterns should be added as features in $F$, and consequently, (ii) which paths to add to $P_{h+1}$, i.e., to expand during the next iteration.

A path feature $P$ can be added in $F$ if:

1. **(C1) $l_{\text{min}} \leq \text{SupportSet}(P) \leq l_{\text{max}}$.**
2. **(C2) Prefixes of $P$ with the same support set do not already exist in $F$,**
3. **(C3) If $P$ is a path pattern, it does not generalize a path with the same support set.**

When $P$ is in $F$, the output binary matrix $M$ verifies $M_{iC, P} = \text{true}$ for all $iC \in \text{SupportSet}(P)$.

$^{12}$It is noteworthy that we do not consider the hierarchy of predicates in this work.

$^{13}$A class is more specific than all its super-classes and an individual is more specific than all classes it instantiates.
Figure 4: Prefix tree used when computing most specific path patterns during the first and second iterations considering the support set \( \{n_1^C, n_2^C\} \). This structure is reset at each expansion and for each support set. For \( h = 1 \), when considering \( p_1 \rightarrow T_1 \), the structure will evolve: \( p_1 \rightarrow \top \) will be removed and replaced by the considered path. For \( h = 3 \), when considered, \( p_1 \rightarrow T_1 \rightarrow p_2 \rightarrow \top \) will be discarded as more general than \( p_1 \rightarrow T_1 \rightarrow p_2 \rightarrow T_3 \).

Remark 5. Note that (C2) allows to focus on shorter paths in \( F \). However, (C2) is not applied if \( P \) ends with an individual and there exist a prefix of \( P \) in \( F \) that ends with a class. \( P \) is considered more descriptive than its prefix, because of the individual in the last position. Hence, we add \( P \) in \( F \) and remove its prefix. For example, in Figure 3, \( P_3 \rightarrow T_1 \rightarrow T_2 \rightarrow T_3 \) is replaced by \( P_3 \rightarrow T_1 \rightarrow T_2 \rightarrow T_3 \rightarrow v_6 \) in \( F \) for \( h = 3 \).

Remark 6. (C3) is motivated as the path is more specific and thus more descriptive than \( P \) and should be added instead of \( P \).

We also select the paths and path patterns to expand during the next iteration. To reduce their number, we rely on the \( l_{\min} \) constraint and the monotonicity of the support set. It is clear that, for a path feature \( P \), we have \( |\text{SupportSet}(P)| \leq \min_{E \in P} |\text{SupportSet}(E)| \), where \( E \) can be a class or an individual involved in \( P \). Thus, when expanding a path feature, its support set remains identical (for paths and path patterns) or decreases (for path patterns).

Consequently, we add to \( P_{h+1} \) paths whose expansion may generate path features complying with the \( l_{\min} \) constraint, i.e., paths with a support greater than \( l_{\min} \) or paths that are generalized by a pattern with a support greater than \( l_{\min} \). This monotonicity property also lets us remove from the dependency structure patterns whose support is lower than \( l_{\min} \). Indeed, such patterns cannot be used during the generalization step of the next iteration since they will inevitably generate a pattern whose support is smaller than \( l_{\min} \). As a result, the monotonicity property does entail a reduction in the number of paths and path patterns considered in the next iteration, thus reducing the computational cost.

Example 9. For example, in the first iteration, the path \( P_2 \rightarrow v_2 \) is added to \( P_2 \) as it is generalized by \( P_1 \rightarrow T_1 \) whose support is greater than \( l_{\min} = 2 \). At the end of the second iteration, we remove \( P_1 \rightarrow v_2 \rightarrow T_3 \) because its support is lower than \( l_{\min} = 2 \), and thus its expansion cannot generate an interesting pattern.

3.4 Optional and domain-dependent filtering

After the previous steps, we obtain a feature set \( F \) containing interesting neighbors, paths, and path patterns. These features have been mined without taking into account domain constraints known to experts. We propose to apply domain-dependent filtering on \( F \) with parameter \( m \). Such filters reduce the size of \( F \) and integrate interestingness constraints based on expert knowledge.

Example 10. To classify drugs causing or not a side effect, experts may want to focus on features containing a biological pathway, a gene or a GO class, or a MeSH class. Therefore, we propose three atomic filters, only keeping neighbors, paths, and path patterns containing at least a pathway \( (m = p) \), a gene or a GO class \( (m = g) \), or a MeSH class \( (m = m) \). Such atomic filters can be combined to form disjunctive filters. For example, the \( m = pg \) filter keeps features from \( F \) containing at least a pathway or a gene or a GO class. When a filter is applied to a neighbor, this neighbor must be, e.g., a pathway for the \( p \) filter. When a filter is applied to a path or a path pattern, it means that one of its individuals / ontology classes must be, e.g., a pathway for the \( p \) filter.

This domain-dependent filtering is similar to approaches that generalize association rules and prune those that involve some specified ontology classes [21, 22].
4 Experimental setup

To illustrate our approach, we will address the following task: from a knowledge graph, mine a set of features to classify drugs depending on whether they cause a specific side effect.

We explore PGxLOD\textsuperscript{14} \cite{pgxlod}, a knowledge graph that aggregates several sets of Linked Open Data (LOD) describing drugs, phenotypes, and genetic factors: PharmGKB, ClinVar, DrugBank, SIDER, DisGeNET, and CTD. This aggregation may lead to features combining units from several LOD sets. Indeed, LOD sets may contain different and incomplete knowledge. Their combined use then enables leveraging a greater amount of knowledge, where some LOD sets complete information provided by others. This asks for a canonical knowledge graph as described in Subsection 3.1. For instance, it is possible to complete the knowledge related to a drug described in PharmGKB if it is linked with an owl:sameAs arc to the same drug described in DrugBank. This constitutes the key interest in combining LOD sets in knowledge discovery and data mining tasks, as discussed by Ristoski and Paulheim \cite{ristoski_paulheim_2021}.

We will use the following data sets that comprise positive (\(\oplus\)) and negative (\(\ominus\)) drug examples:

**Data set 1** (Drug Induced Liver Injury (DILI) \cite{dili}). It is formed by 1,036 drugs in 4 classes: “most DILI concern” (192 drugs), “ambiguous DILI concern” (254 drugs), “less DILI concern” (278 drugs), and “no DILI concern” (312 drugs). We mapped these drugs from their PubChem identifiers to identifiers from PharmGKB, otherwise DrugBank, otherwise KEGG, resulting in the set of seed vertices \(N_{\text{DILI}} = N_{\oplus}^{\text{DILI}} \cup N_{\ominus}^{\text{DILI}}\) such that:

- \(|N_{\oplus}^{\text{DILI}}| = 146\) drugs (118 from PharmGKB, 17 from DrugBank, and 11 from KEGG). The positive drug examples are from the “most DILI concern” class.
- \(|N_{\ominus}^{\text{DILI}}| = 224\) drugs (206 from PharmGKB, 9 from DrugBank, and 9 from KEGG). The negative drug examples are from the “no DILI concern” class.

**Data set 2** (Severe Cutaneous Adverse Reactions (SCAR)\textsuperscript{15}). It is formed by 874 drugs in 5 classes: “very probable” (18 drugs), “probable” (19 drugs), “possible” (94 drugs), “unlikely” (697 drugs), and “very unlikely” (46 drugs). We mapped these drugs from their PubChem identifiers to identifiers from PharmGKB, otherwise DrugBank, otherwise KEGG, resulting in the set of seed vertices \(N_{\text{SCAR}} = N_{\oplus}^{\text{SCAR}} \cup N_{\ominus}^{\text{SCAR}}\) such that:

- \(|N_{\oplus}^{\text{SCAR}}| = 102\) drugs (100 from PharmGKB and 2 from DrugBank). The positive drug examples are from the “very probable”, “probable”, and “possible” classes.
- \(|N_{\ominus}^{\text{SCAR}}| = 290\) drugs (286 from PharmGKB and 4 from DrugBank). The negative drug examples are from the “unlikely” and “very unlikely” classes.

We implemented our approach in Python\textsuperscript{16}. We used a server with 700 GB of RAM and the following parameter values \(k \in \{1, 2, 3, 4\}, t \in \{1, 2, 3\}, d = 500, u = \text{false}, l_{\min} = 5, l_{\max} = +\infty, \text{ and } m \in \{p, g, m, pg, pgm\}\). It should be noted that \(k = 4\) was only tested with \(t = 1\) because of memory issues caused by the high number of generated features.

Statistics about the features are detailed for \(k = 3, t = 3\) and \(k = 4, t = 1\) in Table 2 and discussed in the next section. We obtained the features associated with the DILI data set under \(k = 3, t = 3\) in approximately 1 hour. However, computing the features with \(k = 4, t = 1\) on the same data set required 4 days and 380 GB of RAM.

5 Results and discussion

The first two lines of Table 2 show the number of neighbors and types reachable before applying support limits. Enforcing these limits constitutes a first reduction of these numbers, thus reducing the memory and computational footprints. Here, numbers are approximately divided by 2. The mining of path features always relies on \(l_{\min}\), and thus it is not possible to count the number of all possible paths and path patterns. However, we show the number of path features generated during the mining, which already illustrates the combinatorial explosion. Enforcing support constraints and removing redundant generalizations allow to reduce their number in \(\mathcal{F}\) (here, approximately by 20). Finally, the domain-dependent filtering defined by \(m\) also radically scales down the number of features ultimately output. However, this filtering only happens as post-processing and does not alleviate the scalability issues arising during the mining of patterns.

We observe a drastic increase in the number of neighbors and path features alongside \(k\), which highlights the scalability issues of mining large knowledge graphs. Considering additional levels in ontology hierarchies by increasing \(t\) also

\textsuperscript{14}https://pgxlod.loria.fr
\textsuperscript{15}http://www.regiscar.org/
\textsuperscript{16}https://github.com/pmonnin/kgpm
Table 2: Number of features mined for the two considered data sets for parameters $d = 500$, $u = \text{false}$ before and after applying $l_{\text{min}} = 5$, $l_{\text{max}} = +\infty$, and $m = \text{pgm}$. Path features are always computed considering at least $l_{\text{min}}$ to avoid combinatorial explosion. We display the number of path features generated (gen.) during the exploration and the number of path features ultimately in $\mathcal{F}$ after keeping the most specific and applying limit constraints. Types are not considered as features but are displayed to illustrate the possible combinatorial explosion in path patterns. Statistics about the full neighborhood are given as comparison.

<table>
<thead>
<tr>
<th></th>
<th>DILI</th>
<th>SCAR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$k = 3$, $t = 3$</td>
<td>$k = 4$, $t = 1$</td>
</tr>
<tr>
<td><strong>Before $l_{\text{min}}$ and $l_{\text{max}}$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbors</td>
<td>175,652</td>
<td>179,694</td>
</tr>
<tr>
<td>Types</td>
<td>13,580</td>
<td>13,677</td>
</tr>
<tr>
<td><strong>After $l_{\text{min}}$ and $l_{\text{max}}$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbors</td>
<td>71,560</td>
<td>90,690</td>
</tr>
<tr>
<td>Types</td>
<td>7,372</td>
<td>8,800</td>
</tr>
<tr>
<td>Path features in $\mathcal{F}$</td>
<td>790,605</td>
<td>1,146,585</td>
</tr>
<tr>
<td>Path features gen.</td>
<td>20,145,635</td>
<td>29,011,996</td>
</tr>
<tr>
<td><strong>After $m$</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbors</td>
<td>4,069</td>
<td>4,214</td>
</tr>
<tr>
<td>Path features in $\mathcal{F}$</td>
<td>102,674</td>
<td>147,936</td>
</tr>
<tr>
<td><strong>Full neighborhood ($d = 500$)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbors</td>
<td>2,419,957</td>
<td>2,419,920</td>
</tr>
<tr>
<td>Types</td>
<td>51,477</td>
<td>51,472</td>
</tr>
<tr>
<td>Reached at $k$, $t$</td>
<td>$k = 23$, $t = 21$</td>
<td>$k = 23$, $t = 21$</td>
</tr>
<tr>
<td><strong>Full neighborhood ($d = +\infty$)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neighbors</td>
<td>5,488,531</td>
<td>5,488,510</td>
</tr>
<tr>
<td>Types</td>
<td>53,486</td>
<td>53,484</td>
</tr>
<tr>
<td>Reached at $k$, $t$</td>
<td>$k = 19$, $t = 21$</td>
<td>$k = 20$, $t = 21$</td>
</tr>
</tbody>
</table>

multiplies the number of path features. To illustrate, with 700 GB of RAM, we could not set $t$ to values greater than 1 for $k = 4$. Consequently, there is still room for improvements in terms of memory consumption, e.g., through an efficient storing of paths and path patterns. These future improvements could enable to consider the full neighborhood of seed vertices, which is reached for greater values of $k$ and $t$ and involves a far greater amount of vertices. For example, for the DILI data set, the full neighborhood is reached for $k = 23$ and $t = 21$ (for $d = 500$), or $k = 19$ and $t = 21$ (when the degree constraint is disabled). The full amount of reachable neighbors is 4 times ($d = 500$) or 9 times greater ($d = +\infty$) than with $k = 4$.

The values of parameters depend on the objectives and domain knowledge of the analyst guiding the mining process, especially for blacklists and support thresholds. However, metrics about the knowledge graph may provide guidance. Indeed, statistics about node degrees can help to find a trade-off between exploration and combinatorial explosion with parameter $d$. Similarly, the depth of class hierarchies influences the value of $t$. For example, general classes may not be of interest to the analyst, thus reducing $t$. The parameter $k$ can be set by considering the graph diameter. As it is common in mining processes, iterations may be required to find the best configuration. Regarding $m$, it is for now hard-coded and only suitable to some biomedical applications. Inspired by ontologies that allow to interactively define mining workflows [3], we could adapt this parameter to other applications by proposing such an interactive definition.

When manually reviewing the output features, we noticed multiple path features across the aggregated LOD sets. This is made possible by aggregating and canonicalizing multiple LOD sets in the knowledge graph. This result particularly illustrates one of the fundamental aspects of Linked Open Data: the combination of different data sets enables to go beyond their original purposes and coverage. However, it is clear that combining LOD sets leads to bigger knowledge graphs, exacerbating the scalability issues.

Regarding our approach, we only canonicalize vertices, i.e., individuals and ontology classes. Nevertheless, predicates used on arcs can also be identified as identical, leading to a canonicalization of arcs. In this context, we could benefit from matching approaches, such as PARIS [25]. By identifying identical classes, predicates, and individuals, these matching approaches could further improve the canonicalization and, therefore, increase the number of common features between seed vertices from different data sets. Similarly, we could consider literals and arcs incident to literals that were purposely discarded here. However, the canonicalization of literals raises several challenging issues due to their heterogeneity in terms of syntactic variations, unit measures, and the precision of numerical values. Other reasoning mechanisms and semantics associated with Semantic Web standards could be taken into account. For example, predicates can be defined as transitive, and thus the canonical knowledge graph could also result from their transitive closure.
Regarding the modeling of path patterns, we could generalize paths with both the hierarchy of classes and the hierarchy of predicates. In addition to keeping the most specific patterns, we could use other metrics to further reduce their redundancy (e.g., approaches relying on hierarchies [26, 27] and extents of ontological classes [27]). This could also reduce the number of generated patterns, therefore improving the scalability of the mining approach. Neighbors could be enriched with the distance between them and seed vertices, which would correspond to the generalized paths of KGPTree [18]. We could also use other approaches than binary features (e.g., counting [13, 14], relative counting [28]). More importantly, it remains to test our mined features within a complete classification task to measure the influence of $k$, $t$, and the three kinds of features (neighbors, paths, and path patterns).

6 Conclusion

In this preliminary study, we addressed the scalability issues associated with the task of mining neighbors, paths, and path patterns from a knowledge graph and a set of seed vertices. We proposed a method for tackling these issues, which we illustrated by mining a real-world knowledge graph. Our results highlight the importance of considering the scalability of approaches when mining features from ever-growing knowledge graphs. Our work alleviates part of the computational cost (time and memory) of mining paths and path patterns but also reveals the need for a further reduction. Such future research works could enable the modeling of more complex path patterns, for example, considering the hierarchy of predicates.
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ABSTRACT

In a graph \(G = (V,E)\), a module is a vertex subset \(M\) of \(V\) such that every vertex outside \(M\) is adjacent to all or none of \(M\). For example, \(\emptyset, \{x\} (x \in V)\) and \(V\) are modules of \(G\), called trivial modules. A graph, all the modules of which are trivial, is prime; otherwise, it is decomposable. A vertex \(x\) of a prime graph \(G\) is critical if \(G - x\) is decomposable. Moreover, a prime graph with \(k\) non-critical vertices is called \((-k)\)-critical graph. A prime graph \(G\) is \(k\)-minimal if there is some \(k\)-vertex set \(X\) of vertices such that there is no proper induced subgraph of \(G\) containing \(X\) is prime. I. Boudabbous proposes to find the \((-k)\)-critical graphs and \(k\)-minimal graphs for some integer \(k\) even though in a particular case of graphs. This paper answers I. Boudabbous’s question. First, it describes the \((-k)\)-critical tree. As a corollary, we determine the number of nonisomorphic \((-k)\)-critical tree with \(n\) vertices where \(k \in \{1, 2, \lceil \frac{n}{2} \rceil\}\). Second, it gives a complete characterization of the \(k\)-minimal tree. As a corollary, we determine the number of nonisomorphic \(k\)-minimal tree with \(n\) vertices where \(k \leq 3\).

Keywords: Graphs, tree · module, prime · critical vertex, minimal.

1 Introduction

1.1 Presentation of the results

Our work lies on the framework of graph theory with a special focus on decomposition problems. A graph \(G = (V,E)\) consists of a finite set \(V\) of vertices together with a set \(E\) of pairs of distinct vertices, called edges. On the one side, let \(G = (V,E)\) be a graph. The neighborhood of \(x\) in \(G\), denoted by \(N_G(x)\) or simply \(N(x)\), is the set \(N_G(x) = \{y \in V \setminus \{x\} : \{x, y\} \in E\}\). The degree of \(x\) in \(G\), denoted by \(d_G(x)\) (or \(d(x)\)), is the cardinal of \(N_G(x)\). A vertex \(x\) with degree one is called a leaf, its adjacent vertex is called a support vertex and it is denoted by \(x^+\). If \(x\) is a support vertex in \(G\) admits a unique leaf neighbor, this leaf is denoted by \(x^-\). The set of leaves and support vertices in a graph \(G\) is denoted by \(\mathcal{L}(G)\) and \(\mathcal{S}(G)\) respectively. An internal vertex is a vertex with a degree greater than or equal to 2. The distance between two vertices \(u\) and \(v\) in \(G\) is the length (number of edge) of the shortest path connecting them and is denoted by \(\text{dist}_G(u,v)\) or simply \(\text{dist}(u,v)\). The notation \(x \sim Y\) for each \(Y \subseteq V \setminus \{x\}\) means \(x\) is adjacent to all or none vertex of \(Y\). The negation is denoted by \(x \not\sim Y\).

On the other side, given a graph \(G = (V,E)\), with each subset \(X\) of \(V\), the graph \(G[X] = (X, E \cap (\binom{X}{2}))\) is an induced subgraph of \(G\). For \(X \subseteq V\) (resp. \(x \in V\)), the induced subgraph \(G[V \setminus X]\) (resp. \(G[V \setminus \{x\}]\)) is denoted by \(G' = (V,E)\) and \(G' = (V',E')\) are isomorphic, which is denoted by \(G \simeq G'\), if there is an isomorphism from \(G\) onto \(G'\), i.e., a bijection \(f\) from \(V\) onto \(V'\) such that for all \(x,y \in V\), \(\{x,y\} \in E\) if and only if \(\{f(x),f(y)\} \in E'\). We say that a graph \(G'\) embeds into a graph \(G\) if \(G'\) is isomorphic to an induced subgraph of \(G\). Otherwise, we say that \(G\) omits \(G'\). Given a graph \(G\) and a one-to-one function \(f\) defined on a set containing \(V(G)\), we denote by \(G\) the graph \(f(V(G)); f(E(G))) = (f(V(G)); \{\{f(x),f(y)\} : \{x,y\} \in E(G)\})\). A nonempty subset \(C\) of \(V\) is a connected component of \(G\) if for \(x \in C\) and \(y \in V \setminus C\), \(\{x,y\} \notin E\) and if for \(x \neq y \in C\), there is a sequence \(x = x_0, \ldots, x_n = y\) of \(C\) elements such that for each \(0 \leq i \leq n - 1\), \(\{x_i, x_{i+1}\} \in E\). A vertex \(x\) of \(G\) is isolated if
\{x\} constitutes a connected component of G. The set of the connected components of G is a partition of V, denoted \(C(G)\). The graph G is connected if it has at most one connected component of G. Otherwise, it is called non-connected. For example, a tree is a connected graph in which any two vertices are connected by exactly one path.

Add to this, given a graph G = (V, E). A subset M of V is a module of G if every vertex outside M is adjacent to all or none of M. This concept was introduced in [25] and independently under the name interval in [14, 18, 24] and an autonomous set in [16]. The empty set, the singleton sets, and the full set of vertices are trivial modules. A graph is indecomposable (or primitive) if all its modules are trivial; otherwise, it is decomposable. Therefore, indecomposable graphs with at least four vertices are prime graphs. This concept was developed in several papers e.g. ([16, 18, 19, 21, 24, 26]), and is now presented in a book by Ehrenfeucht, Harju and Rozenberg [15]. Properties of the prime substructures of a given prime structures were developed by Schmerl and Trotter [24] in their fundamental paper. Indeed, several papers within the same framework have then appeared ([4, 6, 7, 8, 12, 15, 20, 17, 22, 23]). For instance, the path defined on \(N_n = \{1, \ldots, n\}\), denoted by \(P_n\), is prime for \(n \geq 4\). A path with extremities x and y is referred to as \((x, y)\)-path. For example, it easy to verify that each prime graph is connected.

The study of the hereditary aspect of the primality in the graphs revolve around the following general question. Given a prime graph G, is there always a proper prime subgraph in G? This problem leads to the publication of many papers. A first result in this direction dates back to D. P. Sumner [26]: For every prime graph G, there exists \(X \subseteq V(G)\) such that \(|X| = 4\) and \(G[X]\) is prime. In 1999, A. Ehrenfeucht and G. Rozenberg [16] has also affirmed that the prime graphs have the following ascendant hereditary property. Let X be a subset of a prime graph G such that \(G[X]\) is prime. If \(|V(G)\setminus X| > 2\), then there exist \(x \neq y \in V(G)\setminus X\) such that \(G[X \cup \{x, y\}]\) is prime. The latter result has been improved in 1993 by J. H. Schmerl and W. T. Trotter [24] as follows. For each prime graph of order \(n > 2\) embeds a prime graph of order \(n-2\). It is then natural to ask the next question. Given a prime graph G of order \(n\), is there always a prime subgraph of G of order \(n-1\)? The answer to this question is negative and the prime graph G such that \(G-x\) is decomposable for each \(x \in V(G)\) is referred to as critical graph, is the counterexample. In 1993, J.H. Schmerl and W.T. Trotter [24] has characterized the critical graphs.

Consider now a prime graph G = (V, E). A vertex x of G is said to be critical if \(G-x\) is decomposable, otherwise x is a non-critical vertex. The set of the non-critical vertices of G is denoted by \(\sigma(G)\). Moreover, if G admits k non-critical vertices is then called a \((-k)\)-critical graph. Recently, Y.Boudabbous and Ille [11] asked about the description of the \((-1)\)-critical graphs. Their question was solved by H. Belkhchine, I. Boudabbous and M. Baka Elayech [5] in the case of graph. More recently, I. Boudabbous, J. Dammak and M. Yaich gave a new approach in order to characterize the \((-1)\)-critical graphs [9]. In 2020, I. Boudabbous and W. Marwani described the triangle-free prime graphs having at most two non-critical vertices [10].

Another important tool in this work is the notion of minimal graphs defined a follows. A prime graph G is minimal for a vertex subset X, or X-minimal, if no proper induced subgraph of G containing X is prime. A graph G is k-minimal if it is minimal for some k-element set of k elements. A Cournier and P. Ille [14] in 1998 characterized the 1-minimal and 2-minimal graphs. Recently, M. Alzohairi and Y. Boudabbous characterized the 3-minimal triangle-free graphs [2]. In 2015, M. Alzohairi characterized the triangle-free graphs which are minimal for some nonstable 4-vertex subset [1]. Motivated by this two fundamental notions, I. Boudabbous proposes to find the \((-k)\)-critical graphs and k-minimal graphs for some integer k even though in a particular case of graphs. This work resolves what was requested by I. Boudabbous. However, we describe the prime tree having exactly k non-critical vertices. Recall that \(|x|\) denotes the greatest integer \(\leq x\). We obtain:

**Theorem 1.1** Let \(T = (V, E)\) be a tree with at least 5 vertices and \(\{x_1, \ldots, x_k\}\) be a vertex subset of G where k is an integer.

\(T\) is \((-k)\)-critical and \(\sigma(T) = \{x_1, \ldots, x_k\}\) (see Figure 1 (a)) if and only if \(T\) satisfies the four assertions.

1. For each \(x \neq y \in L(T)\), \(\text{dist}(x, y) \geq 3\).
2. \(\{x_1, \ldots, x_k\} \subseteq L(T)\) and \(1 \leq k \leq \lceil \frac{\sqrt{5}}{2}\rceil\).
3. For each \(x \in L(T)\setminus\{x_1, \ldots, x_k\}\), there is a unique \(i \in \{1, \ldots, k\}\) such that \(\text{dist}(x, x_i) = 3\) and \(d(x^+) = 2\).
4. If \(d(x^+) = 2\) where \(i \in \{1, \ldots, k\}\), then for all \(x \in L(T)\setminus\{x_i\}\), dist \((x, x_i) \geq 4\).

Second, we describe the k-minimal trees. We obtain:

**Theorem 1.2** Let \(T = (V, E)\) be a tree with at least 5 vertices and let \(\{x_1, \ldots, x_k\}\) be a vertex subset of G where k is a strictly positive integer.

\(T\) is minimal for \(\{x_1, \ldots, x_k\}\) (see Figure 1 (b)) if and only if \(T\) satisfies the three assertions.
1. For each \( x \neq y \in L(T) \), \( \text{dist}(x, y) \geq 3 \).

2. For each \( x \in L(T) \), \( \{x, x^+\} \cap \{x_1, \ldots, x_k\} \neq \emptyset \).

3. If \( x_i \in S(T) \) and \( x^{-i} \notin \{x_1, \ldots, x_k\} \) where \( i \in \{1, \ldots, k\} \), then \( d(x_i) = 2 \) and there is \( j \neq i \in \{1, \ldots, k\} \) such that \( x_j \in L(T) \) and \( d(x_i, x_j) = 2 \).

![Figure 1](image)

Figure 1: (a) \( T \) is \((−6)\)-critical and \( \sigma(T) = \{x_1, \ldots, x_6\} \). (b) \( T' \) is minimal for \( \{x_1, \ldots, x_9\} \).

2 Proof of Theorem 1.1:

We recall the characterization of the prime tree due to M. Alzohairi and Y. Boudabbous.

Lemma 2.1 ([2])

1. If \( M \) is a nontrivial module in a decomposable tree \( T \), then \( M \) is a stable set of \( T \). Moreover, the elements of \( M \) are leaves of \( T \).

2. A tree with at least four vertices is prime if and only if any two distinct leaves have not the same neighbor.

As an immediate consequence of Lemma 2.1, we have the following result.

Corollary 2.2 Let \( T = (V, E) \) be a tree. \( T \) is prime if and only if \( d(x, y) \geq 3 \), for each \( x \neq y \in L(T) \).

The following observation follows immediately from Lemma 2.1.

Observation 2.3 Let \( T = (V, E) \) be a prime tree with \( n \) vertices. Then \( |S(T)| = |L(T)| \leq \left\lfloor \frac{n}{2} \right\rfloor \).

Now, we establish the next lemma that will be needed in the sequel.

Lemma 2.4 Let \( T = (V, E) \) be a prime tree and \( x \in L(T) \). If \( T - x \) is decomposable, then there is \( y \in L(T) \setminus \{x\} \) such that \( \{y, x^+\} \) is the unique module of \( T - x \).

Proof: Consider a prime tree \( T = (V, E) \) and \( x \in L(T) \). Assume that \( T - x \) is a decomposable tree, by Lemma 2.1, there exist two distinct leaves of \( T - x \), said \( y \) and \( z \), have the same neighbor. Then \( \{y, z\} \) is a module of \( T - x \). Since \( T \) is a prime tree, \( x \notin \{y, z\} \). Thus \( x^+ \in \{y, z\} \). Without loss of generality, we may assume that \( x^+ = z \) and we have \( y \in L(T) \). Since \( T \) is prime and \( y \in L(T) \), then \( \text{dist}(y, u) \geq 3 \) for each \( u \neq y \in L(T) \). Therefore, \( \{y, x^+\} \) is the unique module of \( T - x \). \( \square \)

Proof of Theorem 1.1. Consider a tree \( T = (V, E) \) with \( n \) vertices where \( n \geq 5 \) and \( \{x_1, \ldots, x_k\} \) is a subset of \( V \) where \( k \) is a strictly positive integer.

Assume that \( T \) is \((−k)\)-critical and \( \sigma(T) = \{x_1, \ldots, x_k\} \). Since \( T \) is prime, by Corollary 2.2, we have for each
\[ x \neq y \in \mathcal{L}(T), \quad \text{dist}(x, y) \geq 3. \] Hence \( T \) satisfies the condition (1) of Theorem 1.1.

Moreover, let \( x \in V \setminus \mathcal{L}(T) \), \( x \) is an internal vertex of \( T \) and \( T - x \) is a non-connected graph. Then \( T - x \) is decomposable and \( x \notin \sigma(T) \). Thus, \( \{x_1, ..., x_k\} \subseteq \mathcal{L}(T) \). As \( T \) is prime, by Observation 2.3, we have \( 1 \leq k \leq \lfloor \frac{n}{2} \rfloor \).

Hence \( T \) satisfies the condition (2) of Theorem 1.1.

Now, consider \( x \in \mathcal{L}(T) \setminus \{x_1, ..., x_k\} \), then \( T - x \) is a decomposable tree. By Lemma 2.4, there is \( y \in \mathcal{L}(T) \setminus \{x\} \) such that \( \{y, x^+\} \) is the only module of \( T - x \). Clearly \( \text{dist}(x, y) = 3 \) and \( \text{dist}(x^+, y) = 2 \). Now, prove that \( y \in \sigma(T) \). To the contrary, suppose that \( y \notin \sigma(T) \), implying that \( T - y \) is a decomposable tree. Using again Lemma 2.4, there is \( z \in \mathcal{L}(T) \setminus \{y\} \) such that \( \{z, y^+\} \) is the unique module of \( T - y \). Thus, \( \text{dist}(y, z) = 3 \) implies that \( z = x \) and we obtain that \( T \) has 4 vertices; which contradicts the fact that \( T \) is a tree and has at least 5 vertices. Hence, \( y \in \sigma(T) \).

Therefore, \( T \) satisfies the condition (3) of Theorem 1.1.

Besides, assume that there is \( i \in \{1, ..., k\} \) such that \( \text{dist}(x_i^+, y) = 2 \). Then, \( T - x_i \) is a prime tree and \( x_i^+ \in \mathcal{L}(T - x_i) \).

By Corollary 2.2, for all \( y \in \mathcal{L}(T - x_i) \), \( \text{dist}(x_i^+, y) \geq 3 \). Since \( \mathcal{L}(T - x_i) \setminus \{x_i^+\} \neq \emptyset \), then for each \( y \neq x_i \in \mathcal{L}(T) \), \( \text{dist}(x_i, y) \geq 4 \). Hence, \( T \) satisfies the condition (4) of Theorem 1.1.

Conversely, assume that \( T \) satisfies the conditions (1)-(4) of Theorem 1.1. Proving that, \( T \) is \((-k\))-critical and \( \sigma(T) = \{x_1, ..., x_k\} \). Since for each \( x \neq y \in \mathcal{L}(T) \), \( \text{dist}(x, y) \geq 3 \) and by Corollary 2.2, \( T \) is prime. Clearly, if \( x \in V \setminus \mathcal{L}(T) \), then \( T - x \) is decomposable and \( x \) is a critical vertex.

Moreover, if \( x \in \mathcal{L}(T) \setminus \{x_1, ..., x_k\} \), by assertion (3), there is a unique \( i \in \{1, ..., k\} \) such that \( \text{dist}(x, x_i) = 3 \) and \( d(x^+) = 2 \). Then, \( x^+ \) is a module of \( T - x \). Hence for each \( x \in \mathcal{L}(T) \setminus \{x_1, ..., x_k\} \), \( T - x \) is decomposable and then \( x \) is a critical vertex.

Now, given \( i \in \{1, ..., k\} \). If \( d(x_i^+) \geq 3 \), then \( \mathcal{L}(T) \setminus \{x_i\} = \mathcal{L}(T - x_i) \). According to first hypothesis of Theorem 1.1, for each \( x \neq y \in \mathcal{L}(T - x_i) \), \( \text{dist}(x, y) \geq 3 \). By Corollary 2.2, \( T - x_i \) is a prime tree.

Assume now that \( d(x_i^+) = 2 \). Suppose that \( T - x_i \) is a decomposable tree, then by Lemma 2.4 there is a unique \( y \neq x_i \in \mathcal{L}(T) \) such that \( \{y, x_i^+\} \) is the unique module of \( T - x_i \). So \( \text{dist}(y, x_i) = 3 \); which contradicts the hypothesis 4 of Theorem 1.1. Hence, \( T - x_i \) is prime. Consequently, \( T \) is \((-k\))-critical and \( \sigma(T) = \{x_1, ..., x_k\} \).

Our second objective in this section is to determine the number of nonisomorphic \((-k\))-critical trees with \( n \geq 5 \) vertices where \( k \in \{1, 2, \lfloor \frac{n}{2} \rfloor \} \). According to the characterization of critical graphs [24], \( P_k \) is the a unique critical trees. To state the the number of nonisomorphic \((-k\))-critical trees where \( k \in \{1, 2, \lfloor \frac{n}{2} \rfloor \} \), we introduce for all \( n \in \mathbb{N} \), the one-to-one function:

\[ T_n : \mathbb{N} \rightarrow \mathbb{N} \quad p \rightarrow p + n \]

Now, we introduce also the following trees.

- For integers \( m \geq 2 \), let \( A_{2m+1} \) be the tree defined on \( \{0, ..., 2m\} \) and \( E(A_{2m+1}) = \{(0, i), (i, i+m) : 1 \leq i \leq m\} \) (see Figure 2).

- For integers \( k \geq 4, t \geq 1 \), let \( P_{k,t} \) be the tree defined on \( \{1, ..., 2t+k\} \) and \( E(P_{k,t}) = E(T_{2t}(P_k)) \cup \{(2i-1, 2i) : 1 \leq i \leq t\} \cup \{(2t+2, 2i) : 1 \leq i \leq t\} \) (see Figure 3).

- For integers \( m \geq 4, n_1 \geq 1, n_2 \geq 1 \), for each \( p \in \{1, 2\} \), \( s_p = n_1 + ... + n_p \). Let \( P_{m,n_1,n_2} \) be the tree defined on \( \{1, ..., 2s_2 + m\} \) and \( E(P_{m,n_1,n_2}) = E(T_{2s_2}(P_m)) \cup \{(2i-1, 2i) : 1 \leq i \leq s_2\} \cup \{(2s_2 + m-1, 2j) : 1 \leq i \leq n_1 \text{ and } n_1 < j \leq s_2\} \) (see Figure 4).

![Figure 2: The tree A_{2m+1}](image)

**Proposition 2.5**

1. Up to isomorphisms, the \((-1\))-critical trees with \( n \) vertices are the tree \( P_{4, \frac{n-4}{2}} \) where \( n \) is an even integers \( \geq 6 \).
2. Up to isomorphisms, the \((-\lfloor n/2 \rfloor)\)-critical trees with \(n\) vertices are the tree \(A_n\) where \(n\) is odd integers \(\geq 5\).

![Figure 3: The tree \(P_{k,t}\)](image)

![Figure 4: The tree \(P_{m,n_{1,2}}\)](image)

**Proof:**

1. Clearly, by Theorem 1.1, \(P_{4, n-4}\) is a \((-1)\)-critical tree where \(n \geq 6\) and \(\sigma(P_{4, n-4}) = \{n-3\}\). Now, we consider a \((-1)\)-critical tree \(T\) with \(n \geq 5\) vertices such that \(\sigma(T) = \{x_1\}\). By Theorem 1.1, \(x_1 \in \mathcal{L}(T)\). If \(x \neq x_1 \in \mathcal{L}(T)\), then by assertion (3) of Theorem 1.1 \(\text{dist}(x, x_1) = 3\) and \(d(x^+) = 2\). To the contrary, suppose that \(|\mathcal{L}(T)| = 2\). Since \(T\) is prime, then \(T\) is isomorphic to \(P_4\); which a contradicts the fact that \(T\) have at least 5 vertices. Hence, \(|\mathcal{L}(T)| \geq 3\). By assertion (3), for each \(y \in \mathcal{L}(T)\), \(\text{dist}(y, x_1) = 3\) and \(d(y^+) = 2\). Thus, \(T\) is isomorphic to \(P_{4, n-4}\) where \(n \geq 6\) is an even integers.

2. By Theorem 1.1, \(A_{2m+1}\) is \((-\lfloor 2m+1/2 \rfloor)\)-critical and \(\sigma(A_{2m+1}) = \mathcal{L}(A_{2m+1})\) where \(m \geq 2\). Now, we consider a \((-\lfloor n/2 \rfloor)\)-critical tree \(T\) with \(n \geq 5\) vertices. Using Theorem 1.1, \(\sigma(T) \subseteq \mathcal{L}(T)\) implying that \(|\sigma(T)| = \lfloor n/2 \rfloor \leq |\mathcal{L}(T)|\). By Observation 2.3, \(|\mathcal{L}(T)| = |S(T)| \leq \lfloor n/2 \rfloor\) and so \(|\mathcal{L}(T)| = |S(T)| = \lfloor n/2 \rfloor\). Now, we will prove that \(n\) is odd. To the contrary, suppose that \(n\) is even, then \(|\mathcal{L}(T)| = |S(T)| = \lfloor n/2 \rfloor\). Hence, \(V(T) = \mathcal{L}(T) \cup S(T)\). Since \(T[S(T)]\) is a tree, there exists a vertex \(y \in S(T)\) with \(d_{T[S(T)]}(y) = 1\). Hence \(d_T(y) = 2\). We may assume that \(N(y) = \{y^-, x\}\) where \(x \in S(T)\). Thus \(\{y, x^-\}\) is a module of \(T - y^-\); which contradicts the fact that \(y^-\) is a not critical vertex. Accordingly, \(n\) is odd, \(|\mathcal{L}(T)| = |S(T)| = \frac{n-1}{2}\).
and $V(T) = L(T) \cup S(T) \cup \{z\}$. We can assume that $L(T) = \{x_1, \ldots, x_{\frac{n-1}{2}}\}$ and $S(T) = \{x_1^+, \ldots, x_{\frac{n-1}{2}}^+\}$.

Since $T[S(T) \cup \{z\}]$ is a tree, there exists a vertex $x_i^+ \in S(T)$ where $1 \leq i \leq \frac{n-1}{2}$ with $d_{T[S(T)]}(x_i^+) = 1$ and so $d_T(x_i^+) = 2$. By Theorem 1.1, $\text{dist}(x_i, x_j) \geq 4$ for each $j \neq i \in \{1, \ldots, \frac{n-1}{2}\}$. Hence, $T$ is isomorphic to $A_n$ where $n \geq 5$.

As a consequence of Theorem 1.1, we have the following result.

**Proposition 2.6** Up to isomorphisms, the $(-2)$-critical trees with $n \geq 5$ vertices are the trees $P_n$, $P_{k,t}$ where $k \geq 4$, $t \geq 1$ and $n = k + 2t$, and $P_{m,n_1,n_2}$ where $m \geq 4$, $n_1, n_2 \geq 1$ and $n = m + 2(n_1 + n_2)$.

**Proof:** By Theorem 1.1, $P_n$, $P_{k,t}$ where $k \geq 4$, $t \geq 1$, and $P_{m,n_1,n_2}$ where $m \geq 4$, $n_1, n_2 \geq 1$ are $(-2)$-critical trees and $\sigma(P_n) = \{1, n\}$, $\sigma(P_{k,t}) = \{2t + 1, 2t + k\}$, and $\sigma(P_{m,n_1,n_2}) = \{2s_2 + 1, 2s_2 + m\}$. Now, assume that $T$ is a $(-2)$-critical tree with $n \geq 5$ vertices such that $\sigma(T) = \{x_1, x_2\}$. By Theorem 1.1, $x_1, x_2 \in L(T)$. As $T$ is a prime tree, then the $(x_1, x_2)$-path is isomorphic to $P_6$ where $k \geq 4$. If $|L(T)| = 2$, then $T$ is isomorphic to $P_n$ and $n = k$. Assume that $|L(T)| \geq 3$, then by Theorem 1.1 for each $x \in L(T) \setminus \{x_1, x_2\}$, there is a unique $i \in \{1, 2\}$ such that $\text{dist}(x, x_i) = 3$ and $d(x_i^+) = 2$. Hence, $T$ is isomorphic to $P_{k,t}$ where $k \geq 4, t \geq 1$ and $n = k + 2t$ or $T$ is isomorphic to $P_{k,n_1,n_2}$ where $k \geq 4, n_1, n_2 \geq 1$ and $n = k + 2(n_1 + n_2)$.

**Theorem 2.7** The number of nonisomorphic $(-2)$-critical trees with $n$ vertices equals:

- $\frac{n^2}{4} - 1$ if $n \equiv 0 \pmod{4}$,
- $\frac{n^2}{4}$ if $n \equiv 1 \pmod{4}$,
- $\frac{n^2}{4} \left(\left\lfloor \frac{n}{4}\right\rfloor + 1\right) - 1$ if $n \equiv 2 \pmod{4}$,
- $\frac{n^2}{4} \left(\left\lfloor \frac{n}{4}\right\rfloor + 1\right)$ otherwise.

**Proof:** At the beginning, it is not difficult to verify that there are no two isomorphic different trees in the union

$\{P_{m,n} : m \geq 5\} \cup \{P_{k,t} : k \geq 5, t \geq 1\} \cup \{P_{m,n_1,n_2} : m \geq 4, n_1 \geq 1$ and $n_2 \geq 1\}$.

By Proposition 2.6, $P_6$ is the unique $(-2)$-critical tree with five vertex and $P_0$ is the unique $(-2)$-critical tree with six vertices, then the result holds.

Now, assume that $n \geq 7$. By Proposition 2, the nonisomorphic $(-2)$-critical trees with $n$ vertices are $P_n$, the family of $P_{k,t}$ where $t \geq 1, k \geq 5$, and $n = 2t + k$, or the family of $P_{m,n_1,n_2}$ where $1 \leq n_1 \leq n_2$, $m \geq 4$, and $n = 2(n_1 + n_2) + m$. Therefore, it suffices to determine the number of the family of $P_{k,t}$ and the number of the family of $P_{m,n_1,n_2}$.

Let $S_m = \{(n_1, n_2) \in \mathbb{N} \times \mathbb{N} : 1 \leq n_1 \leq n_2, n_1 + n_2 = \frac{n-4}{2}\}$ where $4 \leq m \leq n-4$ and let $C_s = \{k \in \mathbb{N} : 5 \leq k$ and $k = n - 2t\}$ where $1 \leq t \leq \frac{n-5}{2}$. Since $n - m = 2(n_1 + n_2)$, it clear that $n$ and $m$ are of the same parity. Hence, we distinguish two cases.

**Case 1:** If $n = 2p$ where $4 \leq p$ and $m = 2q$ where $2 \leq q \leq p - 2$.

Consider $S = \bigcup_{q=2}^{p-2} S_{2q}$ and $C = \bigcup_{t=1}^{p-3} C_t$. First, clearly that the number of the family of $P_{k,t}$ is the cardinality of the set $C$. Moreover, it is clear that $|C_t| = 1$ where $1 \leq t \leq p - 3$. Hence, $|C| = \sum_{t=1}^{p-3} |C_t| = p - 3$. Second, obviously the number of the family of $P_{m,n_1,n_2}$ is the cardinality of the set $S$. Furthermore, we have $|S| = \sum_{q=2}^{p-2} |S_{2q}|$. It is easy to see that for each $2 \leq q \leq p - 2, |S_{2q}| = P_2^*(\frac{n-2q}{2})$, where $P_2^*(j)$ is the number of partitions of $j$ to $i$ parts. \[ \text{Recall that for} \]
an integer \( k \geq 3 \), \( P_2(k) = \left\lfloor \frac{k}{2} \right\rfloor \) where \( \lfloor x \rfloor \) is the greatest integer \( \leq x \) [3]. We have then

\[
|S| = \sum_{q=2}^{p-2} P_2\left( \frac{n-2q}{2} \right)
= \sum_{q=2}^{p-2} \left\lfloor \frac{n-2q}{4} \right\rfloor \\
= \sum_{q=2}^{p-2} \left\lfloor \frac{n-2q}{2} \right\rfloor \\
= \sum_{i=0}^{p-2} \left\lfloor \frac{i}{2} \right\rfloor.
\]

\[
= \begin{cases} 
(k-1)^2 & \text{if } p = 2k, \\
(k-1)k & \text{if } p = 2k + 1.
\end{cases}
\]

**Case 2:** If \( n = 2p + 1 \) where \( 4 \leq p \) and \( m = 2q + 1 \) where \( 2 \leq q \leq p - 2 \). Let \( S = \bigcup_{q=2}^{p-2} S_{2q+1} \) and \( C = \bigcup_{t=1}^{p-2} C_t \).

Clearly, the number of the family of \( P_{k,t} \) is the cardinality of the set \( C \). Hence, \( |C| = \sum_{t=1}^{p-2} |C_t| = p - 2 \). In addition, the number of the family of \( P_{m,n_1,n_2} \) is the cardinality of the set \( S \). We have \( |S| = \sum_{q=2}^{p-2} |S_{2q+1}| \).

Since for each \( 2 \leq q \leq p - 2 \), \( |S_{2q+1}| = P_2\left( \frac{(n-1)-2q}{2} \right) \). In the same manner of case 1, if \( p = 2k \) where \( k \geq 2 \), then \( |S| = (k-1)^2 \). Otherwise, \( |S| = (k-1)k \).

Consequently, the number of nonisomorphic \((-2)\)-critical trees with \( n \) vertices equals:

\[
\begin{align*}
|S| &= \begin{cases} 
\left\lfloor \frac{n}{4} \right\rfloor^2 - 1 & \text{if } n \equiv 0 \pmod{4}, \\
\left\lfloor \frac{n}{4} \right\rfloor^2 & \text{if } n \equiv 1 \pmod{4}, \\
\left\lfloor \frac{n}{4} \right\rfloor \left( \left\lfloor \frac{n}{4} \right\rfloor + 1 \right) + 1 & \text{if } n \equiv 2 \pmod{4}, \\
\left\lfloor \frac{n}{4} \right\rfloor \left( \left\lfloor \frac{n}{4} \right\rfloor + 1 \right) & \text{if } n \equiv 3 \pmod{4}.
\end{cases}
\end{align*}
\]

\( \square \)

3 Proof of Theorem 1.2:

We have two major objectives all along this section. First, to characterize the \( k \)-minimal trees. Second, to determine the number of nonisomorphic \( k \)-minimal trees with \( n \) vertices where \( k \in \{1, 2, 3\} \).

**Proof of Theorem 1.2.** Let \( T = (V, E) \) be a tree with \( n \geq 5 \) vertices and let \( \{x_1, \ldots, x_k\} \) be a vertex subset of \( G \) where \( k \) is a strictly positive integer. Assume that \( T \) is minimal for \( \{x_1, \ldots, x_k\} \). Since \( T \) is prime, it satisfies the first condition of Theorem 1.2. Suppose to the contrary that there is \( y \in \mathcal{L}(T) \) such that \( \{y, y^+\} \cap \{x_1, \ldots, x_k\} = \emptyset \). Since \( T - y \) is a decomposable tree, by Lemma 2.4, there is \( x \in \mathcal{L}(T) \) such that \( \{x, y^+\} \) is a module of \( T - y \). Thus \( d(y^+) = 2 \) and \( d(x,y) = 3 \). If \( x \notin \{x_1, \ldots, x_k\} \), then \( T - x \) is a decomposable tree. By using again Lemma 2.4, \( d(x^+) = 2 \) and so \( T \) is isomorphic to \( P_3 \); which contradicts the fact \( n \geq 5 \).

Moreover, assume that \( x \in \{x_1, \ldots, x_k\} \) and \( d(x^+) \geq 3 \), then \( \mathcal{L}(T) \setminus \{y\} = \mathcal{L}(T - \{y, y^+\}) \). By Lemma 2.1, \( T - \{y, y^+\} \) is a prime tree containing \( \{x_1, \ldots, x_k\} \); which contradicts the fact \( T \) is minimal for \( \{x_1, \ldots, x_k\} \). Hence, for each \( x \in \mathcal{L}(T), \{x, x^+\} \cap \{x_1, \ldots, x_k\} \neq \emptyset \) and \( T \) satisfies the second condition of Theorem 1.2.
Now, assume that there is $x_i \in S(T)$ and $x_i^+ \notin \{x_1, \ldots, x_k\}$ where $1 \leq i \leq k$. To the contrary, suppose that $d(x_i) \geq 3$, then $L(T) \setminus \{x_i^+\} = L(T - x_i^-)$. By Lemma 2.1, $T - x_i^-$ is a prime tree containing $\{x_1, \ldots, x_k\}$; which is impossible. Hence $d(x_i) = 2$. To the contrary, suppose that for each $j \neq i \in \{1, \ldots, k\}$ such that $x_j \in L(T)$, $d(x_i, x_j) \geq 3$. Since $T - x_i^- \subseteq T^+$ is a decomposable tree, then by Lemma 2.4 there is $y \in L(T)$ such that $d(x_i, y) = 2$ and hence $y \notin \{x_1, \ldots, x_k\}$.

By Condition 2, $y^+ \in \{x_1, \ldots, x_k\}$ and so $d(y^+) = 2$. Thus $T$ is isomorphic to $P_4$; which is impossible. Therefore, $T$ satisfies the thirdly condition.

Conversely, let $T = (V, E)$ be a tree with $n \geq 5$ vertices. Since for each $x \neq y \in L(T)$, $d(x, y) \geq 3$, $T$ is a prime tree. Let $X$ be a subset of $V$ such that $\{x_1, \ldots, x_k\} \subseteq X$ and $T[X]$ is prime. Consider $x \in L(T)$. If $x \in \{x_1, \ldots, x_k\}$, then $x \in X$.

Now, assume that $x \notin \{x_1, \ldots, x_k\}$. To the contrary, suppose that $x \notin X$. By assertion (2) of Theorem 1.2, $x^+ \in \{x_1, \ldots, x_k\}$. Since $T$ satisfies the assertion (3) of Theorem 1.2, then $d(x^+) = 2$ and there is $i \in \{1, \ldots, k\}$ such that $x_i \in L(T)$ and $d(x_i, x^*) = 2$. Thus $\{x^+, x_i\}$ is a module of $T[X]$; which is impossible. Hence, $x \in X$. We conclude that $L(T) \subseteq X$. Since $T[X]$ is a prime, its connected. Therefore, $T[X]$ is a tree containing $L(T)$, then $X = V$. Hence, $T$ is minimal for $\{x_1, \ldots, x_k\}$.

The following corollary is an immediate consequence of Theorem 1.2.

**Corollary 3.1** For any distinct vertices $x_1, x_2, \ldots, x_k$ in a prime tree $H$, there is an induced subtree $T$ of $H$ that contains $\{x_1, x_2, \ldots, x_k\}$, and satisfied the assertions of Theorem 1.2.

Our second result is to determine the number of nonisomorphic $k$-minimal trees with $n$ vertices where $k \in \{1, 2, 3\}$. According to the characterization of 1-minimal and 2-minimal graphs, $P_4$ is the a unique 1-minimal tree and $P_k$, where $k \geq 4$, is the a unique 2-minimal tree [14].

To state the number of nonisomorphic 3-minimal trees with $n$ vertices, we introduce the following tree.

- For positive integers $k, m, n$ with $k \leq m \leq n$, let $S_{k, m, n}$ be the $(k + m + n + 1)$-vertex tree with the union of the paths of lengths $k, m$, and $n$ having common endpoint $r$.

![Figure 5: $S_{k, m, n}$](image)

As an immediate consequence of Theorem 1.2, we have the following result which is already obtained by M. Alzohairi and Y. Boudabbous in [2].

**Corollary 3.2** Let $x, y,$ and $z$ be distinct vertices in a tree $T$. The tree $T$ is minimal for $\{x, y, z\}$ if and only if $T$ and $\{x, y, z\}$ have one of the following forms:

1. $T \simeq P_4$.
2. $T \simeq P_k$ with $k \geq 5$ such that $\{x, y, z\}$ contains the leaves.
3. $T \simeq S_{k, m, n}$ with $m \geq 2$ such that $x, y,$ and $z$ are the leaves.
4. $T \simeq S_{1, 2, n}$ such that $\{x, y, z\} = \{a_1, b_1, c_n\}$.  
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5. \( T \simeq S_{1,2,2} \) such that \( \{x, y, z\} = \{a_1, b_1, c_1\} \).

**Proposition 3.3** the number of nonisomorphic 3-minimal trees with \( n \) vertices equals:

- \( 1 \) if \( n \in \{4, 5\} \).
- \( 2 \) if \( n = 6 \).
- \( \left\lfloor \frac{(n-1)^2}{12} \right\rfloor - \left\lfloor \frac{n-4}{2} \right\rfloor + \left\lfloor \frac{n-2}{2} \right\rfloor - 1 \) if \( n \geq 7 \), where \( \lfloor x \rfloor \) is the nearest integer to \( x \).

**Proof:** At the beginning, it is not difficult to verify that there are no two isomorphic different graphs in the union \( \{P_k : k \geq 4\} \cup \{S_{k,m,n} : m = 2\} \).

By Corollary 3.2, \( P_3 \) is the unique 3-minimal tree with four vertices and \( P_5 \) is the unique 3-minimal tree with five vertices. In addition, the only 3-minimal tree with six vertices are \( P_6 \) and \( S_{1,2,2} \). Therefore, the result holds for \( n \in \{4, 5, 6\} \).

Now, assume that \( n \geq 7 \). By Corollary 3.2, the non isomorphic 3-minimal \( n \)-vertex tree are \( P_n \) and the family of \( S_{k,m,t} \), where \( k \leq m \leq t, m \geq 2 \), and \( k + m + t + 1 = n \). Therefore, it suffices to prove that the cardinality of the set \( S = \{(k, m, t) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N} : 1 \leq k \leq m \leq t, m \geq 2, k + m + t = n - 1\} \) equals

\[
\left\lfloor \frac{(n-1)^2}{12} \right\rfloor - \left\lfloor \frac{n-4}{2} \right\rfloor + \left\lfloor \frac{n-2}{2} \right\rfloor - 2.
\]

Let \( S_2 = \{(k, m, t) \in S : k \geq 2\} \). It is easy to see that \( |S - S_2| = P_2(n-2) - 1 \). Notice that \( |S_2| = |\{(p, q, r) \in \mathbb{N} \times \mathbb{N} \times \mathbb{N} : 1 \leq p \leq q \leq r, p + q + r = n - 4\}| = P_3(n-4) \). Moreover, by [3], the number of partitions of \( k \) to with most 3 parts is equal to \( \left\lfloor \frac{(k+3)^2}{12} \right\rfloor \). It follows that: \( P_3(k) = \left\lfloor \frac{(k+3)^2}{12} \right\rfloor - \left\lfloor \frac{k}{2} \right\rfloor - 1 \) [3]. Hence,

\[
|S_2| = \left\lfloor \frac{(n-1)^2}{12} \right\rfloor - \left\lfloor \frac{n-4}{2} \right\rfloor - 1
\]

and

\[
|S - S_2| = \left\lfloor \frac{n-2}{2} \right\rfloor - 1.
\]

Therefore,

\[
|S| = \left\lfloor \frac{(n-1)^2}{12} \right\rfloor - \left\lfloor \frac{n-4}{2} \right\rfloor + \left\lfloor \frac{n-2}{2} \right\rfloor - 2.
\]

\[
\square
\]

### 4 Conclusion

The problems of finding the \((-k)\)-critical graphs and the \(k\)-minimal graphs seem to be challenging where \( k \) is an integer \((k \geq 2)\). At least, we solve these problems in the particular case of trees. Also, we determine the number of nonisomorphic \((-k)\)-critical trees with \( n \geq 5 \) vertices where \( k \in \{1, 2, \left\lfloor \frac{n}{2} \right\rfloor\} \). In addition, we count the number of nonisomorphic 3-minimal trees with \( n \) \((n \geq 4)\) vertices.
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ABSTRACT

In a graph \( G := (V(G), E(G)) \), a subset \( M \) of the vertex set \( V(G) \) is a module (or interval, clan) of \( G \) if every vertex outside \( M \) is adjacent to all or none of \( M \). The empty set, the singleton sets, and the full set of vertices are trivial modules. The graph \( G \) is indecomposable (or prime) if all its modules are trivial. If \( G \) is indecomposable, we say that an edge \( e \) of \( G \) is a removable edge if \( G - e \) is indecomposable (here \( G - e := (V(G), E(G) - \{e\}) \)). The graph \( G \) is said to be unstable if it has no removable edges. For a positive integer \( k \), the \( k \)-th power \( G^k \) of a graph \( G \) is the graph obtained from \( G \) by adding an edge between all pairs of vertices of \( G \) with distance at most \( k \). A graph \( G \) of order \( n \) (i.e \( |V(G)| = n \)) is said to be \( p \)-placeable into \( G^k \), if \( G^k \) contains \( p \) edge-disjoint copies of \( G \). In this paper, we answer a question, suggested by Y. Boudabbous in a personal communication, concerning unstable graphs and packing into their fifth power as follows: First, we give a characterisation of the unstable graphs which is deduced from the results given by A. Ehrenfeucht, T. Harju and G. Rozenberg (The theory of 2-structures: a framework for decomposition and transformation of graphs). Second, we prove that every unstable graph \( G \) is \( 2-placeable \) into \( G^5 \).

Keywords: Indecomposable · Unstable · Packing · Graph power ·

1 Introduction

1.1 Graph theoretical definitions

All graphs considered in this paper are finite, undirected, without loops or multiple edges. For a graph \( G \), we will use \( V(G) \) and \( E(G) \), to denote its vertex and edge sets respectively. For a positive integers \( n, m \), we say that a graph \( G \) is of order \( n \) and size \( m \), if \( |V(G)| = n \) and \( |E(G)| = m \). In this case, the graph \( G \) is called an \((n, m)\)-graph. Given a graph \( G \) and \( X \subseteq V \), the subgraph of \( G \) induced by \( X \) is denoted by \( G[X] \). A graph \( G \) is called a discrete graph if \( E(G) = \emptyset \). A graph \( G \) is called a path, denoted by \( P_n \), if it is of the form: \( V(P_n) = \{v_1, v_2, \ldots, v_n\}, E(P_n) = \{v_1v_2, v_2v_3, \ldots, v_{n-1}v_n\} \). A graph \( G \) is called a cycle, denoted by \( C_n \), if it is of the form: \( V(C_n) = \{v_1, v_2, \ldots, v_n\}, E(C_n) = \{v_1v_2, v_2v_3, \ldots, v_{n-1}v_n, v_nv_1\} \). A subset \( X \) of vertices of \( V \) is said to be \( k \)-subset if \( |X| = k \). For an edge \( e \in E \), we denote by \( G - e \) the graph \((V(G), E(G) - e)\). Let \( x \) be a vertex of \( V \). Then \( N_G(x) = \{y \in V \mid xy \in E\} \). The graph \( G \) is connected if there exists a path between any two
distinct vertices of $G$. Otherwise, the graph $G$ is disconnected. The distance between two vertices $u, v \in G$, denoted by $\text{dist}(u, v)$, is the minimum number of edges in a path connecting them. The diameter of $G$ is the maximum distance between any two vertices of $G$. For a positive integer $k$, the $k-th$ power $G^k$ of a graph $G$ is the graph obtained from $G$ by adding an edge between all pairs of vertices of $G$ with distance at most $k$.

### 1.2 Unstable graphs

In a graph $G$, a subset $M$ of the vertex set $V$ is a module (or interval, clan) of $G$ if every vertex outside $M$ is adjacent to all or none of $M$. The empty set, the singleton sets, and the full set of vertices are trivial modules. A graph is indecomposable (or prime) if all its modules are trivial. In the opposite case, we will say that $G$ is decomposable.

Let $G$ be an indecomposable graph. We say that $e \in E$ is removable edge if $G - e$ is indecomposable. The graph $G$ is said to be unstable if it has no removable edges. Hence $G$ is unstable if the removal of any edge $e \in E$ creates a nontrivial module in $G - e$.

Unstable graphs were introduced by Sumner (1973).

### 1.3 Graph packing problem

Let $G$ be a graph of order $n$. Consider a permutation $\sigma: V(G) \rightarrow V(K_n)$, the map $\sigma^*: E(G) \rightarrow E(K_n)$ such that $\sigma^*(xy) = \sigma(x)\sigma(y)$ is the map induced by $\sigma$. Let $G_1, \ldots, G_k$ be $k$ graphs of order $n$. We say that there is a packing of $G_1, \ldots, G_k$ (into the complete graph $K_n$) if there exist permutations $\sigma_i: V(G_i) \rightarrow V(K_n)$, where $i = 1, \ldots, k$, such that $\sigma_i^*(E(G_i)) \cap \sigma_j^*(E(G_j)) = \emptyset$ for $i \neq j$, and here the map $\sigma_i^*: E(G_i) \rightarrow E(K_n)$ is the one induced by $\sigma_i$. A packing of $k$ copies of the same graph $G$ will be called a $k$-packing (or a $k$-placement) of $G$. In particular, a 2-placing of a graph $G$ is a permutation $\sigma$ on $V(G)$ such that if an edge $vu$ belong to $E(G)$, then $\sigma(v)\sigma(u)$ does not belong to $E(G)$.

Graph packing is well known field of graph theory that has been considerably investigated in the literature. The reader can find a good survey on packing of graphs in [1] and [2]. In particular, the question of the existence of 2-packing of a given graph has received a great attention. In [3], a full characterization of all the 2-packable $(n, n-1)$-graphs is given. Note that stars are the only connected $(n, n-1)$-graphs that are not 2-packable. A similar result about 2-packable $(n, n)$-graphs can be found in [4]. Other papers about packing of different trees into $K_n$ can be found in [5] and [6].

An example of such a result is the following theorem contained a lemma in [7].

**Theorem 1.1** Let $T$ be a non-star tree of order $n$ with $n > 3$. Then there exists a 2-placement $\sigma$ of $T$ such that for every $x \in V(T)$, $\text{dist}_T(x, \sigma(x)) \leq 3$.

This theorem immediately implies the following:

**Corollary 1.2** Let $T$ be a non-star tree of order $n$ with $n > 3$. Then there exists an embedding $\sigma$ of $T$ such that $\sigma(T) \subseteq T^2$.

In [6], Kheddouci et al. considered the problem of the 2-placement of a tree $T$ into $T^p$ such that $p$ is as small as possible. They proved the following result.

**Theorem 1.3** Let $T$ be a non-star tree of order $n$, with $n > 3$. Then there exists a 2-placement $\sigma$ of $T$ such that $\sigma(T) \subset T^4$.

And in [8], Kaneko et al. proved that:

**Theorem 1.4** Let $T$ be a non-star tree of order $n$, with $n > 3$. Then there exists a 2-placement $\sigma$ of $T$ such that $\sigma(T) \subset T^3$.

The main result of this paper is:

**Theorem 1.5** Let $G$ be an unstable graph. Then there exists a 2-placement $\sigma$ of $G$ such that $\sigma(G) \subset G^5$.

Our paper is organised as follows: First, we give a characterisation of the unstable graph which is deduced from the results given by A. Ehrenfeucht, T. Harju and G. Rozenberg in [9]. Second, we prove Theorem 1.5.
2 Characterisation of the unstable graphs

We shall need some additional definitions and notations in order to formulate the results of this section.

Given a connected graph $G$. A vertex $x$ of degree one, $d_G(x) = 1$, is called a leaf of $G$. The set of leaves of $G$ is denoted by

$$
Leaf(G) = \{x \in V; x \text{ is a leaf}\}.
$$

If $x$ is a leaf, then the unique edge $e$ incident with $x$ is called pendant edge. An edge $e$ is a bridge if $G - e$ is disconnected graph, otherwise, $e$ is a non-bridge. A bridge is said to be proper if it is not a pendant edge. A vertex $x$ is an island if it is incident with bridges only.

We denote by:

$$
Nob(G) = \{e \in E; e \text{ is not a bridge}\}
$$

$$
Isl(G) = \{x \in V; x \text{ is an island}\}
$$

For $X \subseteq V$, $N_G(X) = \bigcup_{x \in X} N_G(x) \setminus X$

Let $G$ be an indecomposable graph. We say that $x \in V(G)$ is an inside vertex, if there exists a non-bridge $e = xy \in Nob(G)$ such that $x \in X$ for a nontrivial module $X$ of $G - e$. On the other hand, if there exists a non-bridge $e = xy \in Nob(G)$ such that $x \notin X$ for a nontrivial module $X$ of $G$, then $x$ is called an outside vertex. We denote by

$$
Out(G) = \{x \in V; x \text{ is an outside vertex}\} \text{ and } Ins(G) = \{x \in V; x \text{ is an inside vertex}\}
$$

the set of outside and inside vertices of $G$.

The following results are given in [9]

**Lemma 2.1** Let $G$ be an indecomposable graph. Then no inside vertex is incident with a bridge.

A graph $G$ is triangle-free if for each $3$-subset $X = \{x_1, x_2, x_3\}$ of $V(G)$ there exists an edge $x_i x_j \notin E(G)$.

**Lemma 2.2** Let $G$ be a connected and triangle-free graph, and let $X$ be a nontrivial module of $G$. If a vertex $x \in X$ is incident with a bridge $e = xy$, then $x$ is a leaf, and $X \subseteq Leaf(G)$.

**Theorem 2.3** An unstable graph is triangle-free.

**Corollary 2.4** Let $G$ be an unstable graph. Then inside and outside vertices, and the islands forms a partition of $V(G)$:

$$
V = Out(G) \cup Ins(G) \cup Isl(G);
$$

$$
Out(G) \cap Ins(G) = Out(G) \cap Isl(G) = Ins(G) \cap Isl(G) = \emptyset.
$$

**Lemma 2.5** Let $G$ be an unstable graph, and $e \in Nob(G)$. Then $G - e$ has a unique module of two vertices and this module is discrete.

**Theorem 2.6** Let $G$ be an unstable graph. Then every inside vertex of $G$ is adjacent to outside vertices only.

**Theorem 2.7** Let $G$ be an unstable graph and $e \in Nob(G)$. Let $M_e$ be a non trivial module of $G - e$. Then $M_e \subseteq Ins(G) \cup Leaf(G)$.

**Corollary 2.8** Let $G$ be an unstable graph. Each outside vertex is adjacent to a leaf.

Let us call a subgraph $H$ a pendant component of a graph $G$ if $H$ is a connected component of a graph $G'$, which is obtained by removing from $G$ all its proper bridges. If $G$ is its pendant component, then it is called a pendant graph. In this case, $G$ has no proper bridges.

**Lemma 2.9** For a pendant component $H$ of a connected graph $G$,}
1. $H$ has no proper bridge;
2. for an edge $e \in E(H)$, $e$ is a pendant edge of $H$ if and only if $e$ is a pendant edge of $G$;
3. either $H$ is a star or $H$ contains a cycle;
4. $\text{Leaf}(H) \subseteq \text{Leaf}(G)$.

**Definition 1** We call a $B_{1O}$-graph a bipartite indecomposable graph $G$ of order $n \geq 5$, with a bipartition $\{I, O\}$ such that for all $y \in I$ and for all $k$ - subset $X_k$ of $N_G(y)$, $1 \leq k \leq d_G(y) - 1$, there exists a vertex $v_k \in I \setminus \{y\}$ such that $N_G(v_k) = X_k$.

**Lemma 2.10** Let $G$ be a $B_{1O}$-graph. Then $G$ is unstable.

**Proof.** Let $G$ be a $B_{1O}$-graph and let $e = xy$ be an edge of $E(G)$. Note that if a graph $G$ is indecomposable then $G$ is connected since every nontrivial connected component is a nontrivial module of $G$. It follows that $G - e$ is decomposable when $e$ is a bridge. Now, assume that $e = xy \in \text{Non}(G)$ is a non-bridge of $G$ such that $x \in O$ and $y \in I$. We denote $d_G(y) = n$. Clearly, $y$ is not a leaf of $G$ and then $n \geq 2$. Let $N_G(y) = \{x_1, x_2, \ldots, x_n\}$ be the neighbors of $y$ in $G$. By Definition 1, there exists a vertex $v \in I$ such that $N_G(v) = \{x_2, \ldots, x_n\}$. Hence, $\{y, v\}$ is a nontrivial module of $G - e$. It follows that $G$ is unstable. \hfill $\square$

**Lemma 2.11** Let $G$ be a $B_{1O}$-graph and $e = xy \in E(G)$ be a no proper bridge, such that $x \in O$ and $y \in I$. Then, $x \in \text{Out}(G)$ and either $y \in \text{Leaf}(G)$ or $y \in \text{Ins}(G)$.

**Proof.** By Corollary 2.4, $x, y \in \text{Ins}(G) \cup \text{Out}(G) \cup \text{IsI}(G)$. Since $e = xy$ is a no proper bridge, then $x, y \in \text{Ins}(G) \cup \text{Out}(G) \cup \text{Leaf}(G)$. Suppose, now, that $x \in \text{Leaf}(G)$. It follows that $y$ is the unique neighbor of $x$ in $G$. Since $G$ is connected (Indecomposable), then there exists a vertex $z \neq x \in O$ such that $z \in N_G(y)$. By Definition 1, there exists a vertex $v \neq y \in I$ such that $v \in N_G(x)$, which contradict the fact that $x$ is a leaf. It follows that $x \in \text{Ins}(G) \cup \text{Out}(G)$. On the other hand, let $M_{xy}$ be the nontrivial module of $G - xy$. By Definition 1 and Lemma 2.5, there exists a vertex $v \in I$ such that $M_{xy} = \{y, v\}$. By Theorem 2.7, $y \in \text{Ins}(G) \cup \text{Leaf}(G)$ and $x \in \text{Out}(G)$. \hfill $\square$

**Lemma 2.12** Let $G$ be a pendant graph. If $G$ is unstable, then $G$ is a $B_{1O}$-graph.

**Proof.** Let $G$ be a pendant graph, then $G$ has no proper bridges. First, we prove that $G$ is a bipartite graph. By Theorem 2.6, each cycle of $G$ is of even length, and this is equivalent to say that $G$ is bipartite. Second, let $\{I, O\}$ be the bipartition of $G$ and $y \in I$, with $d_G(y) = n$. To conclude, we proceed by induction on the degree of $y$ to prove that for all $k$ - subset $X_k$ of $N_G(y)$, $1 \leq k \leq n - 1$, there exists a vertex $v_k \in I \setminus \{y\}$ such that $N_G(v_k) = X_k$. If $n = 1$, no thing to prove. Assume that $n \geq 2$ and for all $1 \leq i \leq n - 1$ there exists a subset of vertices $X_i \subseteq N_G(y)$ and a vertices $v_i \in I$ such that $N_G(v_i) = X_i$. Now, consider $e = xy \in E(G)$ and assume that $d_G(y) = n + 1$. Since $G$ is unstable and $e \in \text{Non}(G)$, then by Lemma 2.5, there exists a vertex $v \in I$ such that $M_{e} = \{y, v\}$ is the unique nontrivial module of $G - e$. Hence $d_{G - e}(y) = n$, then $d_{G - e}(v) = n$. By hypothesis, for all $1 \leq i \leq n - 1$ there exists a subset of vertices $X_i \subseteq N_G(v)$ and a vertices $v_i \in I$ such that $N_G(v_i) = X_i$. Then, for all $1 \leq i \leq n$ there exists a subset of vertices $X_i \subseteq N_G(y)$ and a vertices $v_i \in I$ such that $N_G(v_i) = X_i$. Consequently, $G$ is a $B_{1O}$-graph. \hfill $\square$

**Theorem 2.13** Let $G$ be an indecomposable graph. Then $G$ is unstable if and only if each pendant component of $G$ with at least two vertices is either a $B_{1O}$-graph or an edge.

![Fig. 1: A $B_{1O}$-graph with 10 vertices.](image-url)
Proof. Let \( G \) be an indecomposable graph. Assume that each pendant component \( H_i, i \geq 1 \), of \( G \) is either a \( B_{10} - graph \) or an edge. We prove that \( G \) is an unstable graph.

Let \( e \in E(G) \). If \( e \notin E(H_i), i \geq 1 \), then \( e \) is a proper bridge. Therefore, \( G - e \) is disconnected, and thus, \( G - e \) is decomposable. Otherwise, there exists \( i \geq 1 \) such that \( e \in E(H_i) \). First, assume that \( H_i \) is an edge \( \{e\} \). We will show that \( e \) is a pendant edge of \( G \). Since \( e \) is not a proper bridge of \( G \) (by definition of the pendant components), then either \( e \) is a pendant edge of \( G \) or \( e \in \text{nob}(G) \). To the contrary, suppose that \( e \in \text{nob}(G) \). It follows that \( e \) is contained in a cycle \( C \) of \( G \). Consider \( e' \) an adjacent edge to \( e \) in \( C \). Clearly, \( e' \) is a non-bridge of \( G \) (since \( e' \in C \)) which contradicts the fact that \( e' \notin E(H_i) \). Consequently, \( e \) is a pendant edge of \( G \) and hence \( G - e \) is disconnected which implies that \( G - e \) is decomposable. Second, assume that \( H_i \) is a \( B_{10} - graph \). In this case, by Lemma 2.10, \( H_i \) is unstable. Let \( M_e \) be the nontrivial module of \( H_i - e \). By Theorem 2.7, \( M_e \subset \text{Ins}(H_i) \cup \text{Leaf}(H_i) \). Recall that, by Lemma 2.1, no inside vertex is incident with a bridge. Moreover, by Lemma 2.9, \( \text{Leaf}(H_i) \subset \text{Leaf}(G) \). Consequently, \( M_e \) is a nontrivial module of \( G - e \), and hence \( G \) is unstable.

Conversely, consider an unstable graph \( G \). If \( G \) is a pendant graph, then the result is obtained by Lemma 2.12. Hence we may assume that \( G \) has at least two pendant components. Let \( H_i \) be a pendant component of \( G \). First, assume that \( |V(H_i)| \leq 4 \). Since \( H_i \) has no proper bridges and \( G \) is triangle free by Theorem 2.3, then either \( H_i \cong C_4 \) or \( H_i \cong S_p \), with \( 2 \leq p \leq 4 \). Suppose that \( H_i \cong C_4 \) and let \( V(H_i) = \{x_1, x_2, x_3, x_4\} \) and \( E(H_i) = \{x_1x_2, x_2x_3, x_3x_4, x_4x_1\} \).

By Corollary 2.4, \( V(H_i) \subset \text{Out}(G) \cup \text{Ins}(G) \). Then, by Theorem 2.6, there exists two vertices, say \( x_1, x_3 \), in \( \text{Ins}(G) \). Since \( \{x_1, x_3\} \) is a module of \( H_i \), then \( \{x_1, x_3\} \) is a nontrivial module of \( G \), by Lemma 2.1. Which contradicts the fact that \( G \) is indecomposable. Hence, we may assume that \( H_i \cong S_p \), with \( 2 \leq p \leq 4 \). By Lemma 2.9, we have \( \text{Leaf}(H_i) \subset \text{Leaf}(G) \), then \( p = 2 \). Otherwise, \( G[\text{Leaf}(H_i)] \) is a nontrivial module of \( G \), which contradicts the fact that \( G \) is indecomposable. Consequently, \( H_i \) is an edge. Second, assume that \( |V(H_i)| \geq 5 \). In this case, we will show that \( H_i \) is a \( B_{10} - graph \). Using Lemma 2.12, it suffices to prove that \( H_i \) is unstable (since \( H_i \) is a pendant component of \( G \)).

In a first step, we shall prove that \( H_i \) is indecomposable. To the contrary, suppose that \( H_i \) has a nontrivial module \( X \). Since \( H_i \) is triangle free and connected, \( G[X] \) is discrete. Moreover, \( X \) is not a module of \( G \) (since \( G \) is indecomposable). Therefore, there exists a proper bridge \( e = xy \) for some \( x \in X \) and \( y \notin V(H_i) \). By Lemma 2.1 and Corollary 2.4, \( x \) is either an island or an outside vertex of \( G \). Clearly, if \( x \in \text{isl}(G) \), then \( x \in \text{isl}(H_i) \), and from Lemma 2.2 we obtain that \( X \subseteq \text{Leaf}(H_i) \). Further more, by Lemma 2.9, we have \( \text{Leaf}(H_i) \subseteq \text{Leaf}(G) \), which contradict the fact that \( e = xy \) is a proper bridge. It ensues that \( x \in \text{Out}(G) \). By Corollary 2.8, \( x \) is adjacent to a leaf \( v \in \text{Leaf}(G) \). Since \( xv \) is not a proper bridge, then \( v \notin \text{Leaf}(H_i) \). By Lemma 2.2, we have \( x \) is a leaf of \( H_i \), which is a contradiction. Consequently, \( H_i \) is indecomposable. In a second step, we will show that \( H_i \) has no removable edge. Consider an edge \( e = xy \) of \( H_i \). By definition of the pendant components, \( e \) is a pendant edge or a non-bridge of \( G \). In the first case, one can obviously observe that \( H_i - e \) is disconnected and then decomposable. In the second case, since \( G \) is unstable, by Lemma 2.5 it follows that \( G - e \) has a unique discrete module of two vertices \( M_e = \{y, z\} \). Now it remains to prove that \( M_e \) is a module of \( H_i - e \). The vertex \( y \in M_e \) is an inside vertex of \( G \), and thus, by Lemma 2.1, it is not incident with a bridge of \( G \). Then \( N_G(y) \subseteq V(H_i) \). Since \( M_e \) is a module of \( G - e \), we have \( N_G(z) = N_G(y) \setminus \{x\} \), and thus \( N_G(M_e) \subseteq V(H_i) \). By Theorem 2.7, \( z \in \text{Ins}(G) \cup \text{Leaf}(G) \), then \( z \in V(H_i) \). Consequently, \( M_e \) is a module of \( H_i - e \) and hence \( H_i \) is unstable. \( \square \)

3 Packing of an unstable graph into it’s fifth power

In order to formulate the results of this section, we shall need some additional definitions and notations.

Consider an unstable graph \( G \). We denote by \( C_1, C_2, \ldots, C_r, r \geq 1 \), the pendant components of \( G \) such that \( |C_i| \geq 5 \).

Given an integer \( j \in \{1, \ldots, r\} \), we define a partition \( P = \{X_1, X_2, \ldots, X_p\} \) on the vertex set of \( \text{Out}(C_j) \), such that:

1. for all \( i \in \{1, \ldots, p\}, |X_i| \in \{2, 3\} \),
2. if \( |X_i| = 2 \) there exists a vertex \( y \in \text{Ins}(C_j) \) such that \( X_i \subseteq N_{C_j}(y) \),
3. if \( |X_i| = 3 \) there exist two vertices \( y, z \in \text{Ins}(G) \) such that \( X_i \subseteq N_{C_j}(y) \cup N_{C_j}(z) \) (See Figure. 2).

Let \( x \in C_j, 1 \leq j \leq r \). We say that \( x \) is a representative vertex of \( G \) if \( x \) is incident with a proper bridge. We denote by

\[ R(G) = \{x \in V(G), x \text{ is a representative vertex}\} \]

Note that \( R(G) \subseteq \text{Out}(G) \).

Let \( V' = R(G) \cup \text{isl}(G) \). The graph \( G' = G[V'] \) is called the representative graph of \( G \).

Remark 1 Let \( G' \) be the representative graph of an unstable graph \( G \).
1. Each connected component of $G'$ is a tree.

2. Let $T_1, T_2, \ldots, T_q$, $q \geq 1$, be the connected components of $G'$. Then for all $i \in \{1, 2, \ldots, r\}$ and $j \in \{1, 2, \ldots, q\}$, $|C_i \cap T_j| \leq 1$.

Lemma 3.1 Let $G$ be a pendant graph of order $n \geq 5$. If $G$ is unstable, then there exists a $2$-placement $\sigma_C$ on $V(G)$ such that $\sigma_C(G) \subseteq G^5$.

Proof. If $G$ is unstable then, by Lemma 2.12, $G$ is a $B_{10}$-graph. Firstly, according to the cardinality of $|X_i| = 2$ or $3$, $i \in \{1, \ldots, p\}$, we will define $\sigma_C$ on $Out(G) \cup Leaf(G)$ as follows. If there exists $i \in \{1, \ldots, p\}$ such that $|X_i| = 2$, say that, for instance, $X_i = \{x_i, y_i\}$ and consider $u_i, v_i \in Leaf(G)$ the respectively neighbors leaves of $x_i, y_i$ in $G$. Then, $\sigma_C$ is defined on $\{x_i, u_i, y_i, v_i\}$ by the cycle $(x_iu_iv_iy_i)$ (see Figure 3 (a)). Now, if there exists $i \in \{1, \ldots, p\}$ such that $|X_i| = 3$, say that, for instance, $X_i = \{x_i, y_i, z_i\}$ and consider $u_i, v_i, w_i \in Leaf(G)$ the respectively neighbors leaves of $x_i, y_i, z_i$ in $G$. In this case, $\sigma_C$ is defined on $\{x_i, u_i, y_i, v_i, z_i, w_i\}$ by the cycle $(x_iu_iy_iv_iw_iz_i)$ (see Figure 3 (b)). Finally, for any vertex $x \in Ins(G)$ we take $\sigma_C(x) = x$.

In order to achieve our target, we will show that $\sigma_C$ is a $2$-placement on $V(G)$ such that $\sigma_C(G) \subseteq G^5$. Given $e = xy \in E(G)$. One can obviously observe that either $e \in Out(G) \times Ins(G)$ or $e \in Out(G) \times Leaf(G)$, since $G$ is a pendant graph. In the first case, $\sigma_C(xy) = \sigma_C(x)y$ with $\sigma_C(x) \in N_G(x) \cap Leaf(G)$. Thus, $\sigma_C(xy) \notin E(G)$ and $dist_G(\sigma_C(x), y) = 2$. In the second case, $\sigma_C(xy) = \sigma_C(x)\sigma_C(y)$ with $\sigma_C(x) \in N_G(x) \cap Leaf(G)$ and $\sigma_C(y) \in X_i \setminus \{x\}$. It ensues that $\sigma_C(x)\sigma_C(y) \notin E(G)$ and $dist_G(\sigma_C(x), \sigma_C(y)) \leq 5$ (see Figure 3).

Remark 2 Given an unstable graph $G$. Consider $C_1, C_2, \ldots, C_r$, $r \geq 1$, the pendant components of $G$ such that $|C_i| \geq 5$. In the remainder of this paper, we denote by $\sigma_{C_i}$ the permutation defined in the previous proof on $V(C_i)$, $1 \leq i \leq r$.

In the Lemmas (3.2, 3.3 and 3.4) below, we will define a $2$-placement of the graph $G$ when it’s representative graph $G'$ is connected.

Lemma 3.2 Given an unstable graph $G$ of order $n \geq 5$, consider $G'$ it’s representative graph. If $G'$ is an edge, then there exists a $2$-placement $\sigma_{S_2}$ on $V(G)$ such that $\sigma_{S_2}(G) \subseteq G^5$.

Proof. Given an unstable graph $G$ of order $n \geq 5$. We consider $G'$ the representative graph of $G$ such that $G'$ is an edge $e = x_1x_2$. First, we will show that $x_1, x_2 \in R(G)$. To the contrary, suppose for instance that $x_2 \notin R(G)$. Clearly, $x_2 \in Leaf(G)$. Let $C_1$ be the pendant component of $G$ such that $x_1 \in C_1$. By Theorem 2.13, $C_1$ is unstable, and then there exists a vertex $v \neq x_2 \in Leaf(G)$ such that $x_1v \in E(G)$. It follows that $\{x_2, v\}$ is a nontrivial module of $G$, which contradicts the fact that $G$ is an indecomposable graph.

Second, we will define a $2$-placement $\sigma_{S_2}$ on $V(G)$ as follows. Consider $C_1, C_2$ the two pendant components of $G$ such that $|C_i| \geq 5$, $i = 1, 2$. By Theorem 2.13, $C_i$ is an unstable graph, $i = 1, 2$. Hence, by Lemma 3.1 there exists a $2$-placement $\sigma_{C_i}$ on $V(C_i)$ such that $\sigma_{C_i}(C_i) \subseteq C_i^5$, $i = 1, 2$. We shall discus the following cases.

Case 1: If $|X| = |Y| = 3$, assume that $X = \{x_1, y_1, z_1\}$ and $Y = \{x_2, y_2, z_2\}$. Let $u_i, v_i, w_i$ be the respective neighbors leaves of $x_i, y_i, z_i$, $i = 1, 2$. We consider the permutation $\sigma_{S_2}$ defined on $V(G)$ by $(x_1u_1x_2u_2)(y_1v_1z_1w_1)$, $i = 1, 2$ and $\sigma_{S_2}(w) = \sigma_{C_i}(w)$, for $w \in V(C_i) \setminus \{x_i, y_i, z_i, u_i, v_i, w_i\}$, $i = 1, 2$. Now, consider $e = xy \in E(C_i)$. If $e \in Out(C_i) \times Ins(C_i)$, then $\sigma_{S_2}(xy) = v_1w_1$, with $xv, xv \in V(G)$ then $dist_G(\sigma_{S_2}(x), \sigma_{S_2}(y)) = 2$. Else, either $e \in Out(C_i) \times Leaf(C_i)$ or $e = x_1x_2$. In the first case, $\sigma_{S_2}(xy) = vu$, with $xv \in E(G)$ and $u \in X_i$ and then
dist$_G$(σ$_S_2$(x), σ$_S_2$(y)) ≤ 5. In the second one, σ$_S_2$ is a permutation on V(G) such that σ$_S_2$(G) ∈ G$^5$.

Case.1: If |X| = |Y| = 2 or |X| ≠ |Y|. In this case we consider the permutation σ$_S_2$ defined on V(G) by σ$_S_2$(x) = σC$_i$(x) for x ∈ V(G). It easily verified that σ$_S_2$(G) ∈ G$^5$ (see Figure 4).

□

**Lemma 3.3** Given an unstable graph G of order n ≥ 5, consider G' it’s representative graph. If G' is a star S$_p$, p ≥ 3, then there exists a 2-placement σ$_S_2$ on V(G) such that σ$_S_2$(G) ∈ G$^5$.

**Proof.** Let V(G') = \{x_1, x_2, ..., x_p\} such that d$_G'(x_p) = p − 1$ (see Figure. 5). To begin, since G is an indecomposable graph, one can obviously observe that \{|x_1, x_2, ..., x_{p-1}| \backslash R(G)| ≤ 1. Let C$_1$, C$_2$, ..., C$_r$ be the pendant components of G such that x$_i$ ∈ C$_i$, 1 ≤ i ≤ r. Let X$_i$ ∈ P(Out(C$_i$)) such that x$_i$ ∈ X$_i$, 1 ≤ i ≤ r. We denote by u$_i$ the neighbor leaf of x$_i$ on C$_i$. Let T = G[V(G') ∪ \{u$_1$\}]. We consider the permutation σ$_T$ defined on V(T) by the cycle (x$_1$u$_1$x$_p$x$_2$ ... x$_ix$_{i+1} ... x$_{p-1}$). 2 ≤ i ≤ p − 2. It easily verified that σ$_T$(T) ⊆ T$^3$.

Now, according to the cardinality of X$_i$, we define a permutation σ$_S_p$ on V(G) as follows:

Case.1: If |X$_i$| = 3, say for instance that X$_i$ = \{x$_i$, y$_i$, z$_i$\}. We denote by u$_i$, v$_i$, w$_i$ the respective neighbors leaves of x$_i$, y$_i$, z$_i$. Our permutation σ$_S_p$ is defined on V(G) by σ$_S_p$(y$_i$) = v$_i$, σ$_S_p$(z$_i$) = w$_i$, σ$_S_p$(v$_i$) = z$_i$, σ$_S_p$(w$_i$) = y$_i$, and for all other vertex x ∈ V(G)

\[
σ_{S_p}(x) = \begin{cases} 
σ_T(x), & \text{if } x \in V(T) \\
σ_{C_i}(x), & \text{if } x \in V(C_i).
\end{cases}
\]

Case.2: If |X$_i$| = 2, say for example that X$_i$ = \{x$_i$, y$_i$\}. We denote by u$_i$, v$_i$ the respective neighbors leaves of x$_i$, y$_i$. Our permutation σ$_S_p$ is defined on V(C$_i$) \ \{x$_i$\} by σ$_S_p$(y$_i$) = x$_p$, σ$_S_p$(u$_1$) = y$_1$, σ$_S_p$(v$_1$) = u$_i$ and σ$_S_p$(u$_i$) = y$_i$ for...
Fig. 4: Illustration of Lemma 3.2. The dots edges are in the second copy of $G$. 

$\sigma_{S_p}(v_i) = v_i$ for $i = 1, \ldots, r$, and for all other vertex $x \in V(G)$

$$\sigma_{S_p}(x) = \begin{cases} 
\sigma_T(x), & \text{if } x \in V(T) \\
\sigma_{C_i}(x), & \text{if } x \in V(C_i). 
\end{cases}$$

It remains to show that $\sigma_{S_p}$ is a 2-placement on $V(G)$ such that $\sigma_{S_p}(G) \subseteq G^5$. Consider an edge $e = xy \in E(G)$. First, if $e \in \text{Out}(C_i) \times \text{Ins}(C_i)$ then $\sigma_{S_p}(xy) = v_y$, such that $v \notin \text{Out}(G)$ and $\text{dist}_G(\sigma_U(x), \sigma_U(y)) \leq 5$. Second, if $e \in \text{Out}(C_i) \times \text{Leaf}(C_i)$. Then, either $\sigma_{S_p}(xy) = vu$, with $xv \in E(G)$ and $u \in X_i$, or $\sigma_{S_p}(e) \in \{x_1 x_{i+1} u_i, x_1 u_{i-1}, x_{p+1} x_1, x_i + 1 y_1\}$. In the two cases $\text{dist}_G(\sigma_{C_i}(x), \sigma_{C_i}(y)) \leq 5$. Finally, if $e \in E(T)$ then $\sigma_{S_p}(e) \in E(T^3) \setminus E(T)$. Hence $\sigma_{S_p}$ is a 2-placement on $V(G)$ such that $\sigma_{S_p}(G) \subseteq G^5$. □

**Remark 3** In the remainder of this paper, we denote by $\sigma_{S_p}$, $p \geq 2$, the permutation defined on $V(G)$ in the previous proofs of Lemmas 3.2 and 3.3.

**Lemma 3.4** Given an unstable graph $G$, consider $G'$ it’s representative graph. If $G'$ is a tree $U$ such that $\text{Diam}(U) \geq 3$, then there exists a 2-placement $\sigma_U$ on $V(G')$ such that $\sigma_U(G) \subseteq G^5$.

**Proof.** Assume that $R(G) = \{x_1, x_2, \ldots, x_p\}$, and let $C_1, C_2, \ldots, C_p$, be the pendant components of $G$ such that $x_i \in C_i, 1 \leq i \leq p$. By Theorem 1.4, there exists a 2-placement of $U$ into $U^3$. In the sequel, such a 2-placement of $U$ will be denoted by $\sigma$. We define our permutation $\sigma_U$ on $V(G')$ as follows: Given a vertex $x \in V(G)$, if $x \notin V(C_i)$ for $1 \leq i \leq p$, then $x \in V(U) \setminus R(G)$. Then, $\sigma_U(x) = \sigma(x)$. Else there exists $i \in \{1, \ldots, p\}$ such that $x \in V(C_i)$. Let $X_i \in \mathcal{P}(\text{Out}(C_i))$ such that $x_i \in X_i$. First, if $\sigma(x_i) = x_i$ it suffices to put $\sigma_U(x) = \sigma_{C_i}(x)$ for $x \in V(C_i)$. Second, if $\sigma(x_i) \neq x_i$, then according to the cardinality of $X_i$, we will distinguish the following cases.

**Case 1:** If $|X_i| = 3$, say, for instance, that $X_i = \{x_i, y_i, z_i\}$. We denote by $u_i, v_i, w_i$ the respective neighbors leaves of $x_i, y_i, z_i$. We consider the permutation $\sigma_U$ defined on $V(C_i)$ by $(y_i u_i z_i)(u_i), \sigma_U(x_i) = \sigma(x_i)$, and $\sigma_U(x) = \sigma_{C_i}(x)$ for $x \in V(C_i) \setminus \{X_i \cup \{u_i, v_i, w_i\}\}$.

**Case 2:** If $|X_i| = 2$, say, for instance, that $X_i = \{x_i, y_i\}$. We denote by $u_i, v_i$ the respective neighbors leaves of $x_i, y_i$. Let $\sigma_U$ be a permutation defined on $V(C_i)$ by $(y_i u_i)(v_i), \sigma_U(x_i) = \sigma(x_i)$, and for all $x \in V(C_i) \setminus \{X_i \cup \{u_i, v_i\}\}$, $\sigma_U(x) = \sigma_{C_i}(x)$.

Now, it remains prove that $\sigma_U$ is a 2-placement on $V(G)$ such that $\sigma_U(G) \subseteq G^5$. Consider $e = xy \in E(G)$. First, assume that $x, y \notin R(G)$. In this case, $\sigma_U(e) \in \{\sigma_{C_i}(e), \sigma(e), v_i z_i, w_i y_i, u_i v_i\}$. It follows that $\sigma_U(e) \notin E(G)$ and $\text{dist}_G(\sigma_U(x), \sigma_U(y)) \leq 5$. Second, assume that $x, y \in R(G)$. In this case, $x \in \text{Out}(C_i)$ and $y \in \text{Out}(C_j)$, 

174
with \( i \neq j \). Thus, \( \sigma_U(e) \in \{ \sigma(xy), \sigma(x)\sigma_C(y), \sigma_C(x)\sigma(y), \sigma_C(x)\sigma_C(y) \} \). Hence, \( \sigma_U(e) \notin E(G) \). Moreover, since \( \text{dist}_G(x, \sigma(x)) \leq 3 \) and \( \text{dist}_G(x, \sigma_C(x)) = 1 \), one can obviously observe that \( \text{dist}_G(\sigma_U(x), \sigma_U(y)) \leq 5 \). Finally, and without loss of generalities, we can assume that \( x \in R(G) \) and \( y \notin R(G) \). In this case, \( \sigma_U(e) \in \{ \sigma_C(e), \sigma(e), \sigma(x)y, \sigma_C(x)\sigma(y), \sigma(x)u_i \} \). It ensues that \( \sigma_U(e) \notin E(G) \). Furthermore, since \( \text{dist}_G(x, \sigma(x)) \leq 3 \) and \( \text{dist}_G(x, \sigma_C(x)) = 1 \), it follows that \( \text{dist}_G(\sigma_U(x), \sigma_U(y)) \leq 5 \). Consequently, \( \sigma_U \) is a 2-placement on \( V(G) \) such that \( \sigma_U(G) \subseteq G^5 \).

Proof of Theorem 1.5.

Given an unstable graph \( G \) of order \( n \geq 4 \), consider \( C_1, C_2, \ldots, C_r, r \geq 1 \), the family of it’s pendant components such that \( |C_i| \geq 5, 1 \leq i \leq r \).

Claim 1 If each pendant component of \( G \) is either a singleton or an edge, then there exists a 2-placement \( \sigma \) such that \( \sigma(G) \subseteq G^3 \).

Indeed: In this case, the graph \( G \) is without cycles. Consequently, \( G \) is a tree. Moreover, since \( G \) is an indecomposable graph, then \( G \) is a non-star tree. By Theorem 1.4, there exists a 2-placement \( \sigma \) such that \( \sigma(G) \subseteq G^3 \).

Claim 2 If \( G \) is a pendant graph, then there exists a 2-placement \( \sigma \) such that \( \sigma(G) \subseteq G^5 \).

Indeed: By Lemma 3.1, there exists a 2-placement \( \sigma \) such that \( \sigma(G) \subseteq G^5 \).

From now on, we shall assume that we can apply neither Claim 1 nor Claim 2 to the graph \( G \). Under this assumption, we will define a 2-placement \( \sigma \) on \( V(G) \) such that \( \sigma(G) \subseteq G^5 \). Let \( C_i, 1 \leq i \leq r \), be a pendant component of \( G \) and \( X_i \in \mathcal{P}(Out(C_i)) \). We shall discuss the followings two cases.

Case.1: If \( |X_i| = 2 \), say for instance that \( X_i = \{ x_i, y_i \} \) and we denote by \( u_i, v_i \) the respective neighbors leaves of \( x_i, y_i \). First, we assume that \( |X_i \cap R(G)| = 0 \). In this case the permutation \( \sigma \) is defined on \( \{ x_i, y_i, u_i, v_i \} \) by \( \sigma(x) = \sigma_{C_i}(x) \). Second, assume that \( |X_i \cap R(G)| = 1 \). Without loss of generality, we can suppose that \( x_i \in R(G) \).

Let \( T \) be a connected component of \( G^p \) such that \( x_i \in V(T) \). In this case it suffices to consider the permutation \( \sigma \) defined on \( \{ x_i, y_i, u_i, v_i \} \) by \( \sigma(x) = \sigma_{S_p}(x), p \geq 2 \). If \( T \simeq S_p \) (i.e \( T \) is isomorphic to \( S_p \)) with \( \sigma_{S_p} \) is that given by Lemma 3.2 and Lemma 3.3 and \( \sigma(x) = \sigma_{U_p}(x) \), if \( \text{Diam}(T) \geq 3 \) with \( \sigma_U \) is that given by Lemma 3.4. Finally, assume that \( |X_i \cap R(G)| = 2 \). Let \( T, T' \) be the connected components of \( G^p \) such that \( x_i \in V(T) \) and \( y_i \in V(T') \).

Subcase.1.1: If \( T \simeq S_p \) and \( T' \simeq S_{p'} \) with \( p, p' \geq 2 \). We define a permutation \( \sigma \) on \( \{ x_i, y_i, u_i, v_i \} \) by \( \sigma(x) = \sigma_{S_p}(x) \) if \( x \in \{ x_i, u_i \} \) and \( \sigma(x) = \sigma_{S_{p'}}(x) \) if \( x \in \{ y_i, v_i \} \), with \( \sigma_{S_p} \) and \( \sigma_{S_{p'}} \) are those given by Lemma 3.2 and Lemma 3.3.
**Subcase.1.2:** If $T \simeq S_p$, $p \geq 2$, and $Diam(T') \geq 3$. By Theorem 1.4, there exists a permutation $\sigma_T$ defined on $V(T')$ such that $\sigma_T(T') \subseteq T^0$. We define a permutation $\sigma$ on $(x_i, y_i, u_i, v_i, i)$ as follows. First, if $\sigma_T(y_i) \neq y_i$, then $\sigma(x) = \sigma_S(x)$ if $x \in \{x_i, u_i\}$, $\sigma(y) = \sigma_T(y_i)$ and $\sigma(v_i) = v_i$, with $\sigma_S$ is the permutation given by Lemma 3.2 and Lemma 3.3. Second, if $\sigma_T(y_i) = y_i$, then $\sigma(x) = \sigma_S(x)$, with $\sigma_S$ is the permutation given by Lemma 3.2 and Lemma 3.3.

**Subcase.1.3:** If $Diam(T) \geq 3$ and $Diam(T') \geq 3$. By Theorem 1.4, there exist permutations $\sigma_T, \sigma_T'$ defined respectively on $V(T)$ and $V(T')$ such that $\sigma_T(T) \subseteq T^0$ and $\sigma_T(T') \subseteq T^0$. We define a permutation $\sigma$ on $(x_i, y_i, u_i, v_i)$ as follows. First, if $\sigma_T(x_i) = x_i$ and $\sigma_T(y_i) = y_i$, then $\sigma(x) = \sigma_C(x)$. Second, if $\sigma_T(x_i) = x_i$ and $\sigma_T(y_i) 
ot= y_i$ (or $\sigma_T(x_i) 
ot= x_i$ and $\sigma_T(y_i) = y_i$), then $\sigma(x) = \sigma_T(x)$ with $\sigma_U$ is that given by Lemma 3.4. Finally, if $\sigma_T(x_i) \not= x_i$ and $\sigma_T(y_i) \not= y_i$, then $\sigma(x) = \sigma_T(x)$, $\sigma(u_i) = u_i$, $\sigma(y_i) = \sigma_T(y_i)$ and $\sigma(v_i) = v_i$.

**Case.2:** If $|X_i| = 3$, assume that $X_i = \{x_i, y_i, z_i\}$ and denote by $u_i, v_i, w_i$ the respective leaves of $x_i, y_i, z_i$. First, assume that $|X_i \cap R(G)| = 0$. In this case, the permutation $\sigma$ is defined on $X_i \cup \{u_i, v_i, w_i\}$ by $\sigma(x) = \sigma_C(x)$. Second, suppose that $|X_i \cap R(G)| = 1$. Then, either $\sigma(x) = \sigma_S(x)$ with $\sigma_S$ is that given by Lemma 3.2 and Lemma 3.3, or $\sigma(x) = \sigma_U(x)$ with $\sigma_U$ is that given by Lemma 3.4. Third, if $|X_i \cap R(G)| = 2$. Without loss of generalities, one can assume that $x_i, y_i \in R(G)$. Let $T, T'$ be the connected components of the representative graph $G'$ such that $x_i \in V(T)$ and $y_i \in V(T')$. In this case, if one of the trees $T$ or $T'$, say $T$, is isomorphic to $S_p, p \geq 2$, then it suffices to put $\sigma(x) = \sigma_S(x)$ for $x \in \{x_i, u_i\}$ and identify $\sigma$ with the permutations $\sigma_S, \sigma_U$ defined by Lemmas 3.2, 3.3, 3.4 (When $|X_i| = 2$), for $x \in \{y_i, z_i, v_i, w_i\}$, otherwise, assume that $Diam(T) \geq 3$ and $Diam(T') \geq 3$. In this case, if $\sigma_T(x_i) = x_i$ and $\sigma_T(y_i) = y_i$, then $\sigma(x) = \sigma_C(x)$ for $x \in X_i \cup \{u_i, v_i, w_i\}$. Else, assume for instance that $\sigma_T(x_i) \not= x_i$. Then, it suffices to take $\sigma(x_i) = \sigma_T(x_i), \sigma(u_i) = u_i$ and identify $\sigma$ with the permutation $\sigma_T$ defined by Lemma 3.4 (Case, $|X_i| = 2$), for $x \in \{y_i, z_i, v_i, w_i\}$, Finally, assume that $|X_i \cap R(G)| = 3$. Let $T, T'$ and $T''$ be the connected components of the representative graph $G'$ such that $x_i \in V(T)$, $y_i \in V(T')$ and $z_i \in V(T'')$. In this case, if one of the trees $T$, $T'$ or $T''$, say for instance $T$, is isomorphic to $S_p, p \geq 2$, then it suffices to put $\sigma(x) = \sigma_S(x)$ for $x \in \{x_i, u_i\}$, and for $x \in \{y_i, z_i, v_i, w_i\}$ the permutation $\sigma(x)$ is that given by the previous case ($|X_i \cap R(G)| = 2$ applied to $T'$ and $T''$). Otherwise, $Diam(T) \geq 3, Diam(T') \geq 3$ and $Diam(T'') \geq 3$. Let $\sigma_T, \sigma_T'$ and $\sigma_T''$ be the permutation defined by Theorem 1.4 respectively on $V(T), V(T')$ and $V(T'')$.

**Subcase.2.1:** Assume that $\sigma_T(x_i) = x_i$, $\sigma_T(y_i) = y_i$ and $\sigma_T(z_i) = z_i$. Then $\sigma(x) = \sigma_C(x)$ for $x \in X_i \cup \{u_i, v_i, w_i\}$.

**Subcase.2.2:** Assume that $\sigma_T(x_i) \not= x_i$, $\sigma_T(y_i) \not= y_i$ and $\sigma_T(z_i) \not= z_i$. Then, we define a permutation $\sigma$ on $X_i \cup \{u_i, v_i, w_i\}$ by $\sigma(x_i) = \sigma_T(x_i), \sigma(u_i) = \sigma_T(y_i)$, $\sigma(z_i) = \sigma_T(z_i)$ and $\sigma(x) = x$ for $x \in \{u_i, v_i, w_i\}$.

**Subcase.2.3:** Assume that $\sigma_T(x_i) \not= x_i$, $\sigma_T(y_i) = y_i$. In this case, it suffices to put $\sigma(x_i) = \sigma_T(x_i), \sigma(u_i) = u_i$ and for $x \in \{y_i, z_i, v_i, w_i\}$, $\sigma(x)$ is the permutation given by Lemma 3.4.

Now, for all other vertices $x \in V(G)$, either $x \in Ins(C_i), 1 \leq i \leq r$, or $x \in V \setminus \bigcup_{i=1}^{r} C_i$. Then, it suffices to put $\sigma(x) = x$ if $x \in Ins(C_i), 1 \leq i \leq r$; otherwise, if $x \in V \setminus \bigcup_{i=1}^{r} C_i$ then $x \in T$, with $T$ is connected component of the representative graph $G'$. Hence, $\sigma(x) = \sigma_S(x)$ if $x \in S_p, p \geq 3$, and $\sigma(x) = \sigma_T(x)$ if $Diam(T) \geq 3$, with $\sigma_T$ is the permutation given by Theorem 1.4.

To conclude, it remains to verify that our permutation $\sigma$ is a 2-placement of $G$ into $G^5$. Given an edge $e = xy \in E(G)$, then either $e \in Nob(G)$ or not.

**Case.1:** If $e = xy \in Nob(G)$. Clearly, $e \in Out(G) \times Ins(G)$ (i.e. $x \in Out(G)$ and $y \in Ins(G)$) and

$$\sigma(e) = \begin{cases} 
\sigma_S(e), & \text{if } x \in S_p \\
\sigma_T(e), & \text{if } x \in T \text{ and } \sigma_T(x) \neq x \text{ with } Diam(T) \geq 3, \\
\sigma_C(e), & \text{if } x \notin R(G) \text{ or } x \in T \text{ and } \sigma_T(x) \neq x \text{ with } Diam(T) \geq 3.
\end{cases}$$

In all these cases, we have already checked that our permutation is a 2-placement of $G$ into $G^5$.

**Case.2:** If $e = xy \notin Nob(G)$. Clearly, $e$ is either a pendant edge or $e$ is a proper bridge of $G$.

**Subcase.2.1:** If $e = xy$ is a pendant edge of $G$. Say, for instance, that $y \in Leaf(G)$. In this case,

$$\sigma(e) = \begin{cases} 
\sigma_S(e), & \text{if } x \in S_p \\
\sigma_T(e), & \text{if } x \in T \setminus R(G) \text{ with } Diam(T) \geq 3, \\
\sigma_T(x)y, & \text{if } x \in T \cap R(G) \text{ and } \sigma_T(x) \neq x \text{ with } Diam(T) \geq 3, \\
\sigma_C(e), & \text{if } x \notin R(G) \text{ or } x \in T \cap R(G) \text{ and } \sigma_T(x) = x \text{ with } Diam(T) \geq 3.
\end{cases}$$

Here, it remains just to verify that $\sigma_T(x)y$ is an edge of $E(G^5) \setminus E(G)$. Clearly, $\sigma_T(x) \neq y$ since $y \notin T$. Moreover, $dist_G(x, \sigma_T(x)) \leq 3$ and $dist_G(x, y) = 1$. Therefore, $dist_G(\sigma_T(x), y) \leq 4$ and $\sigma_T(x)y \notin E(G)$. Which permits us to conclude.
Subcase 2.2: If $e = xy$ is a proper bridge of $G$. Clearly, at least one of the two vertices $x, y$ is not a representative vertex of $G$, say for instance $y \not\in R(G)$. In this case,

$$
\sigma(e) = \begin{cases} 
\sigma_T(e), & \text{if } x \not\in R(G) \text{ or } x \in R(G) \text{ and } \sigma_T(x) \neq x \text{(with Diam}(T) \geq 3) \\
\sigma_{C_i}(x) \sigma_T(y), & \text{if } x \in R(G) \text{ and } \sigma_T(x) = x \text{(with Diam}(T) \geq 3).
\end{cases}
$$

Here, it remains just to verify that $\sigma_{C_i}(x) \sigma_T(y)$ is an edge of $E(G^5) \setminus E(G)$. Clearly, $dist_G(x, \sigma_{C_i}(x)) = 1$ since $\sigma_{C_i}(x)$ is the neighbor leaf of $x$. Moreover, $\sigma_{C_i}(x) \neq y$ since $xy$ is a proper bridge of $G$ (i.e. $y$ is not a leaf of $G$). Furthermore, $dist_G(y, \sigma_T(y)) \leq 3$. Consequently, $\sigma_{C_i}(x) \sigma_T(y) \notin E(G)$ and $dist_G(\sigma_{C_i}(x), \sigma_T(y)) \leq 5$.
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ABSTRACT

We prove that if $G$ and $G'$ are two digraphs, $(\leq 8)$-hypomorphic up to complementation, then $G$ and $G'$ are isomorphic up to complementation; we prove also that the value 8 is optimal.

Keywords Digraph · Isomorphism · $k$-hypomorphy up to complementation · Boolean sum · Symmetric graph

1 Introduction

A directed graph or simply digraph $G$ consists of a finite and nonempty set $V$ of vertices together with a prescribed collection $E$ of ordered pairs of distinct vertices, called the set of the edges of $G$. Such a digraph is denoted by $(V(G), E(G))$ or simply $(V, E)$. Given a digraph $G = (V, E)$, to each nonempty subset $X$ of $V$ associate the subdigraph $(X, E \cap (X \times X))$ of $G$ induced by $X$ denoted by $G↾_X$. With each digraph $G = (V, E)$ associate its dual $G* = (V, E*)$ and its complement $\overline{G} = (V, \overline{E})$ defined as follows: Given $x \neq y \in V$, $(x, y) \in E$ if $(y, x) \in E$, and $(x, y) \notin E$. Two interesting types of digraphs are symmetric digraphs and tournaments. A digraph $G = (V, E)$ is a symmetric digraph or graph (resp. tournament) whenever for $x \neq y \in V$, $(x, y) \in E$ if and only if $(y, x) \in E$ (resp. $(x, y) \in E$ and $(y, x) \notin E$ or conversely). Given two digraphs $G = (V, E)$ and $G' = (V', E')$, a bijection $f$ from $V$ onto $V'$ is an isomorphism from $G$ onto $G'$ provided that for any $x, y \in V$, $(x, y) \in E$ if and only if $(f(x), f(y)) \in E'$. The digraphs $G$ and $G'$ are isomorphic, if there exists an isomorphism from one onto the other.

Given two digraphs $G$ and $G'$ on the same vertex set $V$. Let $k$ be an integer with $0 < k < |V|$, the digraphs $G$ and $G'$ are $k$-hypomorphic if for every $k$-element subset $X$ of $V$, the induced subdigraphs $G↾_X$ and $G'↾_X$ are isomorphic. The digraphs $G$ and $G'$ are $(\leq k)$-hypomorphic if they are $t$-hypomorphic for each integer $t \leq k$. A digraph $G$ is $k$-reconstructible if any digraph $k$-hypomorphic to $G$ is isomorphic to $G$.

In 1970, R. Fraïssé asked what is the least integer $k$ such that the digraphs are $(\leq k)$-reconstructible. G. Lopez [8, 9] answered to this question by showing that $k = 6$.

Given two digraphs $G$ and $G'$ on the same vertex set $V$. They are hereditarily isomorphic [10] if for each nonempty subset $X$ of $V$, the digraphs $G↾_X$ and $G'↾_X$ are isomorphic. They are isomorphic up to complementation (resp. hemimorphic) if $G'$ is isomorphic to $G$ or $\overline{G}$ (resp. to $G$ or $G'$). They are hereditarily isomorphic up to complementation [2] if they are hereditarily isomorphic, or $G'$ and $\overline{G}$ are hereditarily isomorphic. Let $k$ be a positive integer, the digraphs $G$ and $G'$ are $k$-hypomorphic up to complementation (resp. $k$-hemimorphic) if for every $k$-element subset $X$ of $V$, the induced subdigraphs $G↾_X$ and $G'↾_X$ are isomorphic up to complementation (resp. hemimorphic). The digraphs $G$ and $G'$ are $(\leq k)$-hypomorphic up to complementation (resp. $(\leq k)$-hemimorphic) if they are $t$-hypomorphic up to complementation (resp. $t$-hemimorphic) for each integer $t \leq k$. A digraph $G$ is $k$-reconstructible up to complementation
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(resp. \( k\)-half-reconstructible) if any digraph \( k\)-hypomorphic up to complementation (resp. \( k\)-hemimorphic) to \( G \) is isomorphic up to complementation (resp. hemimorphic) to \( G \). A digraph \( G \) is \((\leq k)\)-reconstructible up to complementation (resp. \((\leq k)\)-half-reconstructible) if any digraph \((\leq k)\)-hypomorphic up to complementation (resp. \((\leq k)\)-hemimorphic) to \( G \) is isomorphic up to complementation (resp. hemimorphic) to \( G \).

In 1993, J.G.Hagendorf raised the \((\leq k)\)-half-reconstruction problem for digraphs and solved it with G.Lopez [6, 7], they showed that the finite digraphs are \((\leq 12)\)-half-reconstructible. In 1995, Y.Boudabbous and G.Lopez [3] showed that the finite tournaments are \((\leq 7)\)-half-reconstructible.

In 1999, P.Ille asked what is the least integer \( k \) such that the digraphs are \((\leq k)\)-reconstructible up to complementation. The case of symmetric graphs was solved by J.Dammak, G.Lopez, M.Pouzet and H.Si Kaddour [4, 5], they proved that, the symmetric graphs on \( v \) vertices are \( t\)-reconstructible up to complementation for every \( 4 \leq t \leq v - 3 \). In fact, the case \( t = v - 3 \) was solved in [5].

For digraphs, we first obtained with B. Chaari [1] a partially answer which is Theorem 1.1 below. Let \( G = (V, E) \) and \( G' = (V, E') \) be two digraphs, \( 2\)-hypomorphic up to complementation. The boolean sum \( G + G' \) of \( G \) and \( G' \) is the symmetric digraph \( U = (V, E(U)) \) defined by \( \{x, y\} \in E(U) \) if and only if \( (x, y) \in E \) and \( (x, y) \notin E' \), or \( (x, y) \notin E \) and \( (x, y) \in E' \).

**Theorem 1.1.** (Theorem 1.3 of [1]) Let \( G \) and \( G' \) be two digraphs on the same set \( V \) of \( n \geq 4 \) vertices such that \( G \) and \( G' \) are \((\leq 5)\)-hypomorphic up to complementation. Let \( U := G + G' \). If \( U \) and \( U \) are connected, then \( G \) and \( G' \) are hereditarily isomorphic up to complementation.

## 2 Main result

Our main result, Theorem 2.1, extends Theorem 1.1. It says that 8 is the least integer \( k \) such that the digraphs are \((\leq k)\)-reconstructible up to complementation.

**Theorem 2.1.** Let \( G \) and \( G' \) be two digraphs on the same set \( V \) of vertices such that \( G \) and \( G' \) are \((\leq 8)\)-hypomorphic up to complementation. Then \( G \) and \( G' \) are isomorphic up to complementation. Moreover the value 8 is optimal.

The optimality of the value 8 of Theorem 2.1 follows from the following result.

**Proposition 2.2.** For all integer \( n \geq 8 \), there are two digraphs on the same set of \( n \) vertices, nonisomorphic up to complementation, which are \((\leq 7)\)-hypomorphic up to complementation and not \( 8\)-hypomorphic up to complementation.
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ABSTRACT

We show that the universal homogeneous partial order has finite big Ramsey degrees. Our proof uses the Carlson–Simpson theorem rather than (a strengthening of) the Halpern–Läuchli and Milliken tree theorem which is the main tool used to give bounds on big Ramsey degrees. We discuss two corollaries.
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1 Introduction

We consider graphs, partial orders and metric spaces as special cases of model-theoretic relational structures. Given structures $A$ and $B$, we denote by $\left( \frac{B}{A} \right)$ the set of all embeddings from $A$ to $B$. We write $C \rightarrow (\frac{B}{A})^{k,l}$ to denote the following statement: For every colouring $\chi$ of $\left( \frac{C}{A} \right)$ with $k$ colours, there exists an embedding $f : B \rightarrow C$ such that $\chi$ does not take more than $l$ values on $\left( \frac{f(B)}{A} \right)$.

For a countably infinite structure $B$ and its finite substructure $A$, the big Ramsey degree of $A$ in $B$ is the least number $L \in \omega \cup \{ \omega \}$ such that $B \rightarrow (\frac{B}{A})^{k,L}$ for every $k \in \omega$. We say that a countably infinite structure $B$ has finite big Ramsey degrees if the big Ramsey degree is finite for every finite substructure of $B$.

A countable structure $A$ is called (ultra)homogeneous if every isomorphism between finite substructures extends to an automorphism of $A$. It is well known that there is a (up to isomorphism) unique homogeneous partial order $P$ with the property that every countable partial order has embedding to $P$. We call $P$ the universal homogeneous partial order. We prove the following.

Theorem 1.1. The universal homogeneous partial order has finite big Ramsey degrees.

The main novelty in our approach is the use of spaces described by parameter words in the context of big Ramsey degrees. We use an infinitary variant of the Graham-Rothschild Theorem [1] which is a direct consequence of the Carlson–Simpson Theorem [2]. This leads to a finer control over the sub-trees compared to constructions based on applications of the Milliken tree theorem [3] which was the main tool used by Laver and Devlin to show that the order of rationals has finite big Ramsey degrees [4], by Sauer to show that the random graph has big Ramsey degrees [5] and several followup results.

2 Applications

Big Ramsey degrees are studied mainly in the context of free amalgamation structures. Since the universal homogeneous partial order is not a free amalgamation structure, it represents an important new example which has additional consequences. Let us discuss two corollaries.
1. Let $S$ be a set of non-negative reals such that $0 \in S$. A metric space $M = (M, d)$ is $S$-metric space if for every $u, v \in M$ it holds that $d(u, v) \in S$. A countable $S$-metric space $M$ is a $S$-Urysohn metric space if it is homogeneous (that is, every isometry of its finite subspaces extends to an isometry from $M$ to $M$) and every countable $S$-metric space embeds into it. Finite set of non-negative reals $S = \{0 = s_0 < s_1 < \cdots < s_n\}$ is tight if if $s_{i+j} \leq s_i + s_j$ for all $0 \leq i \leq j \leq i + j \leq n$ (see [6]). It follows from a classification by Sauer [7] that for every such $S$ there exists an $S$-Urysohn space. Mašulović [6, Theorem 4.4] shows a way to represent all $S$-metric cases with finitely many distances (for every tight set $S$) as a partial order. We thus obtain:

**Corollary 2.1.** Let $S$ be a finite tight set of non-negative reals. Then the $S$-Urysohn space has finite big Ramsey degrees.

This can be seen as a continuation of the research on (in)divisibility of metric spaces started by Delhommé, Laflamme, Pouzet and Sauer [8, 9] and by Nguyen Van Thé [10, 11].

2. Recall that there is a up to isomorphism unique homogeneous triangle-free graph $H$ (called the universal homogeneous triangle-free graph) such that every countable triangle-free graph embeds to $H$. We also obtain the first combinatorial proof of the following recent result by Dobrinen:

**Theorem 2.2** (Dobrinen 2020 [12]). The universal homogeneous triangle-free graph has finite big Ramsey degrees.

We shall remark that Theorem 2.2 was generalized to the universal homogeneous $K_k$-free graphs (for every $k > 2$) [13] and to free amalgamation classes in binary relational languages [14]. Generalizing our construction to structures in non-binary relational languages and to structures that can not be described by means of forbidden substructures with at most 3 vertices is presently work in progress based on results announced in [15].
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ABSTRACT
A relational structure $R$ is embeddable in a relational structure $R'$ if $R$ is isomorphic to an induced substructure of $R'$. In the late forties, Fraïssé, following the work of Cantor, Hausdorff and Sierpinski, pointed out the importance of the quasi-ordering of embeddability in the theory of relations. For example, he conjectured that the class of countable chains is well quasi ordered (w.q.o.) under embeddability, a conjecture positively solved by Laver in the early seventies with the use of the theory of better quasi ordering (b.q.o.), a far reaching strengthening of the notion of w.q.o., invented by Nash-Williams. Fraïssé also noted that basic notions about ordered sets (posets) like initial segments, ideals, chains and antichains have a direct counterpart in terms of relational structures. For example, a class $C$ of structures is hereditary if it contains every structure which can be embedded into some member of $C$. Clearly, hereditary classes are initial segments of the class of relational structures quasi-ordered by embeddability. If $R$ is a relational structure, the age of $R$ is the set $\text{Age}(R)$ of finite restrictions of $R$ considered up to isomorphism. This is an ideal of the poset made of finite structures considered up to isomorphism and ordered via embeddability. As shown by Fraïssé, every countable ideal has this form. Several results along these lines about hereditary classes of relational structures have been obtained. Recent years have seen a renewed interest for the study of those made of finite structures and notably for their profile. The profile of a hereditary class $C$ of finite structures considered up to isomorphism is the function $\varphi_C$ which counts for every integer $n$ the number of members of $C$ on $n$ elements. General counting results as well as precise results for graphs, tournaments, ordered graphs and permutations have been obtained, with a particular emphasis on jumps in the growth of the profile. I will present some general results about hereditary classes, particularly on those which are w.q.o. (or even b.q.o.), notably on their height, ordinal length, Cantor-Bendixson and Vietoris rank. I will discuss extensions of Laver’s theorem to hereditary classes of binary structures. I will illustrate the role of w.q.o. in the classification of hereditary classes of small growth. I will conclude with several problems, some going back to the seventies, on w.q.o. and hereditary classes of relational structures.
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ABSTRACT

During this presentation, we will review the state of the following favorite conjecture of Maurice Pouzet: the profile of a relational structure with bounded signature or finite kernel is eventually a quasi-polynomial whenever the profile is bounded by some polynomial.

The profile of a relational structure $R$ is the function $\varphi_R$ which counts for every integer $n$ the number, possibly infinite, $\varphi_R(n)$ of substructures of $R$ induced on the $n$-element subsets, isomorphic substructures being identified.

The study of profiles started in the seventies; see [1] for a survey. More recently, the line of work became parallel to numerous researches about the behavior of counting functions for hereditary classes made of finite structures, like undirected graphs, posets, tournaments, ordered graphs, or permutations, which also enter into this frame; see [2] and [3] for a survey, and [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. These classes are hereditary in the sense that they contain all induced structures of each of their members; in several instances, members of these classes are counted up to isomorphism and with respect to their size.

Several interesting examples of profiles come from permutation groups. For example, if $G$ is a permutation group on a set $E$, the function $\theta_G$ which counts for every integer $n$ the number of orbits of the action of $G$ on the $n$-element subsets of $E$, is a profile, the orbital profile of $G$. Groups whose orbital profiles take only finite values are called oligomorphic; their study, introduced by Cameron, is a whole research subject by itself [14, 15].

Results point out jumps in the behavior of these counting functions. Such jumps were for example announced for extensive hereditary classes in [16], with a proof for the jump from constant to linear published in [17]. The growth is typically polynomial or faster than any polynomial, though not necessarily exponential (as indicates the partition function). For example, the growth of an hereditary class of graphs is either polynomial or faster than the partition function [5]. In several instances, these counting functions are eventually quasi-polynomials, e.g. [5] for graphs and [10] for permutations.

In the case of orbital profiles, Cameron conjectured in the late seventies that, whenever the profile $\varphi_G$ is bounded by a polynomial, it is asymptotically equivalent to a polynomial. In 1985, Macpherson further asked whether the orbit algebra of $G$ – a graded commutative algebra invented by Cameron and whose Hilbert function is $\varphi_G$ – is finitely generated; in which case the profile would be a quasi-polynomial.

All these elements led Pouzet to the following

Conjecture 1. [18] The profile of a relational structure with bounded signature or finite kernel is eventually a quasi-polynomial whenever the profile is bounded by some polynomial.

This conjecture holds if $R$ is an undirected graph [5]. In [18] Pouzet and the author proved that it holds for any relational structure $R$ admitting a finite monomorphic decomposition. This result was applied in [19] to show that the above conjecture holds for tournaments.

Recently, the conjecture was proven in the case of orbital profiles by Justine Falque [20] under the direction of the author. It results from a complete classification of oligomorphic permutation groups with profile bounded by a polynomial in terms of finite permutation groups with decorated block systems. It follows from the classification that the orbit algebras are essentially invariant rings of finite permutation groups; the latter are known to be finitely generated which resolves positively Macpherson’s question. A key ingredient in this classification is the notion of blocks. This suggests to search...
for an appropriate generalization of blocks to relational structures, of which the notion of monomorphic decomposition would be just a first approximation.

The time seems ripe as well to extend the exploration to subexponential profiles. Indeed, Braunfeld recently gave a near complete description of the spectrum of sub exponential growth rates for orbital profiles, which confirms some longstanding conjectures of Macpherson. Also, Falque’s classification seems amenable to generalization to subexponential orbital profiles.
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ABSTRACT

In a digraph \( D \), a module is a vertex subset \( M \) such that every vertex outside \( M \) does not distinguish the vertices in \( M \). A digraph \( D \) with more than two vertices is prime if the empty set, the singleton sets, and the full set of vertices are the only modules in \( D \). A prime digraph \( D \) is \( k \)-minimal if there is some \( k \)-element vertex subset \( U \) such that no proper induced subdigraph of \( D \) containing \( U \) is prime. In this paper, we give a recursive procedure to construct the minimal prime digraphs.

Keywords  Module · Prime · Isomorphism · Minimal prime digraph

1 Introduction

All digraphs mentioned here are finite, and have no loops and no multiple edges. Thus a digraph (or directed graph) \( D \) consists of a nonempty and finite set \( V(D) \) of vertices with a collection \( E(D) \) of ordered pairs of distinct vertices, called the set of edges of \( D \). Such a digraph is denoted by \( (V(D), E(D)) \). For elementary definitions and notations in graph theory we follow [9]. In particular we recall that the subdigraph of a digraph \( D \) induced by a nonempty vertex subset \( X \) is denoted by \( D[X] \), and if \( |V(D)| \geq 2 \), then for each vertex \( x \), the subdigraph \( D[V(D) \setminus \{x\}] \) is also denoted by \( D - x \). Given a digraph \( D \), the underlying graph of \( D \) is denoted by \( \widetilde{D} \), and the complement of \( D \), denoted by \( \overline{V(D)} = V(D) \) and \( E(D) = (V(D))^2 \setminus \{(x, x) : x \in V(D)\}) \), is denoted by \( \overline{D} \).

Let \( D \) be a digraph. A vertex subset \( M \) is a module (or a clan or an interval or an autonomous set) of \( D \) if every vertex outside \( M \) does not distinguish the vertices in \( M \). The empty set, the singleton sets, and the full set of vertices are trivial modules. A digraph is indecomposable if all its modules are trivial; otherwise it is decomposable. Indecomposable digraphs with at least three vertices are prime digraphs. A partition \( \mathcal{P} \) of the vertex set \( V(D) \) of \( D \) is a modular partition of \( D \) if all its elements are modules of \( D \). It follows that the elements of \( \mathcal{P} \) may be considered as the vertices of a new digraph, the quotient of \( D \) by \( \mathcal{P} \), denoted by \( D/\mathcal{P} \), and defined on \( \mathcal{P} \) as follows: for any distinct elements \( X \) and \( Y \) of \( \mathcal{P} \), \( XY \in E(D/\mathcal{P}) \) if \( xy \in E(D) \) for any \( x \) and \( y \) with \( x \in X \) and \( y \in Y \). A vertex subset \( X \) is a strong module of \( D \) provided that \( X \) is a module of \( D \), and for every module \( Y \) of \( D \), if \( X \cap Y \neq \emptyset \), then either \( X \subseteq Y \) or \( Y \subseteq X \). If \( |V(D)| \geq 2 \), then \( \mathcal{P}(D) \) denotes the set of maximal, strong modules of \( D \), under the inclusion, among the strong modules of \( D \) distinct from \( V(D) \).

The following theorem gives Gallai’s decomposition result.

Theorem 1.1 [7, 8] Let \( D \) be a digraph with more than one vertex. The set \( \mathcal{P}(D) \) is a modular partition of \( D \), and the quotient \( D/\mathcal{P}(D) \) is prime, or an acyclic tournament, or a complete digraph, or an empty digraph.

Given a digraph \( D \) with more than one vertex, the quotient \( D/\mathcal{P}(D) \) is the frame of \( D \).

A prime digraph \( D \) is minimal for a nonempty vertex subset \( A \) if each proper induced subdigraph of \( D \) containing \( A \) is decomposable. In this case, we say that the digraph \( D \) is \( A \)-minimal. Given a positive integer \( k \), a digraph
D is k-minimal if it is minimal for some k-set of vertices. This concept was introduced by Cournier and Ille [4]. They characterized the 1-minimal and 2-minimal digraphs. Alzohairi and Boudabbous [2] described the 3-minimal triangle-free graphs. Finally, Alzohairi [1] described the triangle-free graphs which are minimal for some nonstable 4-vertex subset. In this paper, given an integer k, with k ≥ 3, we give a method for constructing the k-minimal prime digraphs from the (k − 1)-minimal prime digraphs.

2 Results

First we establish the following separation principle which plays a crucial role in the proof of our main result.

Proposition 2.1 (Separation principle) Let D be a prime digraph which is A-minimal, where A is a vertex subset with |A| ≥ 2, and X be a vertex subset including A such that the frame of the subdigraph D[X] is prime and \( P(D[X]) \) has a unique non-singleton element M. Assume that there are two distinct vertices x and y in A such that \( M = \{x, y\} \) or \( M = \{x, y\} \cup \{s_1, \ldots, s_p\} \), where \( p ≥ 1 \), \( s_1, \ldots, s_p \) are distinct vertices outside X, and \( \{x, y\} \cup \{s_j : j < i\} \) is a module of \( D - s_i \), for each element i of \([1, p]\).

Then there is a vertex u outside X such that M is a module of D − u. Moreover, either \( V(D) = X \cup \{u\} \) or the frame of \( D[X \cup \{u\}] \) is prime with \( M \cup \{u\} \in P(D[X \cup \{u\}]) \).

The key of the proof of Proposition 2.1 is the study of the prime subdigraphs (resp. the subdigraphs with prime frames) in a prime digraph, obtained by A. Ehrenfeucht and G. Rozenberg [6] (resp. Y. Boudabbous and P. Ille [3]).

Second we obtain our main result.

Theorem 2.2 Let D be a prime digraph, and A be a k-element vertex subset with k ≥ 3. If the digraph D is A-minimal, then one of the following assertions holds.

1. There is a vertex x in A such that D or D − x is \((A \setminus \{x\})\)-minimal.

2. There are distinct vertices x and y in A such that D is obtained from some \((A \setminus \{x\})\)-minimal digraph H, with \( x \not\in V(H) \), by adding x and a sequence \( s_1, \ldots, s_m \) of distinct vertices outside \( V(H) \cup \{x\} \) with \( m ≥ 1 \) such that the vertex subset \( \{x, y\} \cup \{s_j : j < i\} \) is a module of \( D - s_i \), for each element i of \([1, m]\). Moreover, if \( m ≥ 2 \), then either \( V(H) \) is a module of \( D[V(H) \cup \{s_m\}] \), or there is a vertex u in \( A \setminus \{x, y\} \) such that \( \{u, s_m\} \) is a module of \( D[V(H) \cup \{s_m\}] \), or \( D[V(H) \cup \{s_m\}] \) is \((A \setminus \{x, y\})\)-minimal.

3. The subset A is a stable set of an element W of \{D, \overline{D}\}, the elements of A are pendant vertices of the underlying graph \( \overline{W} \) of W, the corresponding edges of which form a matching in \( \overline{W} \), there are a vertex x in A and an \((A \setminus \{x\})\)-minimal digraph H with \( x \not\in V(H) \), and there is a vertex u outside \( V(H) \cup \{x\} \) such that \( \overline{W}[V \setminus V(H)] \) is a path P with ends x and u and \( \overline{W} \) is obtained from the union of \( \overline{H} \) and P by adding a nonempty set of edges between u and \( V(H) \setminus A \).
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Given a family of sets, a partial choice function chooses elements from some of the sets. The image of such a function is called a rainbow set, the name originating in viewing the sets as “colors” of the elements. In this context the goal is typically obtaining a partial choice function \( f \) such that either:

(I) \( \text{Dom}(f) \) is “large”, while \( \text{Im}(f) \) is “small”, or
(II) \( \text{Dom}(f) \) is “small”, while \( \text{Im}(f) \) is “large”.

“Small” means here belonging to a given simplicial complex (the name topologists use for “a closed down family of sets”), particular to the given setting. As to “large”, it means different things in (I) and in (II): in (I) it means “full”, or more generally, spanning in a given matroid on the family of sets, while in (II) it means NOT belonging to some given simplicial complex.

A classical result of type (I) is Hall’s theorem, in which the domain is required to be all sets, and the “small-ness” of the image is injectivity. A famous result of type (II) is the Bárány-Lovász colorful version of Caratheodory’s theorem.

**Theorem 1.** [Bárány[1]] If \( S_1, \ldots, S_{d+1} \) are sets of vectors in \( \mathbb{R}^d \) satisfying \( \vec{v} \in \text{conv}(S_i) \) for all \( i \leq d + 1 \), then there exists a rainbow set \( S \) such that \( \vec{v} \in \text{conv}(S) \).

I will explain why the two types of theorems are one and the same, when viewed from a topological angle, and tell about topological tools used to prove theorems of both types.

**References**

F$_3$-RECONSTRUCTION

Youssef Boudabbous and Christian Delhommé
Laboratoire d'Informatique et de Mathématiques (LIM), Université de la Réunion.
youssef.boudabbous@univ-reunion.fr and christian.delhomme@univ-reunion.fr

ABSTRACT

Two binary relational structures of a same signature are ($\leq k$)-hypomorphic if they have the same vertex set and their restrictions to each set of at most $k$ vertices are isomorphic. A binary relational structure is ($\leq k$)-reconstructible if it is isomorphic with each structure it is ($\leq k$)-hypomorphic with. We establish an inductive characterisation of pairs of ($\leq 3$)-hypomorphic binary relational structures. We infer a characterisation of ($\leq 3$)-reconstructibility for bi-founded binary relational structures. A binary relational structure is bi-founded if it has no infinite set of pairwise comparable strong modules. On the one hand, we describe operations generating exactly the class of ($\leq 3$)-reconstructible bi-founded binary relational structures from singleton ones. On the other hand, this characterisation can be formulated in terms of restrictions on the structuration of the tree of robust modules of the structure. This allows in particular the extension of [BL05]: a bi-founded tournament is ($\leq 3$)-reconstructible if and only if all its modules are selfdual. Furthermore we show that the restrictions on structuration above do not characterise ($\leq 3$)-reconstructibility on the natural next classes generalising bi-founded structures, namely the class of founded structures (structures of which the collection of strong modules is well-founded for inclusion), and the class of co-founded structures (structures of which the collection of strong modules is well-founded for the reverse of inclusion, equivalently of which every strong module is robust, corresponding to [HR94] class of completely decomposable structures). Indeed we provide examples of founded, resp. co-founded, non ($\leq 3$)-reconstructible tournaments of which every module is selfdual.

We consider a set $\Lambda$, of labels, endowed with an involution $\lambda \mapsto \lambda^*$. A (reversible) $\Lambda$-2-structure, of vertex set $V$, is a mapping $\mathfrak{A} : V^2 \rightarrow \Lambda$ defined on the set of ordered pairs of distinct vertices, satisfying $\mathfrak{A}(y,x) = (\mathfrak{A}(x,y))^*$. We denote by $\overline{\Lambda}$ the set of non-selfdual labels, i.e. of these $\lambda \in \Lambda$ such that $\lambda^* \neq \lambda$. An arc of a $\Lambda$-2-structure $\mathfrak{A}$ is an ordered pair $(x,y)$ of distinct vertices such that $\mathfrak{A}(x,y) \in \overline{\Lambda}$, (or $\mathfrak{A}(y,x) \neq \mathfrak{A}(x,y)$). Given a non-selfdual label $\lambda \in \overline{\Lambda}$, a $\lambda$-tournament is a 2-structure of range included in $\{\lambda, \lambda^*\}$; a $\lambda$-linear structure is one of which the vertex set is linearly strictly ordered by $\mathfrak{A}(x,y) = \lambda$. A modular partition of a 2-structure is a partition of its vertex-set such that the label of an ordered pair $(x,y)$ transverse to this partition depends only on the ordered pair of classes of $x$ and $y$, yielding a quotient structure, of which the vertices are the classes of the partition. A module is a set of vertices empty or occurring as a class of a modular partition. A 3-vertex 2-structure is a peak, resp. a flag, if this is a non-tournament admitting a 2-vertex tournament quotient, resp. if its three unordered pairs of vertices are pairwise non-isomorphic. A 2-structure is arc-connected if the simple graph defined on its vertex set by $\mathfrak{A}(x,y) \in \overline{\Lambda}$ is connected.

A 2-structure is prime if it is indecomposable (its only modular partitions are the coarse and the discrete ones) and has more than two vertices. A nonempty 2-structure is basic if it is prime or linear or constant. Each nonempty 2-structure $\mathfrak{A}$ admits a finest basic quotient. The structure is robust if the corresponding modular partition is not coarse or the vertex set is a singleton, in which case the classes of this partition are the components of $\mathfrak{A}$ and the quotient is the frame of $\mathfrak{A}$. A structure with a prime quotient admits this frame as unique prime quotient.

The dual of a 2-structure $\mathfrak{A}$ is the structure $\mathfrak{A}^*$ with the same vertex set given by $\mathfrak{A}^*(x,y) = \mathfrak{A}(y,x)$. Then $\mathfrak{A}$ is selfdual if it is isomorphic to $\mathfrak{A}^*$. The neutral uniformisation of a 2-structure $\mathfrak{A}$ is the structure $\overline{\mathfrak{A}}$ obtained from $\mathfrak{A}$ by identifying all selfdual labels. If this neutral uniformisation $\overline{\mathfrak{A}}$ has a prime quotient then the structure obtained from it by reversing all arcs transverse to its components is the pseudodual of $\mathfrak{A}$.
Definition 1 (F₃-special structure) A Λ-2-structure A is λ-special, for a label λ ∈→Λ, if it satisfies the two points below. Say that A is special if it is λ-special for some λ.

1. A is arc-connected, peak-free and admits a prime quotient.

In this case, its neutral uniformisation A too has these three properties.

2. Each component of A is a λ-tournament and no arc of any flag is transverse to such components.

Definition 2 (F₃-specific substitution) Say that a substitution B[Aᵥ : v ∈ V] of nonempty structures along a nonempty non-singleton structure is specific if it satisfies one of the following three properties:

1. B is constant;
2. B is prime non-special;
3. there is a non-selfdual label λ ∈→Λ for which one of the two properties below is satisfied, in which case the substitution is said to be λ-specific:
   (a) B is λ-linear and one of the two properties below is satisfied:
      i. B is finite and the summands Aᵥ are pairwise isomorphic λ-tournaments;
      ii. A between any two λ-tournament summands there lies a non λ-tournament summand, B. each non λ-tournament summand fails to have any non-coarse λ-linear quotient;
   (b) B is prime and λ-special and the following two properties are satisfied:
      i. the summands are λ-tournaments, ii. there exists an isomorphism φ : B → B*, from B onto its pseudodual, such that for each vertex v ∈ V of B, Aᵥ(φ(v)) is isomorphic to Aᵥ (in particular B is self-pseudodual, i.e., isomorphic to its pseudodual).

Definition 3 The class of nonempty short reversible Λ-2-structures is the closure of the class of singleton Λ-2-structures under substitutions along basic structures.

Theorem 1 The class of nonempty short F₃-reconstructible reversible Λ-2-structures is the closure of the class of singleton Λ-2-structures under specific substitutions.

Remark 1 For a λ-special structure A to be F₃-reconstructible it suffices that its components be F₃-reconstructible and that A be isomorphic to a particular F₃-binom, viz. to its pseudodual A*, which is its unique binom, besides itself, if A is prime. Note that the components are λ-tournaments; if the structure A is short then they are F₃-reconstructible if and only if their modules are all selfdual.

References

EXTREMAL PROBLEMS FOR BOOLEAN LATTICES AND THEIR QUOTIENTS

Dwight Duffus
Mathematics Department
Emory University
Atlanta, GA 30322 USA
dwightduffus@emory.edu

Dedicated to Professor Maurice Pouzet on the occasion of his 75th birthday

Many beautiful results and conjectures in the 1970’s and 1980’s concern extremal and symmetry properties of finite set systems and, in particular, the finite Boolean lattice $B(n)$. This presentation concerns two types of questions, the second of which Maurice Pouzet and his collaborators studied extensively.

First, in the 1970’s, Peter Frankl raised a number of questions about families of subsets of a finite set. Here is one posed by Daykin and Frankl [3] concerning the minimum width $w(C)$ of a convex subset of $B(n)$.

**Conjecture 1.** For any nonempty convex subset $C$ of $B(n)$, 
$$\frac{w(C)}{|C|} \geq \frac{\binom{n}{\lfloor n/2 \rfloor}}{2^n}.$$  

(Recall that $C$ is convex in $B(n)$ if whenever $X, Y \in C$ with $X \subseteq Z \subseteq Y$ then also $Z \in C$.) We made little progress on the general conjecture beyond small cases but D. Howard, I. Leader and D. Duffus were able to show that Conjecture 1 holds for binary downsets in $B(n)$ [4]. (For $A, B \subseteq [n]$, the binary order is given by $A \prec B$ if $\max(A \Delta B) \in B$. A downset of $B(n)$ whose elements constitute an initial segment of $B(n)$ with the binary order is a binary downset.)

Also, it is not difficult to show that among all $d$-element downsets in $B(n)$, the binary ones maximize the number of comparabilities and, so, minimize the incomparabilities. Since we are inclined to support Conjecture 1, it is natural to conjecture the following [4] (also proposed by J. Goldwasser [7]).

**Conjecture 2.** Among all $d$-element downsets in $B(n)$, the binary $d$-element downset has minimum width.

We considered properties of convex families in $B(n)$ that might help us to understand the relationship between width and size, in particular, partitions of convex families by width-many chains. Given elements $x \prec y$ in a partially ordered set $X$, write $x \prec y$ (and say $y$ covers $x$) if $y$ is an immediate successor of $x$. A chain $C$ in $X$ is skipless if $x \prec y$ in $C$ implies $x \prec y$ in $X$. A partition of $X$ into a family of chains is a Dilworth partition if there are $w(X)$ chains in the family. For brevity, call a Dilworth partition of $X$ into skipless chains an SD-partition of $X$.

**Theorem 1.** [4] Every convex subset of $B(n)$ has an SD-partition.

Still thinking about convex sets, B. Sands and D. Duffus became interested in covers of convex subsets of $B(n)$ by small families of intervals: given $X \subseteq Y \subseteq [n]$, $[X, Y] = \{Z | X \subseteq Z \subseteq Y\}$ is the interval determined by $X$ and $Y$. It is obvious that if a convex family $C$ in $B(n)$ has $r$ minimal and $s$ maximal, it can be covered by $r \cdot s$ intervals. One can construct a convex family in a Boolean lattice that requires that many, as Frankl observed. What happens if we focus attention on convex subsets of $B(n)$ defined by levels? For $1 \leq k \leq l \leq n$, let $B(n; k, l) = \{S \subseteq [n] | k \leq |S| \leq l\}$.

We rediscovered a result of Voigt and Wegener [16]: $B(n; k, l)$ can be covered by the minimum possible number, $\max(\binom{n}{k}, \binom{n}{l})$, of intervals. We investigated finite distributive lattices $D$ and found that an analogous result holds for convex subsets determined by the atoms and coatoms of $D$ and have a conjecture for the smallest covering families of intervals determined by any two levels of $D$ [5].

**Keywords:** Boolean lattice, convex family, Sperner property, quotient; **AMS Subj [2020]:** 06A07
The second type of problem concerns preservation of the Sperner property, the strong Sperner property, rank unimodality, rank symmetry and the existence of symmetric chain decompositions (SCDs) in quotients of $B(n)$. (See [1] for definitions.) Stanley [13, 14, 15] is concerned with quotients of a partially ordered set $P$ defined by subgroups of the automorphism group of $P$. Pouzet [10] and Pouzet and Rosenberg [11] study more general quotients on $P$ defined by hereditary equivalences with ordering induced from that on $P$. The new ordered set is called the age of the equivalence on $P$. The main tools in Pouzet’s work are linear algebraic as is the case with Stanley’s papers though he also employs methods from algebraic geometry.

These papers settled many of the questions about preserving symmetry properties with a couple of notable exceptions. First, the existence of SCDs does not follow from their general theorems – both Stanley and Pouzet have raised several specific questions and it is possible that all quotients $B(n)/G$ by subgroups $G$ of $S_n$ have SCDs [2]. Progress has been slow (see, for instance, [17] and [6]). (Stanley gives an interesting explanation why linear algebra does not provide us with SCDs – see Section 7 in [13]).

Another question that has survived is whether the collection of all downsets of $B(n)$, again ordered by containment, has the Sperner property. This partially ordered set is a distributive lattice, in fact, is the free distributive lattice on $n$ generators and is a sublattice of $B(2^n)$. It does not appear that $FD(n)$ can be obtained from $B(2^n)$ as a quotient defined by a subgroup of $S_{2^n}$ or as the age of a hereditary equivalence. However, one can show that $FD(n)$ can be obtained by a series of $n$ “compressions” applied to the subsets of $B(n)$, where $B(n)$ is labelled by $[2^n]$ using the binary order. We want to see if the linear algebraic approach used by Pouzet and Rosenberg [11] can be applied in conjunction with these compressions to find families of disjoint chains in $FD(n)$, which would imply that $FD(n)$ has the Sperner property.

It is interesting to note that the maximum size of an antichain in $FD(n)$ determines the chromatic number of an iterated arc graph (see Theorem 3 in [12]). Were $FD(n)$ known to be Sperner and rank unimodal, its width would be the number of downsets in $B(n)$ of size $2^{n-1}$. This has been verified for $n \leq 6$ and has been conjectured for all $n$ [9]. It would be (more than) enough to show that $FD(n)$ has a symmetric chain decomposition.
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ABSTRACT

We study logics which model the passage between an infinite sequence of finite models to an uncountable limiting object, such as is the case in the context of graphons. Of particular interest is the connection between the countable and the uncountable object that one obtains as the union versus the combinatorial limit of the same sequence.

Keywords logics for structural convergence · graphon · Chu order

1 Introduction

First order logic (FOL) is an epitome of mathematical elegance, with semantics and syntax perfectly matched through the Completeness Theorem, as well as strong properties such as Compactness (a consequence of Completeness) and the Löwenhiem-Skolem theorems. It is very useful for discrete mathematics of infinite models, such as algebra or infinite graph theory. The situation changes when one needs to step out either in the direction of the continuity, such as in mathematical analysis, or in the direction of finite models, such as frequently studied in computer sciences. For the former, the first order logic is not expressive enough, as even the simple idea of convergence is not expressible in FOL, and for the latter, FOL is too expressive and far from being decidable. In either case, one needs to change the approach if wanting to use logic in these applications. Something has to give either from the syntax or from the semantics side, since there are theorems which basically characterise FOL as the only logic with the properties given above.

One way of increasing the expressibility of FOL is to go through the realm of so called “strong” logics, while a way to bound its expressibility is to go through “weak” logics. Strength is often obtained by increasing the syntactic ability through a more permissive use of quantifiers or connectives, while weakening FOL may go through guarding or fragmenting. The notions of weakness and strength can be made formal using the idea of Chu transform (see [1]). Another way of changing FOL is to consider finite models.

Even though the Chu order between logics is far from being linear, we do obtain an image of discrete mathematics and finite structures being on the one side of FOL and the continuous mathematics being on the other. So, the finite and the continuous are firmly distinguished in the world of logic, just as they have been classically distinguished in the world of mathematics. However, in the world of mathematics, this distinction, at least in the context of certain mathematical structures, such as graphs, has been bridged by recent developments of various kind of combinatorial limits, including graphons [2]. The main new idea here is that rather than considering a single finite graph, one considers an infinite sequence of graphs of increasing sizes. Through a conveniently chosen notion of convergence for such a sequence, one arrives to a continuous representation of the limit in the form of a measurable function, a graphon.

The discovery of graphons has revolutionised the way that discrete and continuous mathematics communicate and has had many applications, from theoretical computer sciences to statistical physics. Yet, this development has not yet been understood from the point of view of logic, which is a strong motivation to what we propose to do.
2 Abstract logics that deal with countable sequence of finite models.

For simplicity we shall only deal with models of relational vocabularies $\tau$ and, for this abstract, the reader may concentrate on graphs. We let $L_{\omega,\omega}(\tau)$ be the set of all FOL formulas obtained from $\tau$.

**Definition 2.1** A logic is a triple of the form $\Sigma = (L, |_{\Sigma}, S)$ where $|_{\Sigma} \subseteq S \times L$ and $S$ comes with a notion of isomorphism, usually understood from the context. We think of $L$ as the set or class of sentences of $\Sigma$, $S$ as a set or class of models of $\Sigma$ and of $|_{\Sigma}$ as the satisfaction relation.

We shall deal with several versions of the following idea, going back to the work of Karol Carp [3] on chain logic:

The idea in all the examples is that there is a non first-order element required to determine the truth in a countable
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We shall deal with several versions of the following idea, going back to the work of Karol Carp [3] on chain logic:

**Definition 2.2** A sequence model consists of a model $\mathfrak{A}$ of $\tau$ and an increasing sequence $\langle A_n : n < \omega \rangle$ of finite models of $\tau$ whose union is the universe $A$ of $\mathfrak{A}$.

Our logics $(L, |_{\Sigma}, S)$ will usually have $L$ which is a subset of the set of sentences of $L_{\omega,\omega}(\tau)$, but they will mainly differ by what we consider to be $S$ and how the notion of $|$ is defined. We give several examples.

**Definition 2.3**

- This is an instance of Karp’s chain logic. Here $S$ is formed of all sequence models but the notion of $|$ is changed to $|^{\Sigma}$, where for a sentence $\varphi$ of $L$, the notion $\mathfrak{A} |^{\Sigma} \varphi$ is defined by induction of complexity of $\varphi$. Everything is the same as in the Tarski’s definition of $|$, except in the case of the existential quantifier, where we have

  $\mathfrak{A} |^{\Sigma} (\exists x) \psi$ iff for some $n$, $A_n | (\exists x) \psi$.

- This is an example coming from the theory of graphons. It is given approximately since a proper development requires space. Here we consider for $S$ only those models $\mathfrak{A}$ obtained from sequences $\vec{G}$ of graphs that converge in the cut metric, and hence (by the theory developed in [2]) each of them uniquely defines a graphon $\Gamma(\vec{G})$. For $L$ we take those FOL sentences that are transferrable to graphons (a typical example would be a sentence bounding the homomorphism density $t(F, A_n)$ for a fixed graph $F$). Then we define

  $\mathfrak{A} |^{\Gamma} \varphi$ iff $\Gamma(\vec{G}) | \varphi$.

- This is an example coming from the work of Nešetril and Mendez (see [4] for the history and a didactic development), where the notion of first-order convergence of a sequence of finite first order structures is defined which to appropriate sequences of first order finite models $\mathfrak{A}$ associates a measure $\mu_\mathfrak{A}$. We can define $L = L_{\omega,\omega}(\tau)$, $S$ to be the family of all models $\mathfrak{A}$ obtained from sequences $\vec{A}$ of structures that converge in first-order convergence and then define the satisfaction relation by

  $\mathfrak{A} |^{\vec{A}} \varphi$ iff $\int_S 1_{K(\varphi)} d\mu_\mathfrak{A}$,

  where the notions $S$ and $K(\varphi)$ need to be properly defined.

The idea in all the examples is that there is a non first-order element required to determine the truth in a countable model: the knowledge of an infinite sequence, a measurable function or a measure. The talk will give a variety of results about these and other similar logics, for example with respect to the Chu order. It will investigate the implication between the position in the Chu order and the information carried through to the countable model $\mathfrak{A}$ and will explore the connection between this countable model and the uncountable structural limit in the cases that the latter is defined.
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This talk is in honour of Maurice Pouzet’s 75 birthday, who from our very first meeting in Lyon (in the 80’s) was able to pass on me his passion for ordered sets theory.

ABSTRACT

A cocomparability graph is a graph whose complement admits a transitive orientation. An interval graph is the intersection graph of a family of intervals on the real line. In this work we investigate the relationships between interval and cocomparability graphs. This study is motivated by recent results [1, 2] that show that for some problems, the algorithm used on interval graphs can also be used with small modifications on cocomparability graphs. Many of these algorithms are based on graph searches that preserve cocomparability orderings.

First we propose a characterization of cocomparability graphs via a lattice structure on the set of their maximal cliques. Using this characterization we can prove that every maximal interval subgraph of a cocomparability graph \( G \) is also a maximal chordal subgraph of \( G \). Although the size of this lattice of maximal cliques can be exponential in the size of the graph, it can be used as a framework to design and prove algorithms on cocomparability graphs. In particular we show that a new graph search, namely Local Maximal Neighborhood Search (LocalMNS) leads to an algorithm to find in linear time a maximal interval subgraph of a cocomparability graph which improves on the current state of knowledge. Although computing all simplicial vertices is known to be equivalent to the recognition of triangle-free graphs or boolean multiplication, see [3, 4], we will show that our structural insights in cocomparability graphs together with the definition of a new graph search, allow us to achieve linear time on this class of graphs.

Keywords: (co)-comparability graphs, interval graphs, posets, maximal antichain lattices, maximal clique lattices, graph searches.

This work [5] is devoted to the study of cocomparability graphs, which are the complements of comparability graphs. A comparability graph is simply an undirected graph that admits a transitive acyclic orientation of its edges. Comparability graphs are well-studied and arise naturally in the process of modeling real-life problems, especially those involving partial orders. For a survey see [6, 7]. We also consider interval graphs which are the intersection graphs of a family of intervals on the real line. Comparability graphs and cocomparability graphs are well-known subclasses of perfect graphs [6]; and interval graphs are a well-known subclass of cocomparability graphs [8]. Clearly a given cocomparability graph \( G \) together with an acyclic transitive orientation of the edges of \( \bar{G} \) (the corresponding comparability graph) can be equivalently represented by a poset \( P_G \); thus new results in any of these three areas immediately translate to the other two areas. In this paper, we will often omit the translations but it is important to keep in mind that they exist.

A triple \( a, b, c \) of vertices forms an asteroidal triple if the vertices are pairwise independent, and every pair remains connected when the third vertex and its neighborhood are removed from the graph. An asteroidal triple free graph (AT-
free for short) is a graph with no asteroidal triples. It is well-known that AT-free graphs strictly contain cocomparability graphs, see [6].

A classical way to characterize a cocomparability graph is by means of an umbrella-free total ordering of its vertices. In an ordering $\sigma$ of $V(G)$, an umbrella is a triple of vertices $x$, $y$, $z$ such that $x <_\sigma y <_\sigma z$, $xy$, $yz \notin E(G)$, and $xz \in E(G)$.

It has been observed in [9] that a graph is a cocomparability graph if and only if it admits an umbrella-free ordering. We will also call an umbrella-free ordering a cocomp ordering. In a similar way, interval graphs are characterized by interval orderings, where an interval ordering $\sigma$ is an ordering of the graph’s vertices that does not admit a triple of vertices $x$, $y$, $z$ such that $x <_\sigma y <_\sigma z$, $xy \notin E(G)$, and $xz \in E(G)$. (Notice that an interval ordering is a cocomp ordering).

This work studies the relationships shared by interval and cocomparability graphs and is motivated by some recent results:

- For the Minimum Path Cover (MPC) Problem (a minimum set of paths such that each vertex of $G$ belongs to exactly one path in the set), Corneil, Dalton and Habib showed that the greedy MPC algorithm for interval graphs, when applied to a Lexicographic Depth First Search (LDFS) cocomp ordering provides a certifying solution for cocomparability graphs (see [1]).
- A linear-time algorithm to compute a maximal matching for cocomparability graphs by Mertzios et al [10], based on a similar idea: preprocessing via a LDFS cocomp ordering. Other results within this framework can be found in [11].
- For the problem of producing a cocomp ordering (assuming the graph is cocomparability) Dusart and Habib showed that the multisweep Lexicographic Breadth First Search (LBFS)$^+$ algorithm to find an interval ordering also finds a cocomp ordering ([2]). Note that $O(|V(G)|)$ LBFSs could be used in the worst case to guarantee these results.

For all these results the algorithm for cocomparability graphs is an easy extension of some algorithm already proposed for intervals graphs. Easy algorithmic extensions but a new proof is always needed and sometimes is quite involved. From this remark, natural questions arise:

- Do cocomparability graphs have some kind of hidden interval structure that allows the “lifting” of some interval graph algorithms to cocomparability graphs?
- What is the role played by graph searches LBFS and LDFS and are there other searches/problems where similar results hold?
- What is the meaning of the greediness of all these algorithms?

As mentioned previously, interval graphs form a strict subclass of cocomparability graphs. It is also known that every minimal triangulation of a cocomparability graph is an interval graph [12, 13]. We show that we can equip the set of maximal cliques of a cocomparability graph with a lattice structure where every chain of the lattice forms an interval graph. Note that an old Theorem by Gilmore and Hoffman states that a graph $G$ is an interval graph if and only if the maximal cliques of $G$ can be linearly ordered so that for every vertex $x$, the cliques containing $x$ appear consecutively. Thus, through the lattice, a cocomparability graph can be seen as a special composition of interval graphs.

In particular, given a cocomparability graph $G$ with $P$ a transitive orientation of $\overline{G}$, the lattice $\mathcal{MA}(P)$ is formed on the set of maximal antichains of $P$ (i.e., the maximal cliques of $G$). A graph $H = (V(G), E(H))$ with $E(H) \subseteq E(G)$ is a maximal chordal (respectively interval) subgraph if and only if $H$ is a chordal graph and $\forall S \subseteq E(G) - E(H)$, $S \neq \emptyset$, $H' = (V(G), E(H) \cup S)$ is not a chordal (respectively interval) graph. We finally prove that every maximal interval subgraph of a cocomparability graph is also a maximal chordal subgraph.

Going back to graph searches, we can use the theory previously developed on the lattice $\mathcal{MA}(P)$. We present an algorithm Chainclique which on input a graph $G$ and a total ordering $\sigma$ of $V(G)$ returns an ordered set of cliques that collectively form an interval subgraph of $G$. We then introduce a new graph search (LocalMNS) that is very close to the classical Maximal Neighborhood Search (MNS) see [14] for a reference, which is a generalization of MCS, LDFS and LBFS. We show that Chainclique with $\sigma$ being a LocalMNS cocomparability ordering of $G$ returns a maximal interval subgraph of the cocomparability graph $G$; this algorithm also gives us a way to compute a minimal interval extension of a partial order. We also uses Chainclique to compute in linear time the set of all simplicial vertices in a cocomparability graph.
References


ABSTRACT

We survey three types of ordered differential fields with infinitely large and small elements: Hardy fields, transseries, and surreal numbers.

1 Introduction

Are there infinities that are “larger” than others? If so, how to carry out computations with infinite quantities, like $\infty + \infty$, $3\infty - \infty$, $\infty^2$, $\infty^{\infty}$? The mathematical study of this kind of questions started during the end of the 19th century.

On the one hand, Cantor introduced ordinal and cardinal arithmetic [6, 12], which allowed him to quantify the “size” of an infinite set. Slightly anterior to Cantor’s work, but less well known, du Bois-Reymond [9, 10] developed a “calculus of infinities” to deal with growth rates of real functions in one variable, representing their “potential infinity” by an “actual infinite” quantity.

At first sight, Cantor’s discrete infinities (generalizing natural numbers) and du Bois Reymond’s growth orders (generalizing real numbers) are of a very different nature. We will survey the subsequent developments of these theories and recent progress towards their ultimate unification [2].

2 From ordinals to surreal numbers

Ordinal numbers can be regarded as a generalization of natural numbers, where we are “allowed to count beyond all numbers that we already constructed”: $0, 1, 2, 3, \ldots, \omega, \omega + 1, \ldots, \omega \cdot 2, \omega \cdot 2 + 1, \ldots, \omega^2, \omega^2 + 1, \ldots, \omega^3, \ldots, \omega^\omega, \ldots$

In Conway’s theory of surreal numbers [7, 19], we may also construct numbers between already known numbers: given two sets $L < R$ of surreal numbers, there exists a simplest surreal number $\{L | R\}$ with $L < \{L | R\} < R$. This theory naturally extends Cantor’s theory of ordinal numbers:

$0 = \{\} | 1 = \{0\}, 2 = \{0, 1\}, \ldots, \omega = \{0, 1, \ldots\}, \omega + 1 = \{0, 1, \ldots, \omega\}, \ldots$

More interestingly, arithmetic operations on surreal numbers can be defined in a surprisingly elegant way, after which the class $\mathbb{No}$ of all surreal numbers turns out to be a totally ordered real closed field that contains $\mathbb{R}$. For instance:

$-1 = \{0\}, \omega - 1 = \{0, 1, \ldots, \omega\}, \frac{1}{2} = \{0|1\}, \frac{1}{\omega} = \left\{0, \frac{1}{4}, \frac{1}{2}, 1\right\}, \ldots$

An interesting question is which other real calculus operations “naturally” extend to the surreal numbers. For instance, Gonshor defined an exponential on $\mathbb{No}$ with the same first order properties as the usual exponential [13]. More recently, Berarducci and Mantova showed how to define a derivation with respect to $\omega$ on $\mathbb{No}$ [4].
3 Growth orders

Du Bois-Reymond’s ideas were put on a firm bases by Hausdorff [16] and Hardy [14, 15]. Hardy introduced the set of “logarithmic-exponential functions” such as
\[ e^{x+(\log x)^2+\sqrt{x}} + (\log x)^{\log(x-\sqrt{x}+3)} + 2\log x/\log\log x. \]

He proved the remarkable fact that the set of germs of such functions at infinity form a real closed differential field. This was later generalized by Bourbaki [5], who defined a Hardy field to be any field of germs at infinity that is stable under differentiation.

Another formal direction of generalization is to consider so-called “transseries”, which are infinite logarithmic-exponential expressions such as
\[ e^{e^{e^{e^{2^{2^x}}}}+6^{6^x}+\ldots} + \frac{e^{e^{e^{e^{2^{2^x}}}}+6^{6^x}+\ldots}}{x^2} + e^{e^{e^{e^{2^{2^x}}}}+6^{6^x}+\ldots} + \ldots + e^x \log \log x + \frac{1}{x} + \frac{1}{x^2} + \frac{1}{x^3} + \ldots. \]

Transseries were introduced independently by Dahn–Göring [8] and Écalle [11], and their theory was further developed in [17, 18, 1]. Again, it turns out that the class of all transseries forms a totally ordered differential field.

4 H-fields

We have now seen three types of real closed differential fields with infinitely large quantities: the surreal numbers, Hardy fields, and the field of transseries. In each of the three cases, it turns out that the derivation and the ordering satisfy additional compatibility properties like \( y > \mathbb{R} \Rightarrow y' > 0 \). The notion of an “H-field” captures the most obvious common first order properties of this kind.

The field of transseries \( \mathbb{T} \) also satisfies several less obvious first order properties such as the intermediate value theorem [18]: given a differential polynomial \( P \in \mathbb{T}[Y, Y', \ldots, Y^{(r)}] \) and \( u < v \) in \( \mathbb{T} \) with \( P(u)P(v) < 0 \), there exists a \( y \in (u, v) \) with \( P(y) = 0 \). An H-field is said to be “H-closed” if it satisfies this and a few other closure properties. The main result of [1] is that the elementary theory of \( \mathbb{T} \) is completely axiomatized by the axioms of H-closed H-fields. Moreover, we proved a quantifier elimination theorem for a natural expansion of this theory.

The language of H-fields allows us to make the relations between surreal numbers, Hardy fields, and transseries more precise. For instance, the ordered differential field of surreal numbers \( \mathbb{No} \) is elementary equivalent to \( \mathbb{T} \) [3]. We conjecture that the same holds for all maximal Hardy fields. We also conjecture that there exists a natural isomorphism between \( \mathbb{No} \) and a suitable field \( \mathbb{Hy} \) of “hyperseries”—a generalization of transseries with functions such as the solution of \( E_\omega(x+1) = \exp E_\omega(x) \). We refer to [2] for detailed statements and partial results.
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ABSTRACT

Two structures are called siblings, or equimorphic, if each embeds in the other. If they are infinite, these structures need not to be isomorphic. Yet finite substructures often play a large role in determining what these equimorphic structures are.

The main objective is to understand these equimorphic structures. In this direction a first step is often simply the ability to count them, and there two main conjectures relating the notions of equimorphy and isomorphy for infinite structures which are the motivation for this talk.

I will review some results obtained by Maurice and the Calgary group of Norbert Sauer, Robert Woodrow and myself during the last several years.

Keywords  Graphs, trees, relational structures, equimorphy, isomorphy.

Summary

A sibling of a given (relational) structure \( R \) is any structure \( S \) which can be embedded into \( R \), and vice versa. If \( R \) is finite, there is just one sibling. The famous Cantor-Bernstein-Schroeder Theorem states that this is the case even for infinite sets, structures in a language with pure equality: if there is an injection from one set to another and vice-versa, then there is a bijection between these two sets. The same situation occurs in other (categorical) structures such as vectors spaces, where embeddings are linear injective maps. But, as expected, it is not in general the case that equimorphic structures are isomorphic.

Thus, let \( \text{sib}(R) \) be the number of siblings of \( R \) (in its category), these siblings being counted up to isomorphism. There are a few main conjectures at the center of this investigation.

The first one is the Bonato - Tardif conjecture, often referred to as the Tree Alternative Conjecture.

Conjecture [Bonato - Tardif 06]
Any tree \( T \) has either infinitely many twins, or none.
That is \( \text{sib}(T) = 1 \) or \( \text{sib}(T) \geq \aleph_0 \).

Here, trees are connected (undirected) graphs without any cycle. Bonato and Tardif proved that the conjecture holds for rayless trees, that is trees not containing an infinite path (also called a ray).

In 2009, Tyomkyn proved that the tree alternative property for rooted trees. At the same time he conjectured a simple characterization for locally finite trees having infinitely many siblings.

Conjecture [Tyomkin - 09]
\( \text{sib}(T) \geq \aleph_0 \) for every locally finite tree \( T \) having a non-surjective embedding, except only for the infinite path.

In [5], we verified the Bonato - Tardif conjecture in the case of scattered trees (that is trees not containing a subdivision of the binary tree), and the Tyomkin conjecture in the case of locally finite scattered trees.
A related conjecture was proposed by Thomassé around 2000 regarding countable relational structures made of at most countably many relations.

**Conjecture [Thomassé - circa 2000]**

If $A$ is a countable relational structure, then $sib(A) = 1$, $\aleph_0$, or $2^{\aleph_0}$.

A ‘special’ case is that $sib(A) = 1$ or $sib(A) \geq \aleph_0$ for any relational structure $A$ (countable or not).

The above conjectures are connected through the following subtle observation. Every sibling of a connected graph is connected, just in case $G \oplus 1$, the graph obtained by adding to $G$ an isolated vertex is not a sibling; in particular every sibling of a tree $T$ (as a binary relational structure) is a tree if and only if $T \oplus 1$ is not a sibling of $T$. Hence, for a tree $T$ not equimorphic to $T \oplus 1$, the Bonato-Tardif conjecture and the special case of Thomassé’s conjecture are equivalent. On the other hand, if a tree $T$ is equimorphic to $T \oplus 1$, the number of siblings of $T$ is infinite and hence the special case of the Thomassé conjecture holds for those trees, and yet we do not know if the Bonato-Tardif conjecture holds.

The special case for graphs was considered by Bonato et al in [1], who proved it for rayless graphs. However both full cases of these conjectures remain unsolved for graphs, even in the case of loopless undirected graphs, and even for trees.

We verified the full conjecture for countable chains in [7], and the special case for any chain.

Further investigations of this conjecture naturally lead into the the structure of the automorphism group of the relational structure. One important case is when that group is oligomorphic, that is the number of orbits of $n$-element subsets of the base set is finite for every integer $n$.

In [6], we showed that the number of siblings of a countable relational structure with an oligomorphic automorphism group is either one or infinite. Moreover it is one exactly when the structure is finitely partitionable, that is there is a partition of the domain of the structure into finitely many blocks such that every permutation preserving each block is an automorphism of the structure. This generalizes a result of Hodkinson & Macpherson in [4] .

We will discuss these results, give some indication of the tools involved in their proofs, together with some recent directions and open problems.
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Traditionally, the trees studied in infinite graphs are trees of height at most $\omega$, with each node adjacent to its parent and its children (and every tree branch inducing a path or a ray). However, there is also a method, systematically introduced by Brochet and Diestel, of turning arbitrary well-founded order trees $T$ into graphs, such that every $T$-branch induces a generalised path in the sense of Rado. In this talk I will give a gentle introduction to this method and then describe three recent applications of order trees to infinite graphs, with relevance for well-quasi orderings, normal spanning trees and end-structure, the last two solving long-standing open problems by Halin.

Keywords Normal tree orders · normal spanning trees · well-quasi orderings · minor antichains

1 Overview

Given an order tree $(T, \leq)$, we say that a graph $G = (V, E)$ is a $T$-graph if $V = T$, the ends of any edge $e = tt'$ are comparable in $T$, and the neighbours of any $t \in T$ are cofinal in $\bar{t} := \{t' \in T : t' < t\}$. A $T$-graph $G$ is sparse if the down-neighbourhood $N_d(t) := N(t) \cap \bar{t}$ of any node $t$ is of order type $\text{cf}(\bar{t})$. These concepts have been introduced by Brochet and Diestel in [1]. The purpose of this contribution is to describe three recent applications of these $T$-graphs.

If a graph $G$ is (isomorphic to) a $T$-graph for some order tree $(T, \leq)$, we say that $(T, \leq)$ is a normal tree order for $G$. Not all graphs admit a normal tree order (consider an uncountable clique where every edge has been subdivided once) and it is an open problem to characterise the graphs which do.

Much more is known about which graphs admit a normal tree order $(T, \leq)$ where $(T, \leq)$ is a graph-theoretic tree (i.e. an order tree of height at most $\omega$). In this case, $T$ is called a normal spanning tree of $G$. This concept is due to Jung [2], who also offered a first characterization of graphs admitting a normal spanning tree. Another characterization has been conjectured by Halin [3]: Recall that a graph $G$ has countable colouring number if there is a well-order on $V(G)$ such that every vertex has only finitely many neighbours that precede it in this well-order.

Conjecture 1 (Halin). A connected graph $G$ has a normal spanning tree if and only if every minor of $G$ has countable colouring number.

As the first result, I will describe a recent proof of this conjecture [4]. Even though the statement is about normal spanning trees, the proof uses the theory of normal tree orders in its full generality.

From Halin’s conjecture, one obtains a forbidden minor characterization of the graphs admitting a normal spanning tree. Diestel and Leader have asked to classify the minor-minimal forbidden graphs in this list [5].

Problem 2 (Diestel and Leader). Classify the minor-minimal forbidden graphs for the property of having a normal spanning tree up to minor-equivalence.

Generalising the constructions of Thomas and Komjath that uncountable graphs are not well-quasi-ordered under the minor relation, as the second application I will describe a construction showing that any such list of forbidden minors
consistently contains arbitrarily large graphs, and in fact contains arbitrarily large antichains [6, 7]. These antichains consist of $T$-graphs for certain families of trees of height $\omega + 1$, using a topological idea of Stone about Baire spaces of uncountable weight from [8].

Finally, as the third application, a completely different topic: An end of a graph $G$ is an equivalence class of rays, where two rays $R$ and $S$ of $G$ are equivalent if and only if there are infinitely many vertex disjoint paths between $R$ and $S$ in $G$. The degree $\deg(\varepsilon)$ of an end $\varepsilon$ is the maximum cardinality of a collection of pairwise disjoint rays in $\varepsilon$, which is well-defined by Halin [9].

Given a family $\mathcal{R} = (R_i : i \in I)$ of disjoint equivalent rays $R_i$ in a graph $G$, we call a graph $H$ on $I$ a ray graph of $\mathcal{R}$ in $G$ if there exists a family $\mathcal{P}$ of independent $R$-paths\(^\text{1}\) such that for each edge $ij \in H$ there are infinitely many disjoint $R_i$–$R_j$ paths in $\mathcal{P}$. In [3], Halin proposed the following conjecture, with the aim of achieving a better understanding the combinatorics behind ends of large degree.

**Conjecture 3 (Halin).** For every end $\varepsilon$ of a graph $G$ there is a degree witnessing collection $\mathcal{R}$ of disjoint rays in $\varepsilon$ with a connected ray graph.

Halin’s conjecture is trivially true for ends of finite degree, and has been proven by Halin himself for ends of countable degree (the so-called Halin’s grid theorem). Despite numerous attempts, no further progress in Halin’s conjecture has been made up to now. Let $HC(\kappa)$ be the statement that Halin’s conjecture holds for all ends of degree $\kappa$.

Recently, we have clarified the truth of $HC(\kappa)$ for the first cardinals as follows [10]: $HC(\aleph_1)$ fails, $HC(\aleph_n)$ holds for all $2 \leq n \leq \omega$, $HC(\aleph_{\omega+1})$ fails again, and $HC(\aleph_{\omega+n})$ for $n \in \mathbb{N}$ with $n \geq 2$ is undecidable in ZFC. I will give an impression of our counterexamples which are built on certain $T$-graphs – in the case of $HC(\aleph_1)$ on a certain Aronszajn tree $T$, and in the case of $HC(\aleph_{\omega+n})$ on $T$-graphs arising from scales as in Shelah’s $pcf$-theory.

**References**
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\(^1\)Paths that have precisely their end vertices on $\bigcup \mathcal{R}$. 
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Large size and complex software now critically control and command airplanes, trains, cars and nuclear plants. This software interacts in real-time with a physical environment and is submitted to the highest certification standards because a bug can make the whole system crash. Synchronous programming was introduced in the eighties to develop these software in a rigorous manner. It was the foundation of several languages and tools, in particular the language Lustre invented by Caspi and Halbwachs. Lustre introduced the idea that a dedicated programming language, manipulating infinite streams and stream functions would allow to express directly the mathematical models of control theory, to simulate and verify them, and to translate them into executable code. This idea, radical for the time, was imposed in the development of most critical software. For example, Scade, a direct descendent of Lustre, is now used routinely to develop the most critical control software in airplanes, for example.

Synchronous programming is a perfect example of the fruitful collaboration between engineering practice of control systems, pure and applied mathematics, informatics and the science of software. In this talk, we will come back to the origin of Lustre, the link with the data-flow language Lucid and why synchrony was key for real-time programming. We will show some of the dedicated type systems that are incorporated in compilers like Scade to ensure important safety properties like determinacy and the ability to generate code that execute in bounded time and space. We will present some recent results, in particular the development of a formally verified Lustre compiler and the extension to deal with systems that mix discrete time and continuous time.
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ABSTRACT

A relational structure $U$ with $U$ as set of vertices is homogeneous if every isomorphism of a finite induced substructure of $U$ to a finite induced substructure of $U$ extends to an automorphism of $U$. See [1]. The relational structure $U$ is indivisible if for every colouring function $\gamma : U \rightarrow 2$ there exists an embedding $f$ of $U$ into $U$ for which $\gamma$ is constant on the image of $f$. It turns out that the property of being indivisible for a homogeneous relational structure $U$ is a property of the action of the automorphism group of $U$. Giving rise to a theory of indivisible subgroups of the symmetric group of a countable infinite set $U$. In my talk for the ALGOS 2020 meeting and for the occasion of Maurice Pouzet’s 75th birthday, I will discuss this situation as well as how to relate it to the existing literature.

Keywords: Groups acting on a countable infinite set · homogeneous structures · partition theory.

1 Embeddings, partitions, groups and homogeneous structures

Let $U$ be a countable infinite set and let $G$ be a subgroup of the symmetric group $\mathcal{S}(U)$ of $U$. A function $f$ of $U$ into $U$ is in the closure of $G$ relative to the pointwise-convergence topology if for every finite subset $F$ of $U$ there exists a function $g \in G$ which agrees with the function $f$ on the set $F$. Note that such a function $f$ has to be an injection and will be called an embedding of $G$. A copy of the group $G$ is the image of an embedding $f$ of $G$. Then $g \in G$ to $f \circ g \circ f^{-1}$ is a group action isomorphism. The group $G$ is closed if every bijection of $U$ which is in the closure of $G$ is an element of $G$. The closure of $G$ is the group $\overline{G}$ consisting of all embeddings of $G$ which are bijections of $U$. The group $G$ is indivisible if for every colouring function $\gamma : U \rightarrow 2$ there exists an embedding $f$ of $G$ into $G$ for which $\gamma$ is constant on the image of $f$. For details on the following facts see [2][3] and [4]. The group $G$ is closed if and only if there exists a homogeneous relational structure $U$ on $U$ whose automorphism group is $G$. The group $G$ is indivisible if and only if its closure is indivisible. A function $f$ is an embedding of $G$ if and only if it is an embedding of the closure of $G$. If $U$ is a homogeneous relational structure on $U$ then $f$ is an embedding of $U$ if and only if it is an embedding of the automorphism group of $U$. The homogeneous structure $U$ is indivisible if and only if the automorphism group of $U$ is indivisible.

Investigating the indivisibility property of a subgroup $G$ of $\mathcal{S}(U)$ and related properties such as weak indivisibility, age indivisibility, Ramsey degrees, the structure of its copies as well as the cardinality of the twins of the homogeneous structures with automorphism group $G$ goes well beyond classical group theory. See [3], [4], [5] and [6] for additional details. So far, those investigations do not seem to involve any classical group theory beyond elementary definitions. In this context the small index conjecture as well as the notions of EPPA and amalgamation should be mentioned. That is: Every subgroup of the automorphism group of the Rado graph of index less than continuum is open in the pointwise-convergence topology. See Hrushovsky [7] and for connections of those notions with Ramsey theory see [5]. For applications to topological dynamics see for example [8], [9] and [10].

In the talk, the notions for stating some results in the case of the automorphism groups of homogeneous structures of Henson type, see [11], will be introduced. In particular a necessary and sufficient condition for Henson type homogeneous structures to be indivisible will be discussed. See [4]. Special cases of Henson type homogeneous structures are...
for example the Rado graph, the random triangle free homogeneous graph, the $K_n$-free random homogeneous graph and the random homogeneous partial order. It is not completely trivial, but does not require an extensive proof, to verify that the Rado graph is indivisible. Similarly the order structure $\eta$ of the rationals is homogeneous. It is an interesting exercise to show that it is indivisible. The first deep result due to P. Komjáth and V. Rödl, see [12], stated that the random triangle free homogeneous graph is indivisible.

The action of the group $G$ on the $n$-tuples of $U$ produces again a subgroup of the symmetric group $S(U^n)$ of $U^n$. That is of a countable infinite set. Even if the subgroup $G$ of $S(U)$ is of Henson type the action of $G$ on $U^2$ is usually not of Henson type. Hence all of the notions of indivisibility etc. are much more difficult to analyse. For a result of this type in the case of the Rado graph see [13]. Using set theoretic methods Dobrinen obtained then a deep general result for the $K_n$-free random graphs, see [14]. See also [15].
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ABSTRACT

We generalize to binary structures a decomposition proposed by Sylvain Guillemot and Daniel Marx for permutations. We hence propose a measure of complexity, the twin-width of a graph. Twin-width interplays very nicely with topics popularized by Maurice Pouzet: decompositions based on homogeneous subsets, complexity of partial orders, free interpretation of relations, linear orders on vertices of relations, profile of ages, etc. We believe that many future connections can be established and hope that this talk will be the start of new developments.

1 Introduction

In 2014, Sylvain Guillemot and Daniel Marx proved that detecting a fixed permutation pattern $S$ in a permutation $P$ can be done in linear time $f(S) \cdot |P|$. When $S$ is 12345, this amounts to detect a 5-terms increasing subsequence in $P$, but $S$ can be much more tricky and many researchers believed before their proof that no $f(S) \cdot n^c$ algorithm could solve it for some fixed $c$. They invented for this a completely new (decomposition method / dynamic programming) technique, based on the classical treewidth trick: if $P$ does not contain $S$, then it admits a decomposition on which we can indeed efficiently prove that $P$ does not contain $S$. The engine of their method is the Marcus-Tardos theorem: if an $n \times n$ 01-matrix has $c \cdot n$ entries then there is an $f(c)$ partition of its columns $C_1, ..., C_{f(c)}$ and rows $R_1, ..., R_{f(c)}$, each $C_i$ and $R_j$ being consecutive subsets, such that every submatrix $C_i \times R_j$ contains a 1 entry (of course $f$ goes to infinity).

Since their approach was reminiscent of tree-width (also, Marcus-Tardos is strikingly close to "large linear degree implies large clique minor"), they asked for an extension of their method to other structures. We exactly follow their tracks and propose the notion of twin-width of a graph (and more generally of a matrix). Here are some remarks:

1) Twin-width is easy to define, it corresponds to the maximum degree of errors one can make, starting from a graph $G$ and iteratively contracting pairs of twins or near-twins (the sequence is called a twin-decomposition). For instance cographs are the graphs with twin width 0. More generally, bounded rank-width implies bounded twin-width.

2) A graph $G$ has bounded twin-width $k$ if and only if one can enumerate its vertices in such a way that its adjacency matrix $A_G$ does not have a large partition of its columns $C_1, ..., C_{g(k)}$ and rows $R_1, ..., R_{g(k)}$ (all parts being consecutive) such that every submatrix $C_i \times R_j$ is neither vertical (same column vector repeated) nor horizontal (same row vector repeated).

3) Using 2), one can prove for instance that strict minor closed classes of graphs, posets with bounded size antichains, strict classes of dimension two posets, strict classes of permutation graphs, all have bounded twin-width. Here "class" means closed under induced subgraphs.

4) Bounded twin-width is very resilient to operations, like of course taking complement, but also taking squares. For instance the square of a planar graph (add edges when distance is at most 2) has bounded twin-width. Much more generally, any first-order interpretation of a bounded twin-width graph has bounded twin width. It follows that for instance map graphs, or interval graphs with bounded number of lengths have bounded twin-width.
5) First Order model checking is linear when we have the twin-decomposition. For instance deciding if $G$ has diameter at most $k$, or domination number at most $k$, or an induced path of length $k$ can be done in $f(d, k)n$ time where $d$ is the twin width of $G$ (again if we have a decomposition).

6) The class of graphs with twin-width at most $d$ is small, i.e. there are $c^n.n!$ such labeled graphs on the vertex set $1, ..., n$. We conjecture that twin-width is exactly the right invariant to describe small classes, that is: a class is small iff its twin-width is bounded.

7) In view of 6), one can immediately derives that cubic graphs have unbounded twin-width. However, there are some (Bilu-Linial) cubic expanders with twin width at most 6, hence even for cubic graphs, the separation bounded/unbounded twin-width is unclear. In particular twin-width is an independent notion of nowhere dense.