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Abstract.

Inverse Wave Problems (IWPs) amount in non-linear optimization problems where

a certain distance between a state variable and some observations of a wavefield

is to be minimized. Additionally, we require the state variable to be the solution

of a model equation that involves a set of parameters to be optimized. Typical

approaches to solve IWPs includes the adjoint method, which generates a sequence

of parameters and strictly enforces the model equation at each iteration, and, the

Wavefield Reconstruction Inversion (WRI) method, which jointly generates a sequence

of parameters and state variable but does not strictly enforce the model. WRI is

considered to be an interesting approach because, by virtue of not enforcing the model

at each iteration, it expands the search space, and can thus find solutions that may not

be found by a typical adjoint method. However, WRI techniques generally requires

the tuning of a penalty parameter until the model equation is considered satisfied.

Alternatively, a fixed penalty parameter can be chosen but, in such case, it is impossible

for the algorithm to find a solution that satisfies the model equation exactly.

In the present work, we present a, to our knowledge, novel technique of WRI type

which jointly generates a sequence of parameters and state variable, and which loosely

enforces the model. The method is based on a Trust Region-Sequential Quadratic

Programming (TR-SQP) method which aims at minimizing, at each iteration, both

the residual relative to the linearized model and a quadratic approximation of the cost

functional. Our method approximately solves a sequence of quadratic subproblems by

using a Krylov method. The Hessian-vector product is computed using the second-

order adjoint method. The method is demonstrated on a synthetic case, with a

configuration relevant to medical imaging.

1. Introduction

Inverse Wave Problems (IWPs) appear in applications that include seismic imaging,

where it is commonly coined as Full Waveform Inversion (FWI) and aims at

reconstructing the distribution of elasticity parameters within a certain domain in

order to identify Earth’s composition, and medical imaging, where one tries to image

living tissues by characterizing, e.g., the bulk modulus and the mass density of a body.

IWPs typically involve solving a highly non-linear and ill-posed optimization problem

where one tries to minimize a certain distance d between observed wavefields uobs in a

subdomain of a domain Ω, and simulated wavefields usim(p) that satisfy a model equation

M(usim(p), p) = f in Ω, which involves a set of parameters p and an external source

term f . With these notations, the typical IWP can be formulated as such:

minimize
p ∈ P

Ĵ (p) := d(usim(p), uobs)

where M(usim(p), p) = f,
(1)

where the admissibility space P of parameters is to be specified. The functional Ĵ will

be designated as a reduced cost functional in the sequel. In the context of first-order

gradient-based minimization approaches, differentiating usim with respect to p can be

proven to be a convoluted task. However, it is possible to compute the gradient of
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Ĵ by using the so-called adjoint method, which was first introduced in the context of

optimal control theory [16], then applied to parameter identification [17] and later to

weather forecasting [18]. The adjoint method is also widely used in seismic imaging,

see Plessix [19] for an overview. Moreover, it is also possible to compute the product

between a direction p̃ and the Hessian of Ĵ by using the second-order adjoint method

[20, 22, 21]. It is thus possible to solve (1) with standard optimization methods, see [7,

Chapters 6, 8 and 9] for more details. By following the adjoint method, it is possible

to compute the gradient of Ĵ by solving two Partial Differential Equations (PDEs)

and to compute the product between a direction d̃ and the Hessian operator by solving

two additional PDEs. Hence some prefer to use quasi-Newton methods, which rely on

inexpensive approximations of the Hessian, instead. Alternatively, Van Leeuwen and

Herrmann proposed to relax the model equation [23]. More precisely, usim is not chosen

as the solution of the model equation but is rather free. Thus, this approach considers

both the wavefield u and the parameter p as degrees of freedom. In the remainder of this

article, the search space of such method is denoted as X := U× P, which is commonly

referred to as an “extended domain”. More precisely, Van Leeuwen and Herrmann

proposed to loosely enforce the model equation by adding a penalty function [23]. Such

method can be referred to as the Wavefield Reconstruction Inversion (WRI) method

and it can be written as the following optimization problem:

minimize
(u, p) ∈ U× P

Φ(u, p) := d(u, uobs) + σ g (M(u, p)− f), (2)

where, in addition to P, the state space U is also to be specified. In (2), the term g is often

referred to as the exterior penalty function and σ is referred to as the penalty parameter.

Van Leeuwen and Herrmann then extended their method to general PDE constrained

optimization problem [24], around the same time, a “discretize then optimize” penalty-

based method for general PDE constrained optimization problems was proposed by

Kaltenbacher [32], and, more recently, Aghamiry et al proposed a similar method [26]

specifically for the FWI problem. Van Leeuwen and Herrmann’s method use Newton’s

method and a linesearch to update the parameter p. It proceeds to update the wavefield

u by solving an optimization problem. The stopping criterion of Van Leeuwen and

Herrmann’s method relies on the norm of the Lagrange function associated with (1).

Thus, evaluating the stopping criterion requires to compute a Lagrange multiplier λ,

which is done by computing the residual of the model PDE. A new descent direction

along p is then computed from both u and λ. Whereas Aghamiry et al ’s method

updates both the wavefield u and by solving two optimization problems and then the

parameter p by solving another optimization problem. Penalty-based methods typically

require to start with a relatively low value σ and to increase it after each minimization.

However, Aghamiry et al choose a certain σ and do not update it. A compromise is thus

made between minimizing the misfit between the observed and the simulated data and

between satisfying the model equation. On the other hand, Van Leeuwen and Herrmann

proposes to increase the penalty parameter when the model residual becomes too large.

Hence the model equation is always solved upon convergence.
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In the present work, we choose a different road. We first reformulate IWPs as a

constrained optimization problem. We solve this optimization problem using the Trust

Region-Sequential Quadratic Programming (TR-SQP) method. TR-SQPs methods

have been applied to PDE constrained problems that arise in various fields of physics.

Most of them with a “discretize then optimize” approach, see [33, 36, 10, 35, 34], in

which the PDE constrained problem is first turned into a finite dimensional constrained

optimization problem and then solved. Alternatively, Ziems and Ulbrich proposed a TR-

SQP method that discretizes the problem first but solves it with techniques that do not

require any prior discretization [11]. However, such methods have never been applied to

FWI problems. Moreover, the method we propose is a fully “optimize then discretize”

method, which means that each step is derived as a function and then sampled on a

grid. Our method generates a joint sequence of parameters p, of simulated data usim

and of adjoint wavefields that, at convergence, satisfy the Karush-Kuhn-Tucker (KKT)

conditions of the constrained optimization problem. However, our method does not

strongly enforce the model equation at each iteration. Instead, it loosely enforces a

linearized model equation. Our method requires to solve a sequence of optimization

problem with a quadratic cost functional, a linearized model constraint and a Trust

Region (TR) constraint. This problem is solved by using the second-order adjoint

method. Our method presents the advantage of working in an extended search space,

while being globally convergent thanks to the TR constraint and to converge towards a

solution of the KKT system without the need for the adjustment of a penalty parameter.

We should underline that “globally convergent” is understood in the sense that the

method will reach a local minimum regardless of the starting condition. It does not

ensure that the method will reach the so-called global minimum nor the true parameter.

This paper is organized as follows. First, we introduce the PDE constrained

optimization problem considered for a generic model equation in Section 2 and describe

the TR-SQP method. The proposed approach is described in Section 3 and we then

proceed in Section 4 to give an application to an IWP, for which the model equation is

the scalar Helmholtz equation. Numerical results are finally presented and discussed in

Section 4.3.

2. Preliminaries

2.1. PDE constrained optimization problem

We start by rewriting the IWP as a constrained optimization problem where, for the

sake of notation, the state variable u ∈ U and the parameters p ∈ P have been gathered

into a single variable x := (u, p) ∈ X := U × P, with U and P being some Hilbert

spaces. Let J : U → R be our cost functional, M : X → V∗ be our model equation,

considering a dual space V∗ (in most applications V = U), and f ∈ V∗ be our source

term. Moreover, the model equation is typically given in a weak form as:

〈M(x)− f, v〉V∗,V = a(u, v;h(p))− `(v; f) = 0,
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where the duality product 〈·, ·〉V∗,V writes in terms of a bilinear form a and a linear

form `, which depend on the parameters p and source f , respectively. Moreover, h

is a function that ensures the positivity of the reconstructed parameters ‡. With this

formalism, the IWP can be written as the following constrained optimization problem:

minimize
x ∈ X

J (x) (3a)

subject to M(x) = f . (3b)

The Lagrangian function L : X×V∗∗ → R corresponding to (3) can be written as such:

L(x, λ) = J (x) + 〈M(x)− f, λ〉V∗,V, (4)

with V∗∗ = V so that λ ∈ V. Note that, until now we only considered real-valued

state variable u. In some cases, the governing PDE for our wavefiled is complex-valued.

In such case, we choose to consider the real and imaginary part of our wavefiled as

two separated state variables. Thus, our model equation, M, may involve a coupling

between the part of u that represents the real part of our wavefiled and between the

part of u that represents the imaginary part of our wavefiled. In such case, if we need to

solve the model equation, we can either solve a coupled PDE or solve a complex-valued

PDE with a complex-valued solution û. In practice, for the sake of performance, we

chose the latter option. The state variable u will then be retrieved from the real and

imaginary part of û.

2.2. TR-SQP approach

TR-SQP methods typically attempt to solve a non-linear optimization problem by

solving a sequence of Quadratic Programs (QPs) with both linear constraints and a

TR constraint. Each step is computed by solving a QP, referred to as subproblems, and

then evaluated by means of a merit function. If the step is good enough it is accepted,

while if it is not, then it is rejected and the TR radius is reduced. This section first

describes how to derive the TR-SQP subproblems. We then present a method that

allows us to solve each subproblem by solving a series of linear PDEs. Finally we

present the merit function we use in this work.

2.2.1. TR-SQP subproblems. The Sequential Quadratic Programming (SQP) method

consists in applying Newton’s method to the KKT optimality conditions of (3), with

steps dx = (xk+1 − xk) and dλ = (λk+1 − λk), which, after gathering some terms, leads

to the following system of equations:

DJ (xk) +DM∗(xk)λk+1 +D2
xxL(xk, λk)dx = 0, (5a)

M(xk)− f +DM(xk)dx = 0. (5b)

‡ Numerically, we do not need to ensure that h(p) is bounded from above. Hereafter, we thus choose

h(p) = exp(p). However, one can easily bound p both from above and from below by using, e.g., an

arc-tangent function.
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Note that in (5), one has DJ (x) ∈ X∗ and DM(x) : X → V∗ with adjoint

DM∗(x) : V→ X∗. Moreover, the second-order derivative satisfies D2
xxL : X× X→ R,

so that D2
xxL(xk, λk)dx ∈ X∗. The key point of the SQP method is to notice that, at a

given iterate k, equations (5) correspond to the optimality conditions of an optimization

problem with a quadratic cost functional and a linear constraint. TR-SQP methods add

an additional bound constraint on the variable dx to ensure that it is always possible (if

the model constraint and the TR constraint are compatible, i.e. the feasible set of (5)

is not empty) to find a bounded solution to the subproblem at each iterate (xk, λk). If

both constraints are not compatible, then Nocedal and Wright [7, Chapter 18.8], among

others, propose to relax the model equation. Each subproblem can thus be written as

such:

minimize
dx ∈ X

1

2

〈
D2
xxL(xk, λk)dx, dx

〉
X∗,X + 〈DJ (xk), dx〉X∗,X (6a)

subject to M(xk) +DM(xk)dx = f, (6b)

N (dx) ≤ ∆k, (6c)

with λk+1 in (5) corresponding to the Lagrange multiplier of (6), N being a norm on

X and ∆k ∈ R being the TR radius that will be updated depending on how good of a

step we find by solving (6). The process through which we determine if a step is good

or not will be described later on. Note finally that (6) may have an empty feasible

set. This problem can be overcome with an array of techniques (for an overview, see [7,

Chapter 18]). In the present work, we choose the Byrd-Omojokun approach [8], which

has proven useful in the context of PDE-constrained optimization [33, 36, 10, 35, 34, 11].

2.2.2. Computing a TR-SQP step. The Byrd-Omojokun approach consists in splitting

the step dx into two steps, namely the quasi-normal step dxn and the tangential step

dxt, as dx = dxn + dxt. Each of these steps are computed by solving a well posed QP.

We first compute dxn, a step that improves the feasibility of our solution. Such a step is

referred to as the quasi-normal step towards feasibility and is computed as the solution

of the following subproblem:

minimize
dxn ∈ X

‖M(xk) +DM(xk)dxn − f‖V∗ (7a)

subject to N (dxn) ≤ ζ∆k. (7b)

where ζ ∈ (0, 1) ensures that dxn is neither too small or too large relatively to dxt [7,

Chapter 18.8]. We then compute dxt, a step that improves the optimality of our solution.

This step is typically called the tangential step towards optimality and, assuming that

the solution to (7) has been found, then dxt is computed as the solution of the following
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subproblem:

minimize
dxt ∈ X

Qk(dxt) :=
1

2

〈
D2
xxL(xk, λk)dxt, dxt

〉
X∗,X +

〈
DJ (xk) +D2

xxL(xk, λk)dxn, dxt
〉
X∗,X

(8a)

subject to DM(xk)dxt = 0, (8b)

N (dxt)
2 ≤ ∆2

k −N (dxn)2. (8c)

Note that, dxn is called the quasi-normal step because, if both the TR constraint (6c)

and the linearized constraint (6b) are compatible, then dxn is the orthogonal projection

of the center of the TR onto the range of the linearized model equation. While the

tangential step dxt lies within the null-space of the linearized model equation. Thus, if

computed properly, dxn and dxt are orthogonal in the sense of the above. This is why,

the TR constraint (8c) is written as a sum between the norm of dxn and the norm of

dxt. Owing to the decomposition of x into u, the state variable, and p a set of model

parameters, and following [33, 36, 10, 35, 34, 11], we choose the following splitting:

dxn = (dun, 0) and dxt = (dut, dp). (9)

The advantage of such a splitting is that we usually have a solver for the linear model

DuM(u, p) to be used in (7). We can indeed compute a sufficiently good quasi-normal

step (i.e. a quasi-normal step that guarantees basic global convergence of the method)

by solving the following PDE:

DuM(uk, pk)dun = −(M(uk, pk)− f) (10)

and then scale the solution such that it satisfies (7b), see e.g. [9, 10, 11]. This allows us

to compute a satisfying enough approximate solution to (7) by simply solving a PDE.

Moreover, with (9), the tangential subproblem (8) can be written as a PDE constrained

optimization problem with the additional TR constraint (8c).

2.3. Evaluating a TR-SQP step

In the previous section, we have presented a way to solve the Trust Region Subproblems

(TRSs) for a given TR radius ∆k. However, Trust Region Methods typically requires

us to evaluate whether a step dx is acceptable or not. For unconstrained problem,

the goodness of a step k is evaluated by comparing the decrease of the quadratic

approximation of the cost functional, i.e. the predicted reduction predk(dx), to the

decrease of the cost functional, i.e. the actual reduction aredk(dx). If the ratio

ρk := aredk(dx)
predk(dx)

is sufficiently large, the step is accepted (i.e. xk+1 = xk + dx) and ∆k

may be increased. However, if ρk is to small, the step is rejected and ∆k is decreased.

The computation of aredk(dx) and of predk(dx) are detailed in Appendix B.
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Algorithm 1: TR-SQP

– Initialization:

Define first guess x0 = (u0, p0) and residual error ε

Estimate λ0

Set ∆0

Set ρ0 = 0, µ0 = 1 and choose thresholds ρmin and ρmax

Choose two constants γ1 < 1 < γ2

– Then: iterate until ‖∇L(uk, pk, λk)‖X×V ≤ ε

I. Repeat

1. Compute a quasi-normal step dxn = (dun, 0) by approximately

solving (10)

2. Compute a tangential step dxt = (dut, dp), see Algorithm 2

3. Evaluate dx = dxn + dxt
4. Evaluate the ratio ρk = aredk(dx)/predk(dx) from (B.2) and (B.3-B.4)

5. If ρ < ρmin then ∆k ← γ1∆k

6. Else

a. If ρ ∈ [ρmin, ρmax] then ∆k+1 = ∆k

Else if ρ > ρmax then ∆k+1 = γ2∆k

b. Break

II. Set xk+1 = xk + dx

III. Update Lagrange multiplier λk+1, see Section 3.3.2

2.4. Overview of TR-SQP and objectives

Let us now give, in Algorithm 1, a summary of the TR-SQP worklfow.

Remark 1 Note that ρmin and ρmax are some user-chosen thresholds that allow to

evaluate how good is a step. Typically one sets ρmin = 0.25 and ρmax = 0.75. Moreover,

γ1 and γ2 are also some user-chosen constants that dictate how to shrink and expand

the TR radius ∆. Typical values for these two constants are γ1 = 0.25 and γ2 = 2. In

most application, ∆0 = 1. However, if for some reasons, the norm of the solution x∗

to (3) is expected to be very large, because of a very large source term or a very large

computational domain for example, then ∆0 should be scaled appropriately for a faster

convergence, for example by setting ∆0 = ‖x0‖X.

Remark 2 In general, the choice of x0 is not crucial to the algorithm performances.

However, in the case of PDE constrained optimization, a natural choice for u0 is the

solution of the model equation (3b) given p0. The choice of p0 will highly depend on

the type of applications. As an example, in medical imaging p0 likely is chosen to be

homogeneous. However, in seismic tomography a better first guess is often required. A

natural choice for λ0 is the solution of the adjoint equation:

DuM∗(u0, p0)λ0 = −DuJ (u0, p0).



CONTENTS 9

Note that with such an initialization, the derivative in p of the Lagrange function (4) is

equal to the derivative of the reduced cost functional (1). However, after one iteration,

there is no reason to expect that both derivatives would be equal.

At step I.2 of Algorithm 1, we propose in the present article a, to our knowledge,

new way to compute the tangential step dxt that (i) does not require to approximate the

second order derivatives of Qk , (ii) nor rely on any prior discretization of the problem

considered. In this framework, our primary objective is to apply, as far as we know,

for the first time the TR-SQP method to the IWP with wavefield reconstruction. Our

secondary objective is to demonstrate that, by constraining the L2 norm of the gradient

of dp, we can achieve satisfactory results using the proposed approach even if we do not

have access to low frequency data.

3. Proposed method

3.1. Functional setting

In the present work, the norm on X = U× P to be used in (6) to define the TR radius

is defined as

N : x = (u, p) 7→ N (x) =
(
‖u‖2

L2(Ω) + ‖∇p‖2
L2(Ω)

)1/2
. (11)

Accordingly, a suited functional framework with WRI which corresponds to the choice

of the Hilbert spaces U = V = H1
0 (Ω)n and P = (H1

0 (Ω) ∩ L∞(Ω))
m

, in dimensions

n,m ∈ N to be specified. Note that the choice for P arises from the chosen norm used

for the TR constraint. This choice is rather pragmatic and motivated by the satisfying

reconstruction results it yields numerically, an issue that will be discussed in Section 4.3.

3.2. Computing a TR-SQP step

Let us first recall that the tangential subproblem (8) can be written as a PDE constrained

optimization problem with two variables, dut a wavefield and dp a set of parameters.

With such notations, (8) can be written as such:

minimize
dut ∈ U, dp ∈ P

Qk(dut, dp) (12a)

subject to DuM(uk, pk)dut = −DpM(uk, pk)dp, (12b)

‖dut‖2
L2(Ω) + ‖∇dp‖2

L2(Ω) ≤ ∆2
k − ‖dun‖2

L2(Ω), (12c)

where Qk is a quadratic functional that can be rewritten as such:

Qk(dut, dp) =
1

2

〈
D2
uuL(uk, pk, λk)dut, dut

〉
U∗,U +

1

2

〈
D2
upL(uk, pk, λk)dp, dut

〉
U∗,U

+
1

2

〈
D2
puL(uk, pk, λk)dut, dp

〉
P∗,P +

1

2

〈
D2
ppL(uk, pk, λk)dp, dp

〉
P∗,P

+
〈
DuJ (uk, pk) +D2

uuL(uk, pk, λk)dun, dut
〉
U∗,U

+
〈
DpJ (uk, pk) +D2

puL(uk, pk, λk)dun, dp
〉
P∗,P.
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Note that, unlike in the original problem (3), the model-based constraint (12b) is linear

in (dut, dp). More precisely, dp can be considered as the source term of a PDE system

whose solution is dut. A standard technique to solve this problem is to introduce a linear

solution operator S such that dut = S(dp), i.e. dxt = (S(dp), dp) satisfies the model

equation (12b). Note that, by introducing said solution operator, the TR constraint

(12c) may be relaxed. Constraining the norm of S(dp) can prove to be tricky, yet we

can assume without loss of generality that S is a bounded operator, i.e., in accordance

with (11), there exists a constant α > 0 so that

‖S(dp)‖2
L2(Ω) ≤ α‖∇dp‖2

L2(Ω).

More intuitively, the model equation (12b) ensures that if the norm of dp decreases, then

the norm of S(dp) decreases too. Note that α should be adjusted on the fly. Indeed,

if left unchecked, the norm of dut could be too large compared to dun, which could be

detrimental to the convergence of the method. For the above mentioned reasons, we

rewrite our tangential subproblem using a reduced cost functional Q̂k : P→ R as:

minimize
dp ∈ P

Q̂k(dp) := Qk(S(dp), dp) (13a)

subject to ‖∇dp‖2
L2(Ω) ≤ ∆̃2

k :=
∆2
k − ‖dun‖2

L2(Ω)

(1 + α)
. (13b)

Let us first recall that, Qk is a quadratic functional. Moreover, the solution operator S

is linear. This means that Q̂k can be written as follows:

Q̂k(dp) =
1

2
(dp,Hkdp)P + (gk, dp)P,

with (·, ·)P being an inner product on P, in our case, the L2(Ω) inner product, and where

gk is the gradient of the reduced functional Q̂k evaluated at zero, while Hk is its Hessian,

which is constant in dp. While the computation of the gradient and Hessian of Qk is

straightforward, this of gk and, especially, Hk can be cumbersome because the solution

operator S enters the definition of Q̂k. Thankfully, the gradient of the reduced functional

can be computed by using the adjoint method, and the product between a direction dp

and Hk can be computed with the so-called second-order adjoint method [22, 21]. In

optimization, problems such as (13) are often labeled as TRSs. This sort of problems

have been extensively studied (at least in finite dimensions) and various methods have

been developed to solve them, see e.g. [7, 1]. Let us recall that, in our case, we do

not want to compute explicitely the Hessian operator Hk. A method that only rely on

computing the product between Hk and a direction d ∈ P is thus required to solve the

reduced tangential subproblem (13). Such methods includes the Truncated Conjugate

Gradient (TCG) method [4] and the Generalized Lanczos Trust Region (GLTR) method

[2]. The TCG simply performs Conjugate Gradient (CG) iterations until a negative

curvature direction is found or until the TR constraint is no longer satisfied. In such

case, the TCG computes an approximate solution on the boundary of the TR by using
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the current descent direction. The GLTR uses Lanczos iterations to project the TRS

onto a finite dimensional Krylov subspace in which the Hessian is a small tri-diagonal

matrix. In such a subspace, it is possible to use the Moré-Sorensen method [6] for a

relatively low cost. Gould et al also note that the Lanczos iterates can be retrieved

from CG iterations. It is thus possible to use the CG iterations, as long as they do not

breakdown and then switch to the Moré-Sorensen method [2].

We should mention that, in order to ensure the global convergence of the TR-SQP,

the tangential step must provide of fraction of the Cauchy decrease condition associated

with the TRS (13), see [10, 11]:

Q̂k(0)− Q̂k(dp) ≥ κ1‖gk‖Pmin
{
κ2‖gk‖P, κ3∆̃k

}
(14)

where κ1, κ2 and κ3 are positive constants independent of k. Using a reasoning similar to

that of Heinkenschloss et al [10], we note that the GLTR method generates a sequence

of steps {dpk}k=0...kmax , where dpk are spawned by a k-order Krylov subspace. Hence, by

construction, dp0 is the Cauchy point and thus satisfies the Cauchy decrease condition.

Furthermore, the sequence {Q̂k(dpk)}k=0...kmax is nonincreasing, see [3, Theorem 4.6].

Hence, the dp computed with the GLTR satisfies (14) and is thus compatible with the

convergence condition for the TR-SQP method.

By using the adjoint method (see Appendix A for more details), we find that the

gradient of the reduced functional Q̂k can be written as such:

DQ̂k(dp) = DdpQk(S(dp), dp) +DpM∗(uk, pk)Sadj(dp), (15)

where S(dp) and Sadj(dp) correspond respectively to the solutions of the following PDEs:

DuM(uk, pk)S(dp) +DpM(uk, pk)dp = 0, (16a)

DuM∗(uk, pk)Sadj(dp) +DS(dp)Qk(S(dp), dp) = 0 (16b)

and where M∗, the adjoint model equation, and DpM(uk, pk) the derivative of the

model equation with respect to p, are defined below. Note that, when using the TCG

and the GLTR methods, we need to compute the gradient of the reduced functional Q̂k

only at zero, which leads to some simplifications:

gk := ∇Q̂k(0) = ∇dpQk(0, 0) +∇p [M(uk, pk)Sadj(0)] , (17)

with the following abuse of notation:

(∇p [M(uk, pk)Sadj(0)] , p̃)P = 〈DpM∗(uk, pk)Sadj(dp), p̃〉P∗,P ∀p̃ ∈ P.

It is thus unnecessary to solve the state equation (16a). Now, by using the second-order

adjoint method (see Appendix A for more details), we find that the product between a

direction d ∈ P and the Hessian Hk of the reduced functional Q̂k can be written as:

Hkd = ∇p [M(uk, pk)µadj] +∇2
dp dutQk(dut, dp)µ+∇2

dp dpQk(dut, dp)d, (18)
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where ∇2
dp dut

Qk(dut, dp) is a linear application from U to P defined such that

∇2
dp dut

Qk(dut, dp)µ is the Riesz representant of D2
dp dut

Qk(dut, dp)µ for all µ ∈ U, and

likewise for ∇2
dp dpQk(dut, dp) and where µ and µadj are solution of the two following

equations:

DuM(uk, pk)µ =−DpM(uk, pk)d, (19)

DuM∗(uk, pk)µadj =−D2
dut dpQk(dut, dp)d−D2

dut dutQk(dut, dp)µ. (20)

Note that, since Qk is a quadratic functional, its second derivatives are constant with

respect to du and dp. Hence, since the solution operator S is linear, the product between

a direction d and the Hessian of the reduced cost functional Q̂k is constant in dp.

3.3. Summary of the proposed method

3.3.1. Computation of the tangential step. The proposed method proceeds as follows:

Algorithm 2: Step I.2 of Algorithm 1

Computation of the tangential step dxt = (dut, dp)

I.2.a Initialization of the GLTR method: compute the gradient of Q̂k at zero.

(i) Compute Sadj(0) by solving (16b)

(ii) Compute gk according to (17)

I.2.b Each iteration of the GLTR method: Apply the Hessian of Q̂k to d ∈ P.

(i) Compute µ as the solution of (19)

(ii) Compute µadj as the solution of (20)

(iii) Compute Hkd according to (18)

I.2.c After convergence of the GLTR method: Let dp be an approximate solution to (13)

(i) Compute S(dp) by solving (16a)

(ii) Return dxt = (S(dp), dp)

In Section 4, will see how it is implemented on an IWP.

3.3.2. Updating the Lagrange multiplier. At step III of Algorithm 1, the new Lagrange

multiplier λk+1 should ideally satisfy (5a). However, rewriting (5a) in (du, dp) makes it

clear that it amounts in the following over-determined system:

DuJ (uk, pk) +DuM∗(uk, pk)λk+1 +D2
uuL(uk, pk, λk)du+D2

upL(uk, pk, λk)dp = 0,

(21a)

DpJ (uk, pk) +DpM∗(uk, pk)λk+1 +D2
upL(uk, pk, λk)du+D2

ppL(uk, pk, λk)dp = 0.

(21b)

For finite dimensional problems, λk+1 is typically computed as the solution to (21).

However, when dealing with infinite dimensional problems this requires to minimize

the sum of squared norms of operators, which is not a trivial task. It is possible to
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circumvent this by choosing λk+1 as Sadj(0), see [11]. We posit that Sadj(dp), with dp

being the solution to the tangential subproblem (13) is a better choice. Indeed, since

du = dun + S(dp), we can rewrite (16b) as such:

DuJ (uk, pk) +DuM∗(uk, pk)Sadj(dp) +D2
uuL(uk, pk, λk)du+D2

upL(uk, pk, λk)dp = 0.

Similarly, (15) can, be written as such:

DpJ (uk, pk)+DpM∗(uk, pk)Sadj(dp)+D
2
upL(uk, pk, λk)du+D2

ppL(uk, pk, λk)dp = DQ̂k(dp).

Thus, choosing λk+1 as Sadj(dp) ensures that (21a) is exactly solved and that the

error we commit in (21b) is ‖DQ̂k(dp)‖P∗ as opposed to ‖D2
uuL(uk, pk, λk)S(dp) +

D2
upL(uk, pk, λk)dp‖U∗ + ‖D2

upL(uk, pk, λk)S(dp) + D2
ppL(uk, pk, λk)dp − DQ̂k(dp)‖P∗ if

we had chosen λk+1 as Sadj(0). This is interesting because, since the norm of DQ̂k(dp)

is used as a convergence criterion when solving (13), it is expected to be small if we

have successfully solved the tangential subproblem (13).

4. Application example to an IWP

4.1. Setting

In the present work, we apply our method to an IWP in acoustics and for a two-

dimensional configuration that relates in particular to medical imaging. More precisely,

we consider an infinite domain in which an object to be reconstructed is placed. The

medium is characterized by its mass density ρ and bulk modulus κ. The said object is

illuminated by a collection of external harmonic sources {f̂ `s}, at a set of frequencies

{ω`} and locations {xs}, each giving rise to an observable acoustic pressure field û`sobs

that is governed by the following PDE:

−∇ ·
(

1

ρ(x)
∇û`sobs(x)

)
− ω2

`

1

κ(x)
û`sobs(x) = f̂ `s ∀x ∈ R2,

which is typically obtained by taking the Fourier transform of the time-domain wave

equation, and satisfies the Sommerfeld radiation condition. Note that, in most

applications, the source term can be written as follows:

f̂ `s = a(ω`)δ(x− xs),

for point sources at {xs} with amplitude a(ω`). Moreover, in medical imaging, the

sources can generally be placed around the Region of Interest (ROI), while in seismic

imaging they are constrained to be located at the top of the domain. Also note that,

instead of working with complex-valued pressure fields, we introduce the following real-

valued pressure field u`s = (u`s0, u`s1) ∈ H1
0 (Ω)2, where u`s0 (resp. u`s1) represents the

real part (resp. the imaginary part) of û`s. A similar operation is carried out with f̂ `s

and û`sobs In this specific example, we further assume the mass density constant with
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ρ(x) = ρ0 and we only aim at inverting for κ(x) within a certain subdomain ΩI ⊂ R2.

To do so, one considers some pointwise receptors {xr} positioned around the ROI and

one quantifies the misfit between the observed field and a simulated pressure field û`s,

for each source and frequency with the following cost functional:

J (u, p) =
∑
`,s,j

∫
Ω

(J ◦ [u`sj − u`sjobs])(x)R(x) dx. (22)

In most applications, the cost functional is simply the sum of the squared difference

between uobs and u at each receptor. In such case, we have:
J(ν) = ν2,

R(x) =
∑
r

δ(x− xr).

Note that, in our application, the cost functional depends upon u and not on p. However,

in some application, some regularization parameter can be added in order to penalize

certain solutions. In such case, the cost functional may depends of p as well. Moreover,

instead of working in an infinite medium, the computational domain is truncated using

Perfectly Matched Layers (PMLs). We thus work in a finite domain Ω = ΩPML ∪ ΩI,

with ΩPML ∩ ΩI = ∅ and impose homogeneous Dirichlet conditions on ∂Ω. Normally,

with such a boundary condition, a wave reaching ∂Ω would be reflected. However a

change of variable is performed within ΩPML ensuring that a wave going through ΩPML

will not be reflected on its outer boundary. In such a framework, our complex-valued

model equation can be written as such:

−∇̃ ·
(

1

ρ(x)
∇̃û`s(x)

)
− ω2

` (h ◦ p)(x)û`s(x) = f̂ `s(x) ∀x ∈ Ω

û`s(x) = 0 ∀x ∈ ∂Ω,

(23)

where ∇̃ is a modified differential operator that arises from the change of variable that

occurs within the PML, i.e.

∇̃ =

(
1

γx

∂

∂x
,

1

γy

∂

∂y

)T
.

Note that, within the PML the terms γx and γy are complex-valued functions, whereas

outside of the PML one has γx = γy = 1 and ∇̃ reduces to the standard differential

operator ∇. The reader may refer to Bermúdez et al for more details on these functions

[27]. Rewriting (23) as a coupled PDE whose variables is u`s = (u`s0, u`s1) ∈ H1
0 (Ω)2

and integrating against the test function v`s = (v`s0, v`s1) ∈ H1
0 (Ω)2, we get the model

equation for (u, p) as the following weak form:

〈M(u, p)− f, v〉V∗,V =
∑
`,s

∫
Ω

{
1

ρ0

(∇u`s)TA∇v`s − ω2
` (h ◦ p)u`s · v`s − f `s · v`s

}
dx

∀v = {v`s}`,m ∈ V, (24)
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with p ∈ P being the set of targeted model parameters and h : R → R+ ensuring that,

regardless of the values of p(x), the reconstructed bulk modulus κ(x) will be positive

in R2. Note also that, due to the chosen discretization, p(x) is ensured to be bounded.

Note that, outside of the PML, Re[ 1
γx

] = Re[ 1
γy

] = 1 and Im[ 1
γx

] = Im[ 1
γy

] = 0. Thus,

outside of the PML, A is equal to the identity matrix, and within the PML, A is a two

by two block matrix that represents the above mentioned change of variable. Note that,

in practice, solving (24) may prove to be inefficient because of the coupling between

u`s0 and u`s1. We thus solve (23) by using the finite element method with complex

variables. This is only a computational trick and it is not relevant to the behavior of

the reconstruction algorithm. Within the proposed framework, at a given iterate k, the

quadratic functional Qk : U× P→ R can be written as such:

Qk(dut, dp) =
∑
`,s,j

∫
Ω

{((
J ′ ◦ u`sjk

)
du`sjt +

(
J ′′ ◦ u`sjk

)
du`sjt

[
du`sjn +

1

2
du`sjt

])
R

−ω2
`

(
(h′ ◦ pk)dp

[
du`sjt + du`sjn

]
+

1

2
(h′′ ◦ pk)dp2 u`sjk

)
λ`sjk

}
dx.

Note that, in the proposed framework, DpJ(u, p) = 0 for all (u, p) ∈ X. Thus, for the

sake of concision, some simplifications were made.

4.2. Steps of the proposed method

We now proceed with a description of the key points of the computation of the tangential

step dxt and the quasi-normal step dxn in the proposed method. We assume here that

(uk, pk, λk) is given .

4.2.1. Computing the quasi-normal step. As previously stated, by setting dxn =

(dun, 0), one can compute a decent enough solution to (7) by solving the following

direct equation:∫
Ω

{
1

ρ0

(∇[u`sk + du`sn ])TA∇v`s − ω2
` (h ◦ pk)[u`sk + du`sn ] · v`s

}
dx =

∫
Ω

f `s · v`sdx

∀v`s ∈ H1
0 (Ω)2 ∀`, s.

The solution dun = {du`sjn }`,s,j is then scaled such that (7b) is satisfied. More precisely,

each du`mn is scaled such that, globally, ‖dun‖ ≤ ζ∆.

4.2.2. Computing the tangential step. As mentioned above, we can compute the

tangential step by solving (13) with the GLTR method. For this purpose, we need

to compute the gradient gk of the reduced cost functional Q̂k and the product Hkd

between a direction d ∈ P and the Hessian of the former. From (17), we find that the

term gk of the reduced functional Q̂k can be written as the sum between the following
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two terms: 
∇dpQk(0, 0) = −

∑
`,s,j

ω2
` (h
′ ◦ pk)du`sjn λ`sjk ,

∇p [M(uk, pk)Sadj(0)] = −
∑
`,s,j

ω2
` (h
′ ◦ pk)u`sjk Sadj(0)`sj.

The term, gk can thus be written as such:

gk = −
∑
`,s,j

ω2
` (h
′ ◦ pk)

(
u`sjk Sadj(0)`sj + du`sjn λ`sjk

)
, (25)

where, for all `, s, the term S`sadj(0) = (S`s0adj(0), S`s1adj(0)) ∈ H1
0 (Ω)2 is the solution of the

following adjoint equation:∫
Ω

{
1

ρ0

(∇S`sadj(0))TAT∇ũ`s − ω2
` (h ◦ pk)S`sadj(0) · ũ`s

}
dx =

∫
Ω

f `sadj · ũ`sdx

∀ũ`s ∈ H1
0 (Ω)2 ∀`, s, (26)

where, for all `, s, one has f `sadj = (f `s0adj , f
`s1
adj ) ∈ L2(Ω)2 and this source term is derived

from both the gradient and the Hessian matrix of the cost functional (22) as:

f `sjadj = −
[
(J ′ ◦ u`sjk ) + (J ′′ ◦ u`sjk )du`sjn

]
R.

Note that, in practice, similarly to the direct equation, instead of solving (26), we solve

the equation adjoint to (23) by using the finite element method with complex variables

and with f̂adj = (f `s0adj + if `s1adj ) as the source term. Similarly, from (18), we find that

the product between the Hessian operator and a direction d ∈ P can be written as the

following three terms:

∇p [M(uk, pk)µadj] = −
∑
`,s,j

ω2
` (h
′ ◦ pk)u`mnk µ`sjadj,

∇2
dp dutQk(dut, dp)µ = −

∑
`,s,j

ω2
` (h
′ ◦ pk)µ`sjλ`sjk ,

∇2
dp dpQk(dut, dp)d = −

∑
`,s,j

ω2
`u

`sj
k λ`sjk (h′′ ◦ pk)d.

The quadratic term, Hk can thus be written as such:

Hkd = −
∑
`,s,j

ω2
` (h
′ ◦ pk)

(
u`sjk µ`sjadj + µ`sjλ`sjk

)
+ ω2

`u
`sj
k λ`sjk (h′′ ◦ pk)d, (27)

where µ`s ∈ H1
0 (Ω)2 is, for all `, s, the solution of the following direct equation:∫

Ω

{
1

ρ0

(∇µ`s)TA∇v`s − ω2
` (h ◦ pk)µ`s · v`s

}
dx =

∫
Ω

ω2
` (h
′ ◦ pk)d u`sk · v`sdx

∀v`s ∈ H1
0 (Ω)2 ∀`, s
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and where µ`sadj ∈ (H1
0 (Ω))2 is, for all `, s, the solution of the following adjoint equation:∫

Ω

{
1

ρ0

(∇µ`sadj)
TAT∇ũ`s − ω2

` (h ◦ pk)µ`sadj · ũ`s
}

dx =

∫
Ω

f `sadj2 · ũ`sdx

∀ũ`s ∈ H1
0 (Ω)2 ∀`, s

where, for all `, s one has f `sadj2 = (f `s0adj2, f
`s1
adj2) ∈ L2(Ω)2 and this source term can be

written as such:

f `sjadj2 = ω2
` (h
′ ◦ pk)d λ`sjk − (J ′′ ◦ u`sjk )µ`sjR.

Note that µ (respectively µadj) satisfies the wave equation whose source term quantifies

how the residual of the model equation (23) (respectively the adjoint equation

corresponding to (23)) varies when the coefficients (h ◦ pk) vary along the direction

d. Finally, once dp has been found, dut is computed by applying the solution operator S

to dp. In this specific framework, this is done by solving the following direct equation:∫
Ω

{
1

ρ0

(∇du`st )TA∇v`s − ω2
` (h ◦ pk)du`st · v`s

}
dx =

∫
Ω

ω2
` (h
′ ◦ pk)dp u`sk · v`sdx

∀v`s ∈ H1
0 (Ω)2 ∀`, s.

Upon solving (13) with the GLTR method, we need to compute the linear term of the

reduced cost functional Q̂k with (25). Then at each iteration of the GLTR algorithm,

given a direction d ∈ P, we need to compute the product with the Hessian of the reduced

cost functional with (27).

4.2.3. Updating the Lagrange multiplier. The new lagrange multiplier, λk+1 = Sadj(dp),

is then computed by solving the following adjoint equation:∫
Ω

{
1

ρ0

(∇λ`sk+1)TAT∇ũ`s − ω2
` (h ◦ pk)λ`sk+1 · ũ`s

}
dx =

∫
Ω

f `smult · ũ`sdx

∀ũ`s ∈ H1
0 (Ω)2 ∀`, s

where, for all `, s one has f `smult = (f `s0mult, f
`s1
mult) ∈ L2(Ω)2 and this source term is derived

from both the gradient and the Hessian operator of the cost functional (22) as:

f `sjmult = ω2
` (h
′ ◦ pk)dp λ`sjk ũ`sj −

[
(J ′ ◦ u`sjk ) + (J ′′ ◦ u`sjk )(du`sjn + du`sjt )

]
R.

Note that, if dp = 0, then f `sjmult = f `sjadj for all `, s.

Remark 3 TR-SQP algorithms can be globally convergent under certain assumptions

(see Dennis et al [14] for the general case and Heinkenschloss et al [10] and Ziems

and Ulbrich [11] for the PDE constrained optimization case. However, this requires the

solution operators S and Sadj to be uniformly bounded, which, to our knowledge, is not

the case for the Helmholtz equation. Note that this is an intrinsic feature of the problem

under consideration that also applies to other optimization methods.
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4.3. Results and discussion

4.3.1. Forward simulations. We assess in this section the performances of the proposed

method on a synthetic example with a configuration notably relevant to medical imaging.

Our results are also compared to a standard method that uses the adjoint method to

compute the gradient of the reduced functional Ĵ and compute a descent direction with

the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) method. Following

Bernard et al, who studied several possible configurations in medical imaging [28], we

choose to take what they determined to be the optimal configuration for the IWP. The

sources and receptors surround the object so as to have a regime of both transmitted and

reflected waves. In addition, as suggested in the paper, we have used fewer sources than

receivers because the cost of the method depends directly on the number of sources. We

used enough receivers to sample the wavefield correctly. We assumed the source term

as known and used the latter in the inversions. In experimental cases, full knowledge of

the source term may require an additional inversion to properly represent the radiation

pattern of the source term and the temporal source function. This can be done as

a pre-processing step by making measurements in the reference media (e.g. water).

Another possible solution is to define a cost functional independent of the source term

(e.g. Bachmann and Tromp [29]) in order to be unaffected by possible artifacts coming

from the lack of knowledge of this term. The testing configuration is as follows: we

aim at reconstructing a bulk modulus distribution κ(x) that characterizes an unknown

object, which is embedded within a homogeneous background domain, thus defining

a parameter to optimize p ∈ P such that p(x) = − lnκ(x) to ensure a positivity

constraint. We consider strong contrasts, the sought objects has two components,

which have respectively a 50% and 100% contrast compared to the reference medium.

Moreover these components are close enough to produce multiple scattering effects.

While the mass density is assumed to be uniform within the whole domain, with ρ0 = 1,

the targeted bulk modulus is the heterogeneous distribution shown Figure 1-1, with

κ(x) = κ0 = 2 for the homogeneous background medium. The said object is monitored

using 8 sources and 128 receptors positioned in circle around it and the ROI, denoted ΩI,

is defined as a 2 m by 2 m box. The computational domain Ω itself is divided into three

subdomains: ΩI
p where p is inverted, ΩI

p0
where p is considered to be homogeneous with

p(x) = p0 and so that ΩI = ΩI
p ∪ ΩI

p0
, and the PML region ΩPML, which ensures that

waves are not reflected once they reach ∂Ω. Figure 1-2 shows the mesh used to solve

the direct problem with a different color for each of these subdomains. Synthetic data

is generated using the finite element method on a 75× 75 grid with P 6 shape functions,

while ω` together with the associated wavelengths (within the background medium) are

chosen as in Table 1. Doing so, the wavelength of the probing wave corresponds to,

for the first frequency, roughly the diameter of the object and for, the tenth frequency,

roughly a tenth of the diameter of the objects.

The sources are driven using a single time-domain signal, which is defined as a

Gaussian function multiplied by a sinus function, see Figure 2-1). This master signal is
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Figure 1: Test case considered 1) The map of parameter κ that characterizes the

targeted object. In blue, the 128 receptors disposed around the object that we are

trying to recover. In green, the 8 sources disposed around said object. 2) The mesh

of our computational domain Ω. In red ΩI
p where p is not homogeneous. In green, ΩI

p0

where p is homogeneous. In blue ΩPML where we placed the PMLs so that the wave

propagated through our medium are not reflected upon reaching the boundaries of our

computational domain.

ω` 14 28 42 56 70 84 99 113 127 141

wavelength 0.63 0.31 0.21 0.16 0.13 0.11 0.09 0.08 0.07 0.06

Table 1: Chosen set {ω`} with associated wavelength in the background medium.
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Figure 2: Here we show our source term in both time and frequency domains. 1) The

source term in the time domain, displayed, for the sake of clarity from t = 0.68 s to t

= 0.72 s. Note that the source was computed from t = 0 s to t = 20 s so that the DFT

of the signal is properly sampled. 2) The modulus of the source term in the frequency

domain.

computed on a time window that ranges from t = 0 s to t = 20 s, and the time-harmonic
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source signals are extracted from its DFT. This master signal is selected so that all of

the exciting sources have comparable amplitudes (c.f. Figure 2-2)), thus ensuring that

all of the generated data would contribute significantly to the inversion. Figure 3 shows

solutions of the forward problem that are computed for some frequencies originating

from the master signal. The data set considered is obtained by sampling the solution

of the forward problem at each receptor xr, for each frequency ω` and for each source

location xs .

4.3.2. Inversion frequency by frequency starting at low frequency. The inversion

proceeds as follows, we solve the inverse problem with the data corresponding to

the `th frequency starting from the inversion results of the (` − 1)th frequency data.

The initialization of the inversion associated with the first frequency is homogeneous

with p0 = − lnκ0. The convergence criterion for our method (resp. the L-BFGS) is

‖∇L(uk, pk, λk)‖X×V ≤ ε (resp. ‖∇Ĵ (p)‖P ≤ ε) with ε = 10−3, see Algorithm 1, which

we will now refer to as residual for the sake of concision. Our method was allowed

to perform 100 iterations of the GLTR algorithm while the L-BFGS was allowed to

maintain a memory of 100 updates for a fair comparison. Moreover, if we could not find

a satisfying descent direction with the L-BFGS algorithm, we would use the gradient of

the reduced cost functional as a descent direction.

We first compare the two methods by performing an inversion frequency by

frequency starting from ω0 = 14 and with noise-free data. We show Figure 4 the results

yielded by both methods, frequency by frequency. We can see that the low frequency

data lead to blurred bulk modulus distributions and that adding higher frequencies

allows us to recover more detailed and sharper maps. We can observe that both methods

yield comparable results qualitatively. We also provide, Figure 5, some cross-sections

for these results. We can observe that, for the lowest frequencies, the two method seem

to find different results: For ω0, our solution exhibits less oscillations around the correct

targeted solution, see Fig. 5a), whereas it oscillates more around the correct targeted

solution at ω2, see Fig. 5b). However, for higher frequencies, the two methods yield

similar results, see the figures 5c-d). We can see that the solutions yielded by both

methods seem to oscillate around the targeted bulk modulus distribution. It seems that

the cost functional rewards, or at least does not penalize, such solutions. Note that, if
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Figure 3: 1-4) The real part of the solution of the direct problem for

{ω`} = {14, 56, 99, 141}.
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Figure 4: Results of inversion frequency by frequency. We present figure 1)-4) the

results yielded by both our method (top panels a) and the L-BFGS method (bottom

panels b). For the sake of concision, we only show the results of the inversion for

{ω`} = {14, 42, 84, 141}, respectively.
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Figure 5: Cross-sections of the results of inversion frequency by frequency. figure 1)-4)

the results yielded by both our method (red) and the L-BFGS method (blue). For the

sake of concision, we only show the results of the inversion for {ω`} = {14, 42, 84, 141},
respectively.

needed, this can be remedied by adding a Total Variation (TV) regularization term to

the cost functional.

We should mention that both method converged in roughly 3 hours. Moreover,

TR-SQP was 6.6% slower than L-BFGS. However, the L-BFGS method converged after

a total of 168 iterations, the TR-SQP method converged after a total of 33 iterations. A

TR-SQP iteration is thus roughly 5 times more expensive than a L-BFGS iteration. As

for the memory consumption, the L-BFGS consumes 9.5Gb of RAM and the TR-SQP

consumes 13Gb of RAM. We should mention that the vectors yk, sk and qk generated

by both the L-BFGS method and the GLTR method are stored on the hard drive.
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4.3.3. Inversion with noisy data. Here, we compare the two methods by performing

inversions from noisy data, still frequency by frequency and starting from ω0 = 14.

With a uniformly distributed white noise added to the data of amplitude 10%. We show

Figure 6 and Figure 7 the results yielded by both methods, frequency by frequency.
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Figure 6: Results of inversion frequency by frequency with 10% of uniformly distributed

white noise added to the data. We present figure 1)-4) the results yielded by both

our method (top panels a) and the L-BFGS method (bottom panels b). For the sake

of concision, we only show the results of the inversion for {ω`} = {14, 42, 84, 141},
respectively.
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Figure 7: Cross-sections of the results of inversion frequency by frequency with 10% of

uniformly distributed white noise added to the data. figure 1)-4) the results yielded by

both our method (red) and the L-BFGS method (blue). For the sake of concision, we

only show the results of the inversion for {ω`} = {14, 42, 84, 141}, respectively.

The images obtained when inverted with noise show spurious oscillations both inside the

reconstructed objects and in the area surrounding them. These artifacts are probably

due to a kind of overfitting of the noisy data because we do not use any mechanism

to take this noise into account in the cost function. Table 2 shows that both methods
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converge towards solutions that have comparable cost values so we cannot discriminate

between the results of the two methods. It seems that these oscillations are somewhat

ω
TR-SQP L-BFGS

#it J (u) Ĵ (p) #it Ĵ (p)

14 3 1.36e-02 1.39e-02 9 1.37e-02

28 6 2.77e-02 2.81e-02 18 2.83e-02

42 11 3.08e-02 3.09e-02 65 3.08e-02

56 13 2.82e-02 2.82e-02 39 2.93e-02

70 12 1.85e-02 1.85e-02 108 1.80e-02

84 19 1.50e-02 1.50e-02 142 1.45e-02

99 11 7.39e-03 7.39e-03 91 6.98e-03

113 14 3.13e-03 3.13e-03 47 3.32e-03

127 13 1.62e-03 1.62e-03 50 1.61e-03

141 9 6.23e-04 6.24e-04 43 6.09e-04

Table 2: Comparison between our method (TR-SQP) and the L-BFGS method with

10% of uniformly distributed white noise and starting from ω0 = 14. #it corresponds

to the number of iterations that were required to meet the convergence criterion.

J (u) corresponds to the value taken by the cost functional (c.f. Eq. (22)) and Ĵ (p)

corresponds to the value taken by the reduced cost functional (c.f. Eq. (1)).

more pronounced with the TR-SQP method than with the L-BFGS. But the latter

shows strong artifacts on the edge of the domain which is poorly resolved because

situated outside the network of sources and receivers. The TR-SQP method does not

show this type of artifacts on the edge of the domain, we believe that this is due to an

intrinsic regularization mechanism of the TR method.

To mitigate the phenomenon of overfitting we can either regularize by adding

a penalty on the model in the cost function which would penalize the too strong

oscillations (TV regularization for example) or use all the frequencies simultaneously

in a single inversion. This leads a kind of regularisation effect because the noise we used

is decorrelated between the frequencies. We thus compare both methods by performing

an inversion with all frequencies simultaneously, see Figure 8. We can see that both

methods give similar results qualitatively, but we can compare quantitatively on Figure 9

the values taken by the cost functional and the residual of the model equation as

functions of the number of iterations. We can see that our method finds a bulk modulus

distribution that corresponds to a lower value of the cost functional, and this is achieved

with less iterations than the standard L-BFGS method. We should mention that, for

the sake readability, the curve does not show all the L-BFGS iterations. However, in

the end the L-BFGS method produces a result that corresponds to a value of 8.62e-04

while the TR-SQP produces a result that corresponds to a value of 7.85e-05. We

can also see, in Figure 9, that between iterations 5 and 10, the model error starts to

increase. After that, the model residual starts to decrease. Similarly, between iteration
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Figure 8: Results of inversion with all frequencies simultaneously with 10% of uniformly

distributed noise added to the data. 1) The result yielded by our method. 2) The result

yielded by the L-BFGS method. 3) Cross-sections of the results yielded by method (red)

and by the L-BFGS method (blue).
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Figure 9: Results of inversion with all frequencies simultaneously. On the left axis,

the values taken by the cost functional vs the number of iterations with both methods.

In red, the value taken by the cost functional J (u) (c.f. Eq. (22)) with the TR-SQP

method, in green, the value taken by the reduced cost functional Ĵ (p) (c.f. Eq. (1))

with the TR-SQP method and in blue, the value taken by the reduced cost functional

Ĵ(p) with the L-BFGS method. On the right axis, in dashed purple, the model error

commited by our method vs the number of iterations.

5 and 10, the cost functional and the reduced cost functional exhibit the most drastic

difference. Furthermore, we can see that between iteration 8 and 9, when the model

residual is at its peak, our method finds a step that is much better according to the cost

functional than to the reduced cost functional. This leads us to believe that, by not

strictly enforcing the model equation at each iteration, our method is able to find steps

that are good according to the cost functional and not so good according to the reduced
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Figure 10: Results of inversion frequency by frequency starting from high frequencies.

We present figure 1)-4) the results yielded by both our method (top panels a) and the

L-BFGS method (bottom panels b) with {ω`} = {99, 113, 127, 141}, respectively.

cost functional. This is interesting because, it is believed that, not strictly enforcing

the model equation at each step can lead to faster convergence and even, to avoiding

certain local minima [23].

4.3.4. Inversion frequency by frequency with high frequencies only. In practice, the

data corresponding to the lowest frequencies are generally not available. Therefore, we

finally compare the two methods by performing some inversions on noise-free data and

frequency by frequency, but starting directly from a high frequency, i.e. ω6 = 99, at

which our method yielded qualitatively good results without noise. We show Figure 10,

the results yielded by both methods, frequency by frequency. We can observe that,

thanks to the TR constraint, our method finds qualitatively better solution than the

L-BFGS method. Moreover, according to the values reported in Table 3, the lowest

frequencies solutions are quantitatively better according to both the cost functional and

the reduced cost functional. However, this is not true for higher frequencies. This

means that 1) the L-BFGS method was stuck into a local minimum and 2) the cost

functional is not able to discriminate between the solutions proposed by both methods.

The failure of the L-BFGS method is due to the cycle skipping effect [28]. When the

phase match between the field computed in the initial model compare to the data is

more than half a wavelength, the method cannot reconstruct the object. This is why,

generally, the strategy of starting at the lowest frequencies and resetting the method

at each new frequency starting from the model obtained at the previous frequency is

used. In some experimental configurations sufficiently low frequencies may be missing.

This can be a problem of instrumentation but also the physical characteristics of the
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Figure 11: Final result of inversion frequency by frequency starting from ω7 = 113

yielded by our method. We can see that the bottom object is correctly retrieved, while

a piece of the larger object is missing.

object themselves (in the case of strong contrasts) can lead cycle skipping. A solution

would be to have an initial model closer to the real model to avoid this effect. But

again this is not always possible in real cases. The advantage of the method proposed

here is to be less sensitive to the cycle skipping, as shown in the result of Figure 3.

The success of our method is partly due to our TR constraint. Indeed, during the first

few iterations, because of the cycle skipping effect, the gradient of the reduced cost

functional Q̂k tends to show the boundary of the object of interest, but not the interior.

However, such a descent direction tends to be poor according to our penalty function

(c.f. Eq. B.1). See section 2.3 and Appendix B for more details. The TR radius is thus

decreased and our method is forced to find a smoother dp, which in turns allows our

method to recover a very blurred object. After a few iterations like this, the gradient

of Q̂k starts to show both the boundary and the interior of the object, as if we had

a good first guess. Nevertheless, starting at the frequency ω7 = 113 our method also

shows difficulties to converge, the smaller object is correctly found and only a part of

the large object is recovered (c.f. Figure 11). This leads us to believe that our method

is still sensitive to the cycle skipping effect to some extents. In other words, while our

method is guaranteed to converge to a solution of (3), it is not guaranteed to converge

towards the targeted true parameters. We should recall that the FWI is not a convex

optimization problem hence there no mathematical proof that any method will converge

towards a global minimum nor that said global minimum is unique. Hence the only way

to truly prevent the cycle-skipping effect from happening would be to reformulate the

FWI as a convex optimization problem, which remains an open question.
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ω
TR-SQP L-BFGS

#it J (u) Ĵ (p) #it Ĵ (p)

99 22 2.74e-05 2.78e-05 59 2.66e-04

113 5 1.13e-05 1.16e-05 50 1.34e-04

127 5 5.77e-06 5.81e-06 42 9.69e-05

141 3 2.10e-04 2.06e-04 39 4.50e-05

Table 3: Comparison between our method (TR-SQP) and the L-BFGS method on a

noise-free example starting from ω6 = 99. #it corresponds to the number of iterations

that were required to meet the convergence criterion. J (u) corresponds to the value

taken by the cost functional (c.f. Eq. (22)) and Ĵ (p) corresponds to the value taken by

the cost functional (c.f. Eq. (1)).

5. Conclusion

In this work we have presented a, to our knowledge, new TR-SQP method. We proposed

a new TR constraint that acts as a TV regularization on each sub-problems. We also

applied, as far as we know, for the first time the second-order adjoint method to the QP

subproblems. This allowed us to propose a new way to solve each subproblems with

a Krylov method, the GLTR. Our method was tested on a configuration relevant to

medical imaging. Our method works in an extended search space and was able to find,

the same results as the standard L-BFGS with a reduced search space. Because of the

TR constraint, our method seems sensitive to noise in a different way than the standard

approach. More precisely, while the standard approach generates solutions with spikes

that are smaller than the wavelength of the lowest frequency treated, such solutions are

explicitly penalized by our TR constraint. Moreover, we have seen that, contrary to

the standard approach, our method is able to correctly identify the model parameters

even when low frequencies are not available. However, we believe that such a result

is due to our special TR constraint and not to the extended search space approach.

Both methods have similar computational costs. More precisely, an iteration from our

method is much more expensive than a L-BFGS iteration but it takes significantly less

iterations for our method to reach global convergence. It is possible to lower the cost of a

TR-SQP iteration by using a inexpensive approximation of the Hessian when solving the

tangential subproblem. This could be done by using a standard quasi-Newton method

or by removing the terms of the Hessian that require to solve PDEs. However, this

may lead to lower convergence speeds. Alternatively, we can improve the conditioning

of each subproblems by changing the TR constraint. More precisely, we could choose a

TR constraint that involves a linear operator Bk : X→ X that “is similar” to the inverse

of the Hessian of the cost functional of each sub-problems. Although, it is possible that,

with a different TR our method would not perform as well when low frequencies are

missing.

Further investigations include, expanding the method to the time domain, which is
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challenging because of the memory requirement of our method in the time domain, as

noted by Epanomeritakis et al [37], using our TR constraint on a reduced space method

in order to see if we can correctly reconstruct the model parameters without the low

frequencies, using a TR constraint inspired by the work of [31, 30], seeking good and

inexpensive approximation of the Hessian and applying our method to, among others,

geophysical problems.



CONTENTS 29

Appendix A. The adjoint method

Suppose we want to solve the following PDE constrained optimization problem:

minimize
(du, dp) ∈ U× P

Qk(du, dp) (A.1a)

subject to Mkdu = Fkdp, (A.1b)

This problem can be solved by finding a triplet (du∗, dp∗, λ∗) ∈ U× P× V where U, P,

V are Hilbert spaces, such that

∇L(du∗, dp∗, λ∗) = 0, (A.2)

where L is the Lagrange function corresponding to (A.1), i.e.

L(du, dp, λ) = Qk(du, dp) + 〈Mkdu− Fkdp, λ〉V∗,V.

Equation (A.2) are often refereed to as the first order KKT conditions associated with

(A.1). However, this approach requires to solve a large system of equations, which can

be prohibitively expensive. Another approach, consist in enforcing the model constraint

(A.1b) by introducing a solution operator S : P→ U such that:

MkS(dp) = Fkdp ∀dp ∈ P.

By using this operator, (A.1) can be rewritten as an unconstrained optimization problem

where one tries to find the minimum of the reduced cost functional Q̂k(dp) defined as:

Q̂k(dp) := Qk(S(dp), dp).

Instead of directly computing the differential of Q̂k, which can be a convoluted task,

especially for the second-order derivatives, it is possible to use the adjoint method (resp.

the second-order adjoint method) that allows to compute the gradient (resp. the product

between a direction and the Hessian operator) of the reduced cost functional Q̂k without

computing the derivatives of the solution operator.

Appendix A.1. Computing the gradient

The keystone of the adjoint method is that the reduced cost functional Q̂(dp) satisfies

the following identity:

Q̂k(dp) = L(S(dp), dp, λ) ∀λ ∈ V.

Thus the Gateaux derivative of Q̂ can be written as such:

DQ̂k(dp) = DS(dp)L(S(dp), dp, λ) ◦DS(dp) +DdpL(S(dp), dp, λ) ∀λ ∈ V.

Moreover, choosing λadj such that:

M∗
kλadj = −DuQk(u, dp) (A.3)
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we ensure that 〈
DduL(du, dp, λadj), d̃u

〉
U∗,U

= 0 ∀d̃u ∈ U.

and thus DQ̂k(dp) = DdpL(S(dp), dp, λadj). Equation (A.3) is often refered to as the

adjoint equation for it involves the adjoint model M∗
k . Finally, this allows us to write

the differential of the reduced cost functional Q̂k as:

DQ̂k(dp) = DdpQk(S(dp), dp)− F ∗kλadj.

Note that, according to (A.3), λadj depends on dp. This is not terribly important as for

now, but it will be when computing the product between a direction and the Hessian.

We thus introduce another solution operator Sadj : P→ V, which satisfies the following

identity:

M∗
kSadj(dp) = −DS(dp)Qk(S(dp), dp).

The term λadj can thus be expressed as λadj = Sadj(dp).

Appendix A.2. Computing the product between a direction and the Hessian

Following [22, 21], we introduce a function G : U× P×V→ P∗ and a reduced function

Ĝ : P→ P∗ defined as such:

G(du, dp, λ) = DdpQk(du, dp)− F ∗kλ,
Ĝ(dp) = G(S(dp), dp, Sadj(dp)).

The second-order adjoint method starts by defining two new functionals: Φd, given

d ∈ P, which we aim at differentiating and that is defined as:

Φd(dp) =
〈
Ĝ(dp), d

〉
P∗,P

,

and a Lagrange functional L2 that reads:

L2(du, dp, λ, g, µadj, µ, µdir) = 〈Mkdu− Fkdp, µadj〉V∗,V+〈M∗
kλ+DduQk(du, dp), µ〉U∗,U

+ 〈g −G(du, dp, λ), µdir〉P∗,P + 〈g, d〉P∗,P,

where the new variable g ∈ P∗ is introduced to play the role of the gradient of the

reduced cost functional Q̂k(dp). Similarly to the adjoint method, we use the identity:

Φd(dp) = L2(S(dp), dp, Sadj(dp), Ĝ(dp), µadj, µ, µdir) ∀(µadj, µ, µdir) ∈ V× U× P,

to compute the derivative of Φd. More precisely, we get

DΦd(dp)d̃p =
(
DS(dp)L2 ◦DS(dp)

)
+DdpL2 +

(
DSadj(dp)L2 ◦DSadj(dp)

)
+
(
DĜ(dp)L2 ◦DĜ(dp)

)
,
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with a shortcut notation. Hence, choosing µadj, µ and µdir such that:

M∗
kµadj = −D2

du duQk(du, dp)µ+D2
du dpQk(du, dp)µdir

Mkµ = −Fkµdir

µdir = −d

ensures that 〈
DduL2(du, dp, λ, g, µadj, µ, µdir), d̃u

〉
U∗,U

= 0 ∀d̃u ∈ U〈
DλL2(du, dp, λ, g, µadj, µ, µdir), λ̃

〉
V∗,V

= 0 ∀λ̃ ∈ V

〈DgL2(du, dp, λ, g, µadj, µ, µdir), g̃〉P,P∗ = 0 ∀g̃ ∈ P∗.

This allows us to write the differential of Φd as such:

DΦd(dp) = −F ∗kµadj +D2
dp duQk(S(dp), dp)µ−D2

dp dpQ(S(dp), dp)µdir.

Finally, according to the Riesz representation theorem, there exists a unique H : P→ P
such that〈

DΦd(dp), d̃p
〉
P∗,P

=
〈
D2Q̂k(dp)d, d̃p

〉
P∗,P

=
(
Hd, d̃p

)
P

∀d, d̃p ∈ P.

Note that, since Qk is quadratic, both D2
du,duQk and D2

du,dpQk are constant with respect

to du and dp. Thus µadj, µ and µdir are not functions of du and dp. Hence, the reduced

cost functional Q̂k is quadratic.

Appendix B. evalutaing a TR-SQP step

As mentioned in Section 2.3, TR based algorithms require to evaluate both the predicted

reduction predk(dx) and the actual reduction aredk(dx) made by a step. In the case of

unconstrained optimization problems, predk(dx) is computed as the decrease of the

quadratic approximation of the cost functional while aredk(dx) is computed as the

decrease of the cost functional. However, when considering constrained optimization

problems, simply reducing the cost function is not sufficient. We also need to reduce

the model error. Moreover, we should keep in mind that, in some cases, it is necessary to

increase the cost functional to reduce the model error. Conversely, a step that increases

the model error but drastically decreases the cost functional can be considered to be

a good step. To find a compromise, a merit function φ : X × R → R, which takes

into account the value taken by the cost functional and the model error, is typically

introduced. In the present work, we choose the following merit function inspired by

Nocedal and Wright [7]:

φ(xk, σk) := J (xk) + σk‖M(xk)− f‖V∗ , (B.1)
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where σk ≥ 0 is a parameter that forces us to take the reduction of the model error into

account. The actual reduction aredk of the merit function at the step k can thus be

computed as such:

aredk(dx) := φ(xk, σk)− φ(xk + dx, σk). (B.2)

The predicted reduction predk is typically derived by using a quadratic approximation

of the cost functional J and a linear approximation of the model equation M. This

leads to the following definition:

predk(dx) := mk(0)−mk(dx) + σkvpred(k), (B.3)

where mk : X→ R is the quadratic approximation of J :

mk(dx) = J (xk) + 〈DJ (xk), dx〉X∗,X +
1

2

〈
D2J (xk)dx, dx

〉
X∗,X

and where vpredk : X→ R is defined as such:

vpredk(dx) := ‖M(xk)− f‖V∗ − ‖M(xk) +DM(xk)dx− f‖V∗ . (B.4)

Note that solving (7) ensures that vpredk(dxn) ≥ 0 and that solving (8) ensures that

vpredk(dxt) = 0. It is thus possible to find a σk large enough so that predk(dx) is

positive, which is required. Moreover, we also impose that predk(dx) is related to

vpredk(dx) as follows:

predk(dx) ≥ τσkvpredk(dx), (B.5)

where τ ∈ (0, 1). Typically, El-Alem takes τ = 0.5, see [13, 15]. Moreover, the condition

(B.5) can be ensured by setting:

σk =
〈DJ (xk), dx〉X∗,X + 1

2
〈D2J (xk)dx, dx〉X∗,X

(1− τ)vpredk(dx)
. (B.6)

Standard TR-SQP algorithms starts with σ0 = 1 and uses (B.6) to increase σk whenever

(B.5) is not satisfied. However, it has been argued that keeping σk as small as possible

increases the speed of convergence of the TR-SQP [12]. El-Alem proposes a non-

monotonic penalty parameter scheme, which allows for diminishing σk when needed

[15]. Note that, although the algorithm can find different local minima depending on

how σk is updated, these minima, and thus the solution found by our algorithm, do not

depend on σk, contrary to a penalty based method. However, if σk = 0 then every steps

that do not decrease the cost functional will be rejected, which can prevent us from

converging. Whereas, when σk →∞ every steps that do not decrease the model error is

rejected. In such case, we loose the interest of working in an “extended search space”. A

good strategy is to start with σ0 = 1 and to increase it during the optimization process,

as discussed above. Hence, the choice of σk can influence both the convergence speed of

the TR-SQP and its selected limit, but the minima found will not be a function of σk
in itself.
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