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Abstract—This paper focuses on the quantitative analysis of deep neural networks used in data-driven modeling of induction motor dynamics. With the availability of a large amount of data generated by industrial sensor networks, it is now possible to train deep neural networks. Recently researchers have started exploring the usage of such networks for physics modeling, online control, monitoring, and fault prediction in induction motor operations. We consider the problem of estimating speed and torque from currents and voltages of an induction motor. Neural networks provide quite good performance for this task when analyzed from a machine learning perspective using standard metrics. We show, however, that there are some caveats in using machine learning metrics to analyze a neural network model when applied to induction motor problems. Given the mission-critical nature of induction motor operations, the performance of neural networks has to be validated from an electrical engineering point of view. To this end, we evaluate several traditional neural network architectures and recent state of the art architectures on dynamic and quasi-static benchmarks using electrical engineering metrics.
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I. INTRODUCTION

Induction motors have very complex dynamics and it is essential to have a controller that can provide robust control based on these dynamics. Induction motor controllers also offer protection and supervision of the electro-mechanical system [1], [2]. For these services, it is mandatory to know the dynamical physical model of induction motors. Accurate dynamics is derived from the first principles of physics. These dynamical models are dependent on different induction motor physical characteristics like currents, voltages, speed, fluxes, inductances, and resistances, which are measured directly or indirectly using sensors or estimators. Accurately measuring some of these quantities is challenging due to the presence of noise and the operating conditions.

Controllers derived from physical models are widely used in industry and are very reliable. Although moderate complexity models of the induction motor exist, they are nonlinear and include several uncertain parameters. Industrial Internet of Things (IoT) has made it possible to collect a large amount of data from different electro-mechanical devices. This collection of real-time or near real-time data from induction motor systems has enabled the development of online decision algorithms for electrical system monitoring applications. Recent advances in deep neural networks for time series analysis have also led to better prediction models. End-to-end learning of temporal dynamics from time-series data has been made easier due to techniques like Convolutional Neural Network (CNN), Recurrent Neural Network (RNN), and Long-Short Term Memory (LSTM) structures.

Neural networks have been actively used for controller [3]–[5], monitoring and fault prediction in electrical motor operations [6]–[9]. Verma et. al. [10] used encoder-decoder architecture to learn dynamics from induction motor signals. These methods are evaluated using machine learning metrics like mean square error, r-square, accuracy, etc. These metrics are well suited for regression and prediction tasks but have an inherent bias towards the dataset. We analyze how and when these metrics fail and propose a way to properly evaluate neural network methods for induction motor problems using dynamic and quasi-static benchmarks, as well as electrical engineering metrics. We consider the problem of predicting speed and electromagnetic torque from currents and voltages represented in \((d - q)\) frame. We experiment on network architectures similar to those proposed in [10].

This paper is structured as follows: Section II provides a short survey on induction motor physics modeling and neural networks. Section III explains the nonlinear physical model of an induction motor and electrical engineering metrics used in our experiments. Section IV details neural network models used in this paper. Section V describes the training and benchmark data. Section VI contains experimental details and the obtained results. In the last section, conclusions are drawn and some possible extensions of this work are mentioned.

II. RELATED WORK

Development in model-based nonlinear control methods in the last three decades can be grouped in the following categories: feedback linearization methods [11], [12], Lyapunov-based control [13], [14], and passivity-based methods [15], [16]. The state-space model of an induction motor is described in [17]. Modeling of electrical motors based on analytical mechanics and energy consumption is presented in [18]. Existing methods for designing a controller for an induction motor can be done in two ways, when perfect knowledge of
the parameters is available [19]–[21] and when there is an uncertainty associated with the estimation of the parameters [22]–[24]. Model-based control methods for induction motors all require proper knowledge about four independent electrical parameters of the motors.

Neural network-based control methods have also been proposed to learn a better model that can overcome problems associated with the traditional model-based approach. [25] uses radial basis neural networks to learn the relationship between currents and flux linkages. [6] presents a neural network classifier for fault diagnosis in electrical motor operations. The approach does not use dynamics modeling and only relies on supervised labels [8], learn motor dynamics from simulated data, and perform fault detection in simulated motor operations. In [10], encoder-decoder network is proposed to learn dynamics of electrical motor directly from recorded data. The proposed method achieves good performance in modeling the input-output relationship.

The reasons why neural networks fail is analyzed in [26]. Neural networks make fewer assumptions, have a large number of parameters, and have different modeling processes, opening more possibilities for inappropriate uses and problematic applications. Another major pitfall consists of treating neural networks as black boxes. In [27] a robustification technique is proposed to interpret neural network results in terms of the input effects and interactions among input variables. Underfitting and overfitting being well-known problems in machine learning methods, neural networks are prone to these problems due to their data-hungry nature and large number of parameters, as discussed in [28].

III. PHYSICAL MODELING

A. Nonlinear State-Space Motor Model

In this section, we present the mathematical model of an induction motor we consider, which was introduced in [17]. Rotating reference frame at pulsation \( \omega_s \) (\( d - q \) model) is used to express all the quantities. Park transformation is used to convert the quantities from the fixed three-axis frame to the orthogonal rotating \((d - q)\) frame. The fifth-order nonlinear state space model of the induction motor reads as follows:

\[
\frac{J}{n_p} \frac{d}{dt} \omega_r = \frac{3}{2} n_p \Im(\psi_s^* i_s) - \tau_L \tag{1}
\]

\[
\frac{d}{dt} \psi_s = -j \omega_s \psi_s - R_s i_s + u_s \tag{2}
\]

\[
\frac{d}{dt} \psi_r = -j \omega_r \psi_r - R_r i_r + j \omega_r \tau_r \tag{3}
\]

where \( \Im(z) \) and \( z^* \) are respectively the imaginary part and conjugate of \( z \). \( n_p \) denotes the number of pole pairs, \( J \) the motor shaft inertia, \( \tau_L \) the load torque, and \( u_s = u_{sd} + j u_{sq} \) the motor input voltage in the \((d - q)\) frame. \( \omega_r \) \((n_p \text{ times the mechanical speed})\), \( \psi_s = \psi_{sd} + j \psi_{sq} \) (stator flux), and \( \psi_r = \psi_{rd} + j \psi_{rq} \) (rotor flux) are the five state variables. The flux variables are linked to the current variables \( i_s \) (stator) and \( i_r \) (rotor) by nonlinear relationships [29] given by:

\[
\psi_s = L_f s i_s + \frac{L_m (i_s + i_r)}{1 + \gamma |i_s + i_r|} \tag{4}
\]

\[
\psi_r = L_f s i_r + \frac{L_m (i_s + i_r)}{1 + \gamma |i_s + i_r|}
\]

The parameters are the stator and rotor resistances \( R_s \) and \( R_r \), the stator and rotor leakage inductances \( L_{f s} \) and \( L_{f r} \), and the magnetic saturation coupling parameters \( L_m \) and \( \gamma \).

B. Performance Metrics

To evaluate neural networks we use electrical engineering (EE) performance metrics widely used in industrial settings. We report the following metrics, applied to the response signal to a speed or torque reference ramp (whose amplitude is the absolute difference between the starting and target values):

- **2% response time** \( (t_{2\%}) \) is the time value at which the response signal has covered 2% of the ramp amplitude.
- **95% response time** \( (t_{95\%}) \) is the time value after which the response signal remains at less than 5% of the ramp amplitude from the target value.
- **Overshoot** \( (D\%) \) is the difference between the maximum peak value of the response signal and the target value. It is expressed in percentage of the ramp amplitude.
- **Steady-state error** \( (E_{ss}) \) is the difference between the response signal and target values once the steady-state has been reached.
- **Following error** \( (E_{fol}) \) is the difference between the reference and response signal values at the time when the reference value has covered 50% of the ramp amplitude.
- **Maximum acceleration torque (for speed ramp only)** \( (\Delta \tau_{max}) \) is the maximum response torque deviation during the speed ramp.
- **Speed drop (for torque ramp only)** \( (SD) \) is the maximum response speed deviation during the torque ramp.

IV. DATA DRIVEN MODELING

A. Standard Neural Networks

We use three benchmark neural network architectures from [10] for our experiments. Since the focus of this paper is on the evaluation of performance metrics, we only use subset of benchmark networks from [10].

1) **Four layer Fully Connected Network (FCN)**: A four layer fully connected network which has been used in different tasks related to induction motor operations.

2) **Two layer Long-Short Term Memory Network (LSTM)**: In sequential neural networks, we use LSTM as it performs better than RNN. We use two layers of LSTM, followed by three fully connected layers in this network.

3) **Four layer Convolutional Neural Network (CNN)**: CNNs have been shown to provide competitive results on sequential data. In line with recent advances in the use of 1D convolutions for sequential tasks, we also employ a four-layer convolutional neural network for our experiments.
B. Encoder-Decoder Networks

Encoder-decoder networks have been proven to perform better when input and output dimensions are the same. We consider encoder-decoder variants proposed in [10]. This structure consists of encoding and decoding blocks with convolutional and deconvolutional layers, respectively.

1) Vanilla Encoder-Decoder (Vanilla): Vanilla Encoder-Decoder consists of four layers of convolutional and four layers of a deconvolutional block.

2) Skip Connections (Skip): We add skip connections to each convolutional layer of the encoding block to consecutive deconvolutional layer of the decoder block.

3) Recurrent Skip Connections (RNN): Better temporal dynamics learning is achieved by introducing RNN layers in skip connections.

4) Bidirectional Recurrent Skip Connections (BiRNN): Bidirectional RNN in skip connections have a better scope over complete input sequence than unidirectional RNN.

5) Bidirectional Diagonalized Recurrent Skip Connections (BiDiagRNN): RNNs in the network are diagonalized by making their parameters independent of each other. This leads to fewer parameters.

C. Loss Function and Evaluation Metrics

Very often, mean square error loss is used to train a regression model. Total variation weighted mean square loss \( \mathcal{L}_{TV\text{-MSE}} \) as proposed in [10] gives more weight to dynamic parts of the signal:

\[
\mathcal{L}_{TV\text{-MSE}} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{T} \sum_{t=1}^{T} (y_i^t - \hat{y}_i^t)^2 \right) \tag{5}
\]

where \( y_i^t \) and \( \hat{y}_i^t \) are the values of output and predicted sample \( i \) at time-step \( t \), respectively. \( N \) is the number of training samples where each sample is of duration \( T \).

To analyse model performance at global scope, we report machine learning (ML) metrics. Mean absolute error (MAE), symmetric mean absolute percentage error (SMAPE), and coefficient of determination \( (R^2) \) are used, whose expressions are recalled below:

\[
\text{MAE}(y, \hat{y}) = \frac{1}{T} \sum_{t=1}^{T} |y_t - \hat{y}_t| \tag{6}
\]

\[
\text{SMAPE}(y, \hat{y}) = \frac{100}{T} \sum_{t=1}^{T} \frac{|\hat{y}_t - y_t|}{|y_t| + |\hat{y}_t|} \tag{7}
\]

\[
R^2(y, \hat{y}) = 1 - \frac{\sum_{t=1}^{T} (y_t - \bar{y})^2}{\sum_{t=1}^{T} (y_t - \bar{y})^2} \tag{8}
\]

where \( y_t \) is the ground truth, \( \hat{y}_t \) is the predicted output of the model at time \( t \), and \( T \) is the total experiment duration. \( \bar{y} \) denotes the mean of ground truth \( y \).

V. Datasets

We use the motor model proposed in [17] to generate our simulated data.

A. Reference Trajectory Generator

To generate simulated training and validation sets, we created a trajectory generator that generates realistic reference speed and load torque trajectories. For every simulation, the number of static states is drawn randomly from a uniform distribution between 5 and 15. The duration of a static state in a simulation is drawn from a uniform distribution between 1 and 5 seconds. Ramp duration between two consecutive static states is generated according to a shifted truncated exponential distribution between 4 and 2000 milliseconds to provide more frequent short duration ramps. For each static state, speed and load torque values are generated according to a uniform distribution on [-70, 70] Hz and [-120, 120] \% of nominal torque \( (\%\tau_{nom}) \), respectively. Figure 1 shows a sample reference trajectory from the training set.

![Fig. 1: Reference speed and load torque trajectories from one of the training samples.](image1)

B. Training and Validation Dataset

![Fig. 2: Density plots of torque vs speed plans for all the simulations in training set and validation set.](image2)

We use our reference trajectory generator to generate 100 simulated paths totaling about 1000 speed and torque ramps in 150 minutes for the training set and 50 simulations totaling...
about 200 ramps in 30 minutes for the validation set. Torque-speed plan density plots for training and validation zones are shown in Figure 2. We then simulate these trajectories using our Simulink model of a 4kW induction motor and collect simulation data every 4ms. The simulation dataset consists of the following electrical quantities: currents $i_{sd}$ and $i_{sq}$, voltages $u_{sd}$ and $u_{sq}$ acting as inputs and rotor speed $\omega_r$, and electromagnetic torque $\tau_{em}$ acting as outputs.

C. Test Dataset

The validation dataset is sufficient to evaluate neural network models on ML metrics (equations (6), (7), and (8)). To properly evaluate neural network models on EE performance metrics (see Section III-B), we generate five classical benchmark trajectories. These are divided into two categories:

1) Quasi-Static Benchmarks: At constant torque, reference speed goes from 70 to -70Hz in 50 seconds. Two constant torques are tested: no-load and 50% of the nominal load. We name these benchmarks, Quasi-Static1 and Quasi-Static2, respectively. In the case of the 50% nominal load torque, the torque has already reached the steady-state before the start of the benchmark.

2) Dynamic Benchmarks: We generate three dynamic benchmarks to evaluate our neural network models:

(a) Dynamic-Speed1: Reference speed goes from 0 to 50Hz in 1 second at no load.
(b) Dynamic-Speed2: Reference speed goes from 50 to -50Hz in 1 second at 50% of nominal load.
(c) Dynamic-Torque: Load torque goes from 0 to 100% of nominal torque in 4ms with a constant 25Hz reference speed.

VI. EXPERIMENTAL RESULTS

<table>
<thead>
<tr>
<th>Model</th>
<th>Speed ($\omega_r$)</th>
<th>Torque ($\tau_{em}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>SMAPE</td>
</tr>
<tr>
<td>FCN</td>
<td>0.79</td>
<td>21.77%</td>
</tr>
<tr>
<td>LSTM</td>
<td>0.11</td>
<td>18.76%</td>
</tr>
<tr>
<td>CNN</td>
<td>0.06</td>
<td>19.14%</td>
</tr>
<tr>
<td>Vanilla</td>
<td>0.05</td>
<td>18.94%</td>
</tr>
<tr>
<td>Skip</td>
<td>0.08</td>
<td>19.08%</td>
</tr>
<tr>
<td>RNN</td>
<td>0.06</td>
<td>19.31%</td>
</tr>
<tr>
<td>BiRNN</td>
<td>0.05</td>
<td>18.67%</td>
</tr>
<tr>
<td>DiagBiRNN</td>
<td>0.03</td>
<td>18.76%</td>
</tr>
</tbody>
</table>

$R^2$ is 0.99 for all the networks for both quantities.

TABLE I: ML metrics for the predictions done on benchmark set using standard models and the encoder-decoder variants. Aggregated results are shown for all 5 benchmarks.

During our experiments, we found that all our models were biased towards long-duration ramps present in the training data. This was due to the fact that when reference trajectories were generated, ramp durations were originally sampled from a uniform distribution. Motor responses to ramps being far more different for a small ramp duration variation when the ramps are short than when they are long, a uniform distribution was not adequate. To overcome this bias, generating data

with ramps drawn from an exponential distribution plays a prominent role. This guarantees that our model can see more frequently short duration ramps during training. The benefit of using the exponential distribution for ramps in the reference trajectory generator is illustrated by ramp vs. overshoot plot in Figure 3.

ML metrics for the results obtained on the quasi-static and dynamic benchmarks are reported in Table I. Smaller MAE and SMAPE values are desired for a good prediction model and $R^2$ closer to 1 is considered as a perfect predictor. We observe that ML metrics do not allow a clear comparison between different networks. We can see that any evaluation based on SMAPE and $R^2$ is difficult.

ML metrics provide a global performance index on the benchmark set. Evaluating on individual benchmark using ML metrics does not yield a meaningful analysis. ML metrics provide good results because there is a large number of static points which are easy to predict compared to fewer dynamic points. EE metrics focus on these dynamic parts of the signal. For readability, we only plot predictions of the worst performing network (FCN), the best performing standard neural network (CNN) and the overall best performing network (DiagBiRNN) along with reference trajectory and real output.
(given by Simulink) for each of the dynamic benchmark. Figures 4 and 5 show plots for Dynamic-Speed1 and Dynamic-Speed2 benchmarks. From left to right, plots show speed during the start of ramp, speed during end of the ramp, and torque. Tables II and III show EE performance metrics on Dynamic-Speed1 and Dynamic-Speed2, respectively. Overall, DiagBiRNN can be considered as the best choice as its metrics are closest to the metrics of the real output. Among standard neural networks, FCN performs worst and CNN performs better when compared to some of the encoder-decoder variants.

Figure 6 shows plots for Dynamic-Torque benchmark. From left to right, plots show torque, torque during start, torque during end, and speed. Table IV shows results obtained on Dynamic-Torque benchmark. Acceptable values are less than 0.1Hz / 10ms / 0.2 percent point from real values and bad values are more than 0.25Hz / 25ms / 0.5 percent point from real values.

**TABLE III:** EE performance metrics obtained by different models on Dynamic-Speed2 benchmark.

**TABLE IV:** EE performance metrics obtained by different models on Dynamic-Torque benchmark.
prediction and real output speed. Figures 7 and 8 show plots for Quasi-Static1 and Quasi-Static2 benchmarks, respectively. The max absolute error for the predictions on quasi-static benchmarks are reported in Table V. It can be seen that DiagBiRNN has the smallest error and therefore is again closest to the real output speed, whereas FCN leads to the largest error.

VII. CONCLUSION

We present neural network methods to estimate speed and torque from currents and voltages of an induction motor. We show that, without care, these networks can be biased towards the data. We provide a realistic trajectory generator that helps in learning better dynamics. We also emphasize the limitations of machine learning metrics in understanding neural network real performance. By using dynamic and quasi-static benchmarks, we show that electrical engineering metrics are better suited to evaluate the merits of different neural networks. Both types of metrics show that our proposed DiagBiRNN network performs better on benchmarks. In the future, we plan to work with real motor data and generalize our network architectures for modeling different motor types.
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