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TRAVELINGFRONTSINDISSIPATIVERGRANULARCHAINSA NDN ONELINEAR LATTICES

GUILLAUME JAMES

ABSTRACT. We consider an infinite chain of particles with nonlinear elastic and dissipative nearest neighbors interactions. Assuming the existence of a traveling front between uniformly compressed (or stretched) states, we obtain jump conditions relating the wave speed and limiting particle velocities to the relative displacements at infinity. Using this result, we characterize compression fronts in chains of touching beads, for viscoelastic contact laws that include a nonlinear elastic force (generalized Hertz contact) and viscous dissipation. We compute compression fronts numerically for the generalized Kuwabara-Kono model in which the viscous contact force is proportional to the derivative of the elastic force, without precompression of the chain. Steady fronts are obtained both as the end result of the compression of one end of the chain and using a shooting method which provides numerically exact traveling waves. Depending on the magnitudes of contact damping and strain applied downstream, we obtain either overdamped (monotonic) or underdamped (oscillatory) compression fronts. To explain this transition and approximate the front profiles, we consider a continuum limit valid when the exponent of the contact nonlinearity is close to (and above) unity. Using multiscale expansions, we formally derive two different amplitude equations for long waves, a Burgers equation with logarithmic nonlinearity, and a logarithmic Korteweg-de Vries (KdV)-Burgers equation for small contact damping. Both models possess traveling front solutions that are in good agreement with the front profiles computed numerically in the granular chain. The analysis of the logarithmic KdV-Burgers equation allows one to approximate the critical damping corresponding to the transition from underdamped to overdamped fronts.

1. INTRODUCTION

Modeling the response of granular media to dynamic loading is important for many engineering applications, e.g. the dynamics of ballasted railway tracks [46], impact mitigation [41, 17, 8] and acoustic lensing or filtering based on granular metamaterials [44, 53]. In order to understand the energy redistribution induced by multiple impacts and to predict post-impact velocities, it is fundamental to analyze wave effects [15, 24, 43] such as the propagation of solitary waves in chains of beads, see e.g. [40, 49, 9, 31, 27, 30] and references therein. In this work, we examine another important class of waves consisting of compression fronts propagating in an homogeneous granular chain. These waves travel with a constant velocity and a constant shape, with the chain (asymptotically) at rest ahead of the shock and uniformly compressed at the rear. They can be typically generated by compressing the chain with a piston at constant velocity [39]. A correct modeling of this phenomenon requires to take contact damping into account [19, 36]. Depending on the amount of dissipation induced by the material, oscillatory (underdamped) or monotonic (overdamped) shock profiles can be observed experimentally [40] (section 1.8.7 p.80).

In this work, we consider a chain of identical beads described by the dynamical equations:

\[ m \ddot{x}_n = F(x_{n-1} - x_n, \dot{x}_{n-1} - \dot{x}_n) - F(x_n - x_{n+1}, \dot{x}_n - \dot{x}_{n+1}), \]

where \( x_n \) is the displacement of the center of the \( n^{th} \) element from a reference position (corresponding to an uncompressed chain of touching beads), \( m \) is the mass of beads, the overdots denote time
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derivatives and $F$ is a general contact force accounting for nonlinear elasticity and viscous friction [37]. Considering two adjacent beads compressed with a small relative displacement $\delta(t)$, we have

$$F(\delta, \dot{\delta}) = k \left( \delta_+^\alpha + \gamma_0 \frac{d}{dt} \delta_+^\beta \right),$$

(2)

where $\delta_+ = \max(\delta, 0)$ (no force is present when beads are not in contact) and $k, \gamma_0$ are positive constants. The first term at the right side of (2) corresponds to the elastic component of the (generalized) Hertz contact force. The case of contacting spheres (or smooth non-conforming surfaces) leads to a strongly nonlinear contact force with $\alpha = 3/2$, and the nonlinear stiffness $k$ depends on the radii of curvature and elastic coefficients of the balls [32]. Moreover, granular chains involving different orders of nonlinearity $\alpha > 1$ have recently attracted much attention, see [48, 52] and references therein. In particular, experimental and numerical studies on solitary wave propagation have been performed with chains of hollow spherical particles of different width [42] and chains of cylinders [34], leading to different values $\alpha$ in the range $1.15 \leq \alpha \leq 1.5$ (see also [51] for other systems with $\alpha$ close to unity). The second term at the right side of (2) accounts for viscoelastic damping at small impact velocities (see [7] for a review of these contact laws).

In the works [19, 36], compression fronts are studied in the case $\beta = 1$ (Hertzian spring with linear dashpot). With a precompression applied to the chain, classical multiscale expansions are performed to capture the leading order nonlinear, dispersive and dissipative features of small amplitude long waves. When a small contact damping is considered, the KdV-Burgers equation [33] is used to approximate traveling fronts and explain the transition from overdamped to underdamped profiles [19, 36] (see also [12, 23, 3] for an application of this technique to other interactions between particles). In particular, the underdamped regime is observed when the impact velocity is large enough [36]. This approach is extended in [19] to the case without precompression, where a formal continuum limit leads to a second order differential equation with nonlinear damping for the front profile.

In the present paper, we study compression fronts for the generalized Kuwabara-Kono (KK) model with $\beta = \alpha$, and in particular for the standard KK model corresponding to $\beta = \alpha = 3/2$ [35]. The KK model has the advantage of being derived from continuum mechanics (see [6, 18] and references therein) and $\gamma_0$ is determined by the elastic and viscous coefficients of the material. Moreover, it was shown in [30] that the KK model approximates the numerical dissipation of a class of first order Runge-Kutta schemes (including the $\theta$ method) used to integrate nondissipative granular chains. Consequently, the KK model can be also useful in the context of nondissipative Hertzian chains, in order to evaluate the effect of numerical damping on the dynamics of nonstationary shock waves (a problem suggested in [39]).

In section 2, we relate the asymptotic downstream bead compression and velocity to the speed of the shock wave in an infinite granular chain. A difference with previous results [19, 36] is that we do not resort to a continuum approximation at this stage. Moreover, we obtain a result for system (1) with $F$ deriving from a general elastic interaction potential and an arbitrary convex dissipation potential. Under the assumption that a traveling front exists, we relate the wave speed and velocity jump between $\pm \infty$ to the compression (or dilation) of the chain at $\pm \infty$. Similar results were obtained in [3] when the interaction force admits a nonlinear strictly convex elastic component and a linear dissipation, and in [21] for conservative systems where the interaction force has a turning point. Note that traveling fronts connecting uniformly compressed (or stretched) states do not exist in nondissipative chains with either strictly concave or convex interaction force [3, 21], which is the case for the generalized Hertz potential in the compressive domain when $\alpha \neq 1$.

In section 3, we show numerically that fronts can be generated in the KK model by applying a constant pressure at one end of a chain initially at rest. The front profile is underdamped or overdamped depending whether the dissipation constant $\gamma_0$ lies below or above a critical value proportional to $v_p(1-\alpha)/(1+\alpha)$, where $v_p$ denotes the asymptotic particle velocity after the shock. Consequently, for
In order to gain analytical insights into the existence and qualitative properties of fronts in the absence of precompression of the chain, we introduce suitable continuum limits of the generalized KK model. For this purpose, we perform a multiscale expansion of the slowly varying wave profiles when \(\alpha\) is close to (and above) unity. Indeed, in the strongly nonlinear system (1)-(2), the width of localized traveling waves does not diverge in the small amplitude limit when \(\alpha\) is fixed, but it diverges when \(\alpha\) goes to unity, as such waveforms do not persist in the linear chain [38, 3]. The limit \(\alpha \approx 1\) was introduced in [10] to study solitary waves in nondissipative granular chains without precompression, and generalized in [27] to the nonstationary case. It yields a logarithmic nonlinearity \(\delta_+ (\ln \delta_+)\) in the first order expansion of (2), which leads to a logarithmic KdV equation [47] for the wave profile and strongly localized (nearly Gaussian) solitary waves (see also [28, 29] for similar results for breather solutions and their connection to the logarithmic NLS equation [4]). Here we formally derive two different amplitude equations for long waves depending on the parameter regime. In section 4, we derive a logarithmic Burgers equation [47] that accounts for nonlinear and dissipative effects but neglects dispersion. We check numerically that this amplitude equation allows to approximate over long times the evolution of some localized initial conditions in the compressive regions (this class of models does not capture gap openings). When contact damping is small, dispersive effects must be taken into account, which leads to a logarithmic KdV-Burgers equation (section 5). This limit allows one to approximate the critical damping that corresponds to the transition from underdamped to overdamped fronts (this critical value becomes small when \(\alpha \approx 1\)). Both models possess traveling front solutions that provide good approximations to the steady wave profiles in the original lattice. The numerical computation of traveling fronts in the granular chain is performed in section 6, using a shooting method combined with the Gauss-Newton method.

2. TRAVELING FRONTS IN DISSIPATIVE LATTICES

In this section we study a general class of dissipative one-dimensional lattices (1) that incorporates the granular chain with contact law (2). We consider general interaction forces between nearest neighbors taking the form

\[
F(\delta, \dot{\delta}) = -V'(\delta) - \frac{d}{dt}W'(\delta),
\]

(3)

where the functions \(V, W\) are sufficiently smooth. The potential \(W\) is assumed convex and corresponds to dissipative forces, while the potential \(V\) accounts for conservative forces. For example, the contact law (2) corresponds to fixing

\[
V(r) = \frac{k}{\alpha + 1}(-r)^{\alpha+1}, \quad W(r) = \frac{\gamma_0 k}{\beta + 1}(-r)^{\beta+1}.
\]

(4)

The conservative case \(W = 0\) corresponds to a Fermi-Pasta-Ulam (FPU) lattice [16].

We shall derive jump conditions for traveling fronts relating the asymptotic states of the system at \(\pm \infty\) and the wave velocity, in analogy with the Rankine-Hugoniot conditions for hyperbolic systems. These jump conditions have been obtained in [3] for linear dissipative forces (i.e. considering a quadratic potential \(W\)) and assuming \(V^{(3)} < 0\) for conservative forces (see also [21] for the analysis of the conservative case). Our computations follow the ideas of [3] although we consider more general conservative and dissipative forces and proceed slightly differently.

Let us start by introducing some notations and the dynamical equations. Given sequences \(x = (x_n)_{n \in \mathbb{Z}}, y = (y_n)_{n \in \mathbb{Z}}\) and a real function \(f\), we denote by \(f(x)\) the sequence \((f(x_n))_{n \in \mathbb{Z}}\) and by \(xy\) the sequence \((x_n y_n)_{n \in \mathbb{Z}}\). Moreover, \((\delta^\pm x)_n = \pm (x_{n\pm1} - x_n)\) denote the usual forward and backward differences. We consider an infinite chain of identical particles described by the model (1)-(3). The
dynamical equations can be written in condensed form:

\[ m \ddot{x} = \delta^- (V'(\delta^+ x) + \frac{d}{dt} W'(\delta^+ x)), \]  

(5)

where \( x(t) = (x_n(t))_{n \in \mathbb{Z}} \) and we fix \( m = 1 \) for convenience.

The dissipative character of the model can be illustrated by considering solutions with finite energy

\[ H = \sum_{n \in \mathbb{Z}} e_n, \]

where the energy density \( e(t) = (e_n(t))_{n \in \mathbb{Z}} \) is defined by

\[ e = \frac{\dot{x}^2}{2} + V(\delta^+ x). \]

We assume \( \lim_{n \to \pm \infty} \dot{x}_n(t) = 0, V(0) = 0 \) and \( \lim_{n \to \pm \infty} (x_{n+1}(t) - x_n(t)) = 0 \). Using (5), it is lengthy but straightforward to check that

\[ \dot{e} + \delta^- q = - (\delta^- \dot{x})^2 W''(\delta^- x), \]

(6)

where

\[ q = -V'(\delta^+ x)(1 + \delta^+) \dot{x} - \dot{x} \frac{d}{dt} W'(\delta^+ x). \]

Since \( \lim_{n \to \pm \infty} q_n(t) = 0 \), equation (6) yields the dissipation inequality

\[ \dot{H} = -\| (\delta^- \dot{x}) \sqrt{W''(\delta^- x)} \|^2 \leq 0, \]

where \( \| \cdot \|_2 \) denotes the usual \( \ell_2 \) norm. In a similar manner, when considering infinite energy solutions (such as fronts), the dissipativity of the model is linked with the negativity of the right side of (6).

In what follows, we consider traveling waves propagating at constant velocity \( c \neq 0 \):

\[ x_n(t) = X(\xi), \quad \xi = n - c t. \]

(7)

We start by reformulating the above equations in the frame moving with the wave. Let us denote \( e_n(t) = E(\xi), (\delta^+ X)(\xi) = \pm (X(\xi + 1) - X(\xi)), \) and note that \( \delta^- = \frac{d}{d\xi} A \), where \( A \) is the averaging operator \( (AX)(\xi) = \int_0^1 X(\xi - \varphi) d\varphi \). Substituting Ansatz (7) in (5) and integrating once with respect to \( \xi \), we obtain the following nonlocal differential equation for the profile function \( X \):

\[ c^2 X' + A ( - V'(\delta^+ X) + c \frac{d}{d\xi} W'(\delta^+ X)) = C_0, \]

(8)

where \( C_0 \) is an arbitrary constant (independent of \( \xi \)). Similarly, using Ansatz (7) in (6) and dividing by \(-c^2\) yields

\[ \frac{1}{c} \frac{d}{d\xi} (E + A Q) = (\delta^- X')^2 W''(\delta^- X) \geq 0, \]

(9)

where

\[ Q = -V'(\delta^+ X)(1 + \delta^+) X' + c X' \frac{d}{d\xi} W'(\delta^+ X). \]

Now let us concentrate on front solutions satisfying

\[ \lim_{\xi \to \pm \infty} X'(\xi) = R_{\pm \infty} \]

(10)

with \( R_{+\infty} \neq R_{-\infty} \). This implies

\[ \lim_{\xi \to \pm \infty} (X(\xi + 1) - X(\xi)) = R_{\pm \infty} \]

(11)

by the mean value equality. Consequently, \( R_{\pm \infty} = \lim_{n \to \pm \infty} (x_{n+1}(t) - x_n(t)) \) correspond to relative displacements at infinity. Particle velocities at infinity are given by

\[ \lim_{n \to \pm \infty} \dot{x}_n(t) = -c R_{\pm \infty}. \]

(12)

Using the first integral (8) and letting \( \xi \to \pm \infty \), one obtains the jump condition

\[ [R] c^2 = [V'], \]

(13)
where \([R] = R_+ - R_-, \; [V'] = V'(R_+) - V'(R_-)\). Consequently, a necessary condition for the existence of a front connecting \(R_{\pm \infty}\) is that \([R]\) and \([V']\) have the same sign.

**Remark 1.** The condition \([V'] [R] > 0\) is satisfied for strictly convex potentials \(V\) and violated for strictly concave potentials, indicating in that case the nonexistence of traveling fronts.

Condition (13) implies
\[
c = \sigma \left( \frac{[V]}{[R]} \right)^{1/2},
\]
where \(\sigma = \text{sign}(c) = \pm 1\). This value of the wave velocity was previously derived in [3] (see also [23] for a derivation in a continuum limit). It is remarkable that the magnitude of the front velocity does not depend on the dissipation potential \(W\).

**Remark 2.** In the conservative case \(W'' = 0\), condition (13) was obtained in [21]. It can be also derived as a Rankine-Hugoniot jump condition from the \(p\)-system obtained in the hyperbolic limit of the lattice model (see e.g. [3, 20]).

In what follows, we assume \([V'] [R] > 0\) and determine the sign \(\sigma\) using the dissipativity of the model. Let us denote by \(I\) the interval \((R_{\pm \infty}, R_{\pm \infty})\) and assume \(W'' > 0\) almost everywhere on \(I\), hence the inequality in (9) becomes strict almost everywhere. Integrating (9) from \(\xi = -\infty\) to \(\xi = +\infty\) yields then
\[
\frac{1}{c} \left( \frac{c^2}{2} (R_+^2 - R_-^2) + [V] + V'(R_-) R_+ - V'(R_+) R_- \right) > 0.
\] (15)

Then the substitution of (13) in (15) leads to
\[
\frac{1}{c} \left( [V] - [R] \left( \frac{V'(R_-) + V'(R_+)}{2} \right) \right) > 0,
\] (16)

which allows us to determine the sign of \(c\):
\[
\sigma = \text{sign} \left( [V] - [R] \left( \frac{V'(R_-) + V'(R_+)}{2} \right) \right). \tag{17}
\]

The sign condition (16) was previously derived in [3] for a quadratic dissipation potential \(W\).

From inequality (16), a necessary condition for the existence of a dissipative front connecting \(R_{\pm \infty}\) is that
\[
[V] - [R] \left( \frac{V'(R_-) + V'(R_+)}{2} \right) \neq 0. \tag{18}
\]

The coefficient that appears in (18) can be interpreted geometrically [21]. Indeed, defining the rescaled force \(f(r) = [R] V'(r)\) and the chord \(T(s) = sf(R_+) + (1 - s)f(R_-)\), we note that
\[
[V] - [R] \left( \frac{V'(R_-) + V'(R_+)}{2} \right) = \int_0^1 f(s R_+ + (1 - s) R_-) - T(s) \, ds. \tag{19}
\]

Consequently, condition (18) indicates that the signed area between the graph of \(f\) on \(I\) and the chord through \(R_{\pm \infty}\) does not vanish. Moreover, if \([R] V(3) < 0\) on \(I\) then \(f\) is strictly concave and \(\sigma = +1\). On the contrary, if \([R] V(3) > 0\) on \(I\) then \(f\) is strictly convex and \(\sigma = -1\).

**Remark 3.** If \(V\) is quadratic on \(I\), there are no traveling front solutions because condition (18) is violated (since \(f\) is an affine function, it coincides with the chord and the right side of (19) vanishes).

To our knowledge, the existence of dissipative front solutions under conditions (13)-(18) is an open problem. Let us assume that these conditions are satisfied with \(V(3) \neq 0\) on \(I\) and that a corresponding traveling front exists. From the above computations, we have \(\sigma = -\text{sign}([R] V(3))\). Consequently, if \(V(3) < 0\) then \(\sigma = \text{sign}([R])\) and thus the front propagates from the most compressed region towards
the less compressed region (as already noticed in [3]), and the opposite occurs if \( V^{(3)} > 0 \). In both cases, denoting \( \[ \dot{x}_n \] = \lim_{n \to +\infty} \dot{x}_n(t) - \lim_{n \to -\infty} \dot{x}_n(t) \), we find \( \[ \ddot{x}_n \] = -c \[ R \] \) using (12), which leads to

\[
[\ddot{x}_n] = \left( [V'' [R]] \right)^{1/2} \text{sign}(V^{(3)}).
\]

In addition, let us assume \( V \) convex and consider the strain-dependent sound velocity \( \sqrt{V''} \). From the above remark on the direction of propagation, we conclude that the front propagates from the region of higher sound velocity towards the region of lower sound velocity, and the front velocity (14) lies between the two limiting sound velocities by the mean value theorem.

**Remark 4.** In the conservative case \( W'' = 0 \), the right side of equation (9) vanishes identically and condition (16) becomes

\[
[\dot{V}] - [R] \frac{V'(R_{-\infty}) + V'(R_{+\infty})}{2} = 0.
\]

Identity (20) corresponds to a necessary condition for the existence of a front connecting \( R_{+\infty} \) and \( R_{-\infty} \) with appropriate interaction potentials, see [26, 21]. In particular, if \( V^{(3)} \) does not change sign on \( I \) then (20) is not satisfied (a consequence of identity (19)) and steady fronts do not exist. This applies in particular to the generalized Hertz potential defined in (4) with \( \alpha > 0 \) and \( \alpha \neq 1 \). For existence results concerning traveling fronts in Fermi-Pasta-Ulam lattices (i.e. without dissipation) with appropriate interaction potentials, see [26, 21, 22].

To illustrate the above results, consider the generalized Hertz potential \( V \) defined in (4) with \( \alpha > 0 \) and \( \alpha \neq 1 \). We consider compression fronts with \( R_{-\infty} = -\delta < 0 \) and \( R_{+\infty} = 0 \) (i.e. the chain is at rest at \(+\infty\)). We have \( [R] V^{(3)}(x) = \delta k \alpha (1 - \alpha) |x|^{\alpha-2} H(-x) \), where \( H \) denotes the Heaviside function. Consequently, \( \sigma = \text{sign}(\alpha - 1) \) and

\[
c = \text{sign}(\alpha - 1) \sqrt{\frac{k}{m}} \delta^{(\alpha-1)/2}.
\]

It follows that for \( \alpha > 1 \), steady dissipative fronts propagate from the compressed region to the region where the chain is at rest, and the opposite occurs if \( \alpha < 1 \). Particle velocities \( v_p \) at minus infinity are given by \( v_p = \lim_{n \to -\infty} \dot{x}_n(t) = c \delta \) according to (12), hence we obtain the following relations between \( v_p, \delta \) and \( c \):

\[
v_p = \text{sign}(\alpha - 1) \sqrt{\frac{k}{m}} \delta^{(\alpha+1)/2},
\]

\[
c = \text{sign}(\alpha - 1) \left( \frac{k}{m} \right)^{1/(\alpha+1)} |v_p|^{(\alpha-1)/(\alpha+1)}.
\]

This result agrees with the value obtained in [19, 39] using a formal continuum limit (see also [40, 15]).

3. DYNAMICAL PROPERTIES OF DISSIPATIVE GRANULAR CHAINS

In this section, we describe some properties of dissipative granular chains endowed with the viscoelastic contact models (2). Section 3.1 recalls some scaling properties of the models and their consequences for the energy loss during contacts. These results have been previously obtained in [37] using a slightly different method, and in [13] for Hertzian elastic interactions (case \( \alpha = 3/2 \) in (2)). We also apply the scaling properties to the normalization of front solutions. Section 3.2 recalls dynamical variables introduced in [30] for the numerical simulation of the models, which are adapted to the limited smoothness of the viscoelastic contact force. In section 3.3, we simulate the KK model (case \( \alpha = \beta = 3/2 \)) with a constant pressure applied at one end of the chain, and show that underdamped or overdamped fronts are generated depending on parameter values.
3.1. Models and scaling properties. We consider a dissipative granular chain consisting of $N$ identical elements and described by the model (1)-(2). The dynamical equations read

$$
m \ddot{x}_n = k (x_{n-1} - x_n)_+^\alpha + \beta \gamma_0 k (x_{n-1} - x_n)_+^{\beta-1} (\dot{x}_{n-1} - \dot{x}_n) - k (x_n - x_{n+1})_+^\alpha - \beta \gamma_0 k (x_n - x_{n+1})_+^{\beta-1} (\dot{x}_n - \dot{x}_{n+1}), \quad 1 \leq n \leq N.
$$

(24)

We shall consider different types of boundary conditions. Firstly, Neumann boundary conditions

$$
x_0 = x_1 + \delta, \quad x_{N+1} = x_N - \delta,
$$

(25)
correspond to fixing a constant pressure at each end of the chain, the cases $\delta = 0$ or $\delta = 0$ corresponding to free end boundary conditions. We shall also consider periodic boundary conditions

$$
x_0 = x_N - L, \quad x_{N+1} = x_1 + L, \quad \dot{x}_0 = \dot{x}_N, \quad \dot{x}_{N+1} = \dot{x}_1,
$$

(26)
where $x_n$ can be interpreted as a rescaled angular coordinate. In that case, the relative displacements $u_n = x_n - x_{n+1}$ satisfy $u_0 = u_N$ and we have

$$
\sum_{n=0}^{N-1} u_n = x_0 - x_N = -L = x_1 - x_{N+1} = \sum_{n=1}^{N} u_n.
$$

The model (24) can be suitably renormalized given a reference velocity $v_0 > 0$, which typically corresponds to the velocity of an impacting bead or a piston. This leads us to introduce the time and length scales

$$
T_0 = \left( \frac{m}{k} \right)^{1/(\alpha+1)} v_0^{(1-\alpha)/\alpha+1}, \quad \delta_0 = v_0 T_0 = \left( \frac{m}{k} \right)^{1/(\alpha+1)} v_0^{2/\alpha+1}.
$$

(27)

These scales indicate how collision time and maximal indentation scale with parameters for a two-bead elastic collision [37]. Setting $x_n(t) = \delta_0 \tilde{x}_n(\tilde{t})$ with $\tilde{t} = t/T_0$, and dropping the tilde for convenience, equation (24) becomes

$$
\ddot{x}_n = (x_{n-1} - x_n)_+^\alpha + \beta \gamma (x_{n-1} - x_n)_+^{\beta-1} (\dot{x}_{n-1} - \dot{x}_n) - (x_n - x_{n+1})_+^\alpha - \beta \gamma (x_n - x_{n+1})_+^{\beta-1} (\dot{x}_n - \dot{x}_{n+1}), \quad 1 \leq n \leq N,
$$

(28)
with the dimensionless damping parameter

$$
\gamma = \gamma_0 v_0^{2\beta/(\alpha+1)} \left( \frac{k}{m} \right)^{1-\frac{\beta}{\alpha+1}}.
$$

(29)

Remark 5. Alternatively, if $\delta > 0$ in (25) so that a constant pressure is applied at one end of the chain, one can set the length scale to $\delta_0 = \delta$ and determine the velocity scale $v_0$ and time scale $T_0$ with (27), which leads to the rescaled equation (28).

The weak dissipation limit corresponds to $\gamma \approx 0$ in (28). Interestingly, this case occurs either for small or large enough impact velocities depending on the exponents $\alpha, \beta$. More precisely, let $v_c(\gamma_0, k, m)$ denote the value of $v_0$ such that $\gamma = 1$ in (29). When $\beta > (\alpha + 1)/2$, weak dissipation occurs for $v_0 \ll v_c$. This is the case in particular for $\alpha > 1$ and $\beta \geq \alpha$, as in the generalized KK model ($\beta = \alpha$) and the Simon-Hunt-Crossley model with $\beta = \alpha + 1$ [50, 25]. On the contrary, when $\beta < (\alpha + 1)/2$, weak viscoelastic dissipation occurs for $v_0 \gg v_c$. This case occurs for example if $\alpha > 1$ and $\beta = 1$ (i.e., each contact consists of a nonlinear spring with linear dashpot), a class of models studied in [19, 36] in the context of shock waves. Moreover, in the degenerate case $\beta = (\alpha + 1)/2$, the dimensionless damping parameter $\gamma$ becomes independent of the reference velocity $v_0$.

Remark 6. A way to estimate $\gamma$ is through the coefficient of restitution $e$, defined as minus the ratio of the relative velocities of two beads before and after an impact. For example, consider two identical impacting beads of mass $m$, with a contact law corresponding to the KK model ($\beta = \alpha = 3/2$, Hertzian stiffness $k$, dissipation constant $\gamma_0$). When $e \approx 1$ (or equivalently $\gamma \approx 0$) one has $\gamma \approx 0.438 (1 - e)$
Moreover, once $\alpha (29)$. In particular, for $\beta \gamma \delta$ when $\alpha > 1$.

Assume the existence of a traveling front connecting the compressed state $x_n - x_{n+1} = \delta > 0$, $\dot{x}_n = v_p$ when $n \to -\infty$ to the chain at rest when $n \to +\infty$. Choosing the velocity scale $v_0 = v_p$, one obtains $\delta_0 = \delta$ by (22) and (27). Consequently, the rescaled front solution of (28) satisfies $\lim_{n \to -\infty} \dot{x}_n = 1$ and $\lim_{n \to -\infty} (x_n - x_{n+1}) = 1$, and thus the rescaled front velocity $c$ is equal to unity thanks to (21). Moreover, once $\alpha$ and $\beta$ are fixed, the influence of the other parameters on the qualitative properties of the front (shape, stability) can be examined by resorting to the dimensionless parameter $\gamma$ defined in (29). In particular, for $\beta = \alpha$, this parameter takes the form

$$\gamma = \gamma_0 \frac{v_p}{v_0} \left( \frac{k}{m} \right)^{\alpha+1} = \gamma_0 \delta^{(\alpha-1)/2} \sqrt{\frac{k}{m} = \gamma_0 c.} \quad (30)$$

3.2. Choice of dynamical variables. Let us consider equation (28) for $\alpha > 1$ and $\beta \in [1, 2)$. In this range of parameters, the model presents a lack of smoothness because the map defining the right-hand side is discontinuous across the hyperplanes $x_{n-1} = x_n$ for $\beta = 1$, and not Lipschitz continuous for $\beta \in (1, 2)$, in particular for the KK model. This lack of regularity can induce a rather severe decrease of the order of convergence of some classical numerical time-integration schemes, as shown in [30], and may as well deteriorate the computation of wave profiles based on Newton-type methods. However, these difficulties can be circumvented to some extent by an appropriate choice of dynamical variables [30]. Defining a generalized velocity $w_n$ through

$$\dot{x}_n = w_n + \gamma \left( (x_{n-1} - x_n)_{+}^{\beta} - (x_n - x_{n+1})_{+}^{\beta} \right), \quad (31)$$

the dynamical equation (24) becomes

$$\dot{w}_n = (x_{n-1} - x_n)_{+}^{\alpha} - (x_n - x_{n+1})_{+}^{\alpha}. \quad (32)$$

Let us denote $x = (x_1, \ldots, x_N)$, $w = (w_1, \ldots, w_N)$ and consider $Y = (x, w)$ as a new dynamical variable. For all $\beta \geq 1$, the right-hand side of (31)-(32) defines a locally Lipschitz continuous map $Y \mapsto F_\beta(Y)$ ($F_{\beta}$ is even $C^1$ for $\beta > 1$) and thus the corresponding initial value problem is well posed according to the Cauchy-Lipschitz theorem. Moreover, as shown in [30] for several numerical time-integration schemes, the improved regularity of the right-hand side brings better convergence properties compared to the differential equation based on the usual dynamical variables $(x_n, \dot{x}_n)$.

Remark 7. The case $\alpha \in (0, 1)$ has been also investigated in recent studies, see [54] and references therein. However, to our knowledge both the well-posedness of the initial value problem (uniqueness of solutions) in the presence of gap openings and the properties of classical numerical time-integration methods (convergence, stability) have not been analyzed yet.

The above framework extends to an infinite number of particles, with the boundary condition (25) replaced by

$$\lim_{n \to -\infty} (x_n(t) - x_{n+1}(t)) = \delta, \quad \lim_{n \to +\infty} (x_n(t) - x_{n+1}(t)) = \tilde{\delta}. \quad (33)$$

A possible choice of functional setting can be made as follows. Let us fix $\tilde{\delta} = 0$ for simplicity and consider the piecewise-linear sequence $\bar{x}_n = \max(-n \delta, 0)$ which satisfies (33). We consider the Banach space

$$\mathcal{Y} = \{ y = (y_n)_{n \in \mathbb{Z}} \subset \mathbb{R}, \lim_{n \to -\infty} y_n \text{ exist in } \mathbb{R}, \lim_{n \to +\infty} y_n = 0 \}$$
endowed with the supremum norm $|| \cdot ||_\infty$, and the associated affine metric space

$$\mathcal{X} = \{ x = (x_n)_{n \in \mathbb{Z}}, \ x - \bar{x} \in \mathcal{Y} \}.$$  

System (31)-(32) is considered for $Y(t) = (x(t), w(t)) \in \mathcal{X} \times \mathcal{Y}$. The right-hand side $F_s : \mathcal{X} \times \mathcal{Y} \to \mathcal{Y} \times \mathcal{Y}$ is $C^1$ for $\beta > 1$, and thus the initial value problem is locally well posed in $\mathcal{X} \times \mathcal{Y}$. Moreover, $v = \lim_{n \to -\infty} w_n$ is a conserved quantity ($\dot{v} = \lim_{n \to -\infty} \dot{w}_n = 0$ using (32)) and (31) leads to

$$\lim_{n \to -\infty} \dot{x}_n(t) = v. \quad (34)$$

### 3.3. Initiation of fronts in dissipative granular chains described by the KK model

In this section we illustrate the initiation of fronts using numerical computations. We use formulation (31)-(32) for time-integration, and restrict our study to the KK model with standard parameter values $\beta = \alpha = 3/2$. Computations are performed for a chain of $N = 420$ particles initially at rest. Boundary conditions take the form (25), with a free end boundary condition at $x_N$ (i.e. $\delta = 0$) and a constant compression $\delta$ at the first element for $t \geq 0$. Time-integration is performed using the standard ODE solver of the software package Scilab (www.scilab.org), with relative and absolute tolerances set to $10^{-13}$ and $10^{-15}$ respectively.

The response of the chain is described in figures 1, 2 and 3 for $\delta = 0.1$. After a transient, a front is established with velocity $c = \delta^{(\alpha-1)/2} \approx 0.56$ determined by (21). This value does not depend on $\gamma$, but dissipation strongly affects the front shape. When $\gamma$ is small enough, oscillations appear behind the shock, as shown in figure 1 (underdamped regime). These oscillations can induce a rather large overstrike, i.e. a significant increase of precompression compared to $\delta$ and of bead velocities compared to $v_p = \delta c$ (in the simulation of figure 1, the maximal elastic force induced by the traveling front is roughly 1.6 times the applied pressure). If $\gamma$ is large enough, the asymptotic oscillations around the compressed state disappear (overdamped regime) and the overstrike becomes very small (the fronts look almost monotonic), see the left plot in figure 3. This transition occurs above a critical damping $\gamma_c$ proportional to $\delta(1-\alpha)/2$ or $v_p(1-\alpha)/(1+\alpha)$ equivalently, according to the scaling properties described in section 3.1 (the normalization of front solutions yields the rescaled damping (30)).

Figure 2 illustrates the propagation and multiple reflections of the front solution excited in the simulation of figure 1 for $\gamma = 0.06$. One can notice the more diffusive (thickening) domain wall of the backward propagating fronts, indicating that they do not correspond to traveling waves, in agreement with the results of section 2. The velocities remain positive and tend to increase with time. Indeed, the dynamical equations (28) yield $\frac{d}{dt} \sum_{n=1}^{N} \dot{x}_n = \delta^\alpha$ due to the constant pressure at one end, therefore the average velocity in the chain is $\delta^\alpha t/N$. As shown in the right plot in figure 3 for $\gamma = 0.65$, the same phenomena occur in the overdamped regime.

In figure 2 for $\gamma = 0.06$, one can also notice that gap openings occur, as some beads are ejected when the front initially reaches the end of the chain at $t \approx 750$. For $\gamma = 0.65$ (overdamped regime), gap openings do not occur, as shown in the right plot of figure 3. In both case, the renormalized chain compression (or mean relative displacement) $\frac{1}{N} (x_1(t) - x_N(t)) = \frac{1}{N} \sum_{n=1}^{N-1} u_n(t)$ oscillates around a mean value relatively close to $\delta/2$ as the shocks propagate back and forth.

In the next sections, we will introduce amplitude equations allowing to approximate the front shape. Depending on the overdamped or underdamped character of the front, and size of the overstrike, it will be more or less important to take into account dispersive effects. This will lead us to the logarithmic Burgers equation if dispersion is neglected (section 4) and to the logarithmic KdV Burgers equation if dispersion is taken into account (section 5).
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Figure 1. Front excited by applying a constant pressure (with $\delta = 0.1$) at one end of the chain, for $\alpha = 3/2$ and $\gamma = 0.06$. The top plots describe the dynamics when a steady regime is reached. In the top left plot, relative displacements are plotted versus time for $n = 50$ (black), $n = 80$ (blue), $n = 110$ (green), $n = 140$ (light blue), and $n = 170$ (magenta). In the top right plot, velocities are plotted versus $n$ at $t = 450$ (the front propagates rightwise). The bottom plot describes the transient regime where the amplitude of the wave varies as it propagates through the first elements of the chain. Relative displacements are plotted versus time for odd values of $n$ between $n = 1$ and $n = 11$, from left to right (black: $n = 1$, blue: $n = 3$, green: $n = 5$, light blue: $n = 7$, magenta: $n = 9$, brown: $n = 11$).

4. Logarithmic Burgers limit of the Kuwabara-Kono model

4.1. Derivation of the logarithmic Burgers equation. The generalized KK model corresponds to the case $\beta = \alpha$ of (28):

$$\ddot{x} = -\delta^-(1 + \gamma \frac{d}{dt})(-\delta^+ x)^\alpha_+,$$

(35)

where $\gamma > 0$ is the nondimensional dissipation constant. We consider an infinite chain with $x(t) = (x_n(t))_{n \in \mathbb{Z}}$ and introduce the variable $u = -\delta^+ x$ corresponding to relative displacements. Its evolution is described by the equation

$$\ddot{u} = (1 + \gamma \frac{d}{dt}) \Delta_d u_\alpha^+,,$$

(36)

where $\Delta_d = \delta^+\delta^- = \delta^+ - \delta^-$ is the usual discrete Laplacian.

We assume $u \geq 0$ (absence of gaps between beads) and consider the Ansatz

$$u_n(t) = \delta y(\xi, \tau)^{1/\alpha},$$

(37)

where the new variable $y$ can be interpreted as a rescaled force variable. The moving frame coordinate $\xi = c(n - c t)$ with $c = \delta^{(\alpha-1)/2}$ accounts for the propagation of disturbances at the velocity determined...
FIGURE 2. Space-time diagrams showing relative displacements $x_n(t) - x_{n+1}(t)$ (left plot) and velocities $\dot{x}_n(t)$ (right plot) for the numerical simulations of figure 1 for $\gamma = 0.06$. In the left plot, the red color corresponds to values less that $-0.14$. The minimum relative displacements are around $-9.83$ at $t \approx 2326$, when the second forward-propagating shock reaches the end of the chain and new beads start to be ejected.

FIGURE 3. Front excited by applying a constant pressure (with $\delta = 0.1$) at one end of the chain, for $\alpha = 3/2$ and $\gamma = 0.65$. The left plot describe the transient regime where the amplitude of the wave varies slightly as it propagates through the first elements of the chain. Relative displacements are plotted versus time for odd values of $n$ between $n = 1$ and $n = 11$, from left to right (black: $n = 1$, blue: $n = 3$, green: $n = 5$, light blue: $n = 7$, magenta: $n = 9$, brown: $n = 11$). The steady front which is formed asymptotically does not display oscillations in that case. The right plot shows a space-time diagram of relative displacements on a longer time scale. This reveals the steady front propagation and multiple reflections.

by (21). The slow time variable $\tau = \frac{\gamma}{2} \epsilon^2 c^2 t$ captures the time modulation induced by diffusive effects originating from the contact damping. In the following computation, we shall consider $\alpha - 1$ as a small parameter related to $\epsilon$, in such a way that nonlinear effects act on the same time scale as diffusive terms.

From the chain rule and a Taylor expansion, we note that

$$\frac{d}{dt} = c \left( \frac{\gamma}{2} \epsilon^2 c \partial_\tau - \epsilon \partial_\xi \right), \quad \Delta_d = \epsilon^2 \partial_\xi^2 = O(\epsilon^4) \text{ when } \epsilon \to 0.$$

Consequently, assuming $\epsilon \ll \min(1, \gamma c)$, one can neglect the $O(\epsilon^4)$ terms in equation (36) (in particular dispersive effects) and keep the $O(\epsilon^3 \gamma c)$ terms, which yields

$$\left( \partial_\xi^2 - \gamma c \epsilon \partial_\xi^2 \right) y^{1/\alpha} = \partial_\xi^2 \left( 1 - \gamma c \epsilon \partial_\xi \right) y.$$

(38)
Integrating in \( \xi \) and rearranging terms, we get
\[
\partial_\tau (y^{1/\alpha}) + \frac{1}{\gamma e} \partial_\xi (y - y^{1/\alpha}) = \partial_\xi^2 y.
\] (39)
This leads us to set \( \epsilon = \frac{\alpha-1}{\alpha \gamma e} \), so that \( \gamma e = 1 - \frac{1}{\alpha} \) and equation (39) reads
\[
\partial_\tau (y^{1/\alpha}) + \partial_\xi f_\alpha(y) = \partial_\xi^2 y
\] (40)
with \( f_\alpha(y) = (y - y^{1/\alpha})/(1 - \frac{1}{\alpha}) \). Then letting \( \alpha \to 1^+ \) in (40) yields the limiting problem
\[
\partial_\tau y + \partial_\xi (y \ln y) = \partial_\xi^2 y,
\] (41)
i.e. a logarithmic Burgers equation [47]. Note that to be consistent with the assumption \( \epsilon \ll \min(1, \gamma e) \), we must have \( (1 - \frac{1}{\alpha})^{1/2} \ll \gamma e \).

In order to recover bead velocities from \( y \), we come back to equation (35) which can be rewritten
\[
\frac{d\dot{x}}{dt} = -\delta c^2 (1 + \gamma \frac{d}{dt}) \delta^2 y.
\] (42)
Using a Taylor expansion, we have
\[
-c \delta^2 = -c (\epsilon \partial_\xi - \frac{\epsilon^2}{2} \partial_\xi^2 + O(\epsilon^3)) = \frac{d}{dt} (1 - \frac{\epsilon}{2} \partial_\xi) + O(\epsilon^2).
\]
This allows us to integrate both sides of (42) with respect to time, leading to
\[
\dot{x} = \delta c (1 - \gamma c \epsilon \partial_\xi) (1 - \frac{\epsilon}{2} \partial_\xi) y + O(\epsilon^2),
\]
where an integration constant has been set to 0 by assuming the chain at rest at \(+\infty\). Neglecting \( O(\epsilon^2) \) terms yields finally to the approximation
\[
\dot{x} \approx \delta^{(\alpha+1)/2} (y - \epsilon (\gamma c + \frac{1}{2}) \partial_\xi y).
\] (43)
In the particular case of stationary solutions, integrating (40) once with respect to \( \xi \) allows one to express \( y'(\xi) \) as function of \( y \). Back substitution in (43) yields the approximation
\[
\dot{x} \approx \delta^{(\alpha+1)/2} (y^{1/\alpha} - \frac{1}{2\gamma c} (y - y^{1/\alpha})).
\] (44)

It is interesting to visualize the approximation of nonlinear terms realized by passing from equation (40) to (41), see the left panel of figure 4. For \( \alpha \) rather close to unity (e.g. \( \alpha = 1.1 \)), the approximation is quite precise (compare the green and black graphs). For the classical value \( \alpha = 3/2 \), the approximation is rather crude but remains meaningful, especially for \( y > 0.5 \) (blue and black graphs). Note that one could derive in a similar manner a logarithmic Burgers equation for the rescaled relative displacements \( y^{1/\alpha} \), but for stationary solutions the formulation based on the force variable has the advantage of approximating only the single nonlinear term \( f_\alpha \) instead of two \( \alpha \)-dependent terms.

4.2. Front solutions. Equation (41) admits a stationary front solution \( y_1 \) satisfying \( \lim_{\xi \to -\infty} y_1(\xi) = 1 \) and \( \lim_{\xi \to +\infty} y_1(\xi) = 0 \) with superexponential decay at \(+\infty\) [47]. This solution satisfies \( y' = y \ln y \) and reads
\[
y_1(\xi) = 2^{-\alpha e^\xi}
\] (45)
where we have fixed the phase according to \( y_1(0) = (1/2)^{\alpha} \), so that the rescaled relative displacements \( u(\xi) = y_1(\xi)^{1/\alpha} \) satisfy \( u(0) = 1/2 \).

Equation (40) admits a semicompact stationary front solution \( y_\alpha \) similar to the ones considered in [47], which satisfies \( y' = f_\alpha(y) \). With the same phase condition as above, this solution reads
\[
y_\alpha(\xi) = \left( 1 - (1 - 2^{1-\alpha}) e^\xi \right)^{\alpha/(\alpha-1)} \quad \text{for } \xi \leq \xi_0
\] (46)
with $\xi_0 = -\ln (1 - 2^{1-\alpha})$ and $y_\alpha(\xi) = 0$ for $\xi \geq \xi_0$. One can readily check that $y_\alpha(\xi) \sim y_1(\xi)$ when $\xi$ is fixed and $\alpha \to 1^+$. Moreover, as shown in the right panel of figure 4, the rescaled relative displacements $y_\alpha^{1/\alpha}$ and $y_1^{1/\alpha}$ are close for $\alpha \in (1, 3/2]$, so we shall resort to the analytical solution (45) which has a simpler form.

Using (45) yields the approximate relative displacements

$$u_n(t) = \delta u(\xi),$$

with $u(\xi) = y_1(\xi)^{1/\alpha} = 2^{-\xi}, \xi = \frac{\alpha-1}{\alpha \gamma c} (n - c t), c = \delta^{(\alpha-1)/2}$. Moreover, we deduce from (44) the approximate velocities

$$\dot{x}_n(t) \approx \delta^{(\alpha+1)/2} \left( u - \frac{1}{2\gamma c} (u^\alpha - u) \right)(\xi).$$

4.3. Dynamical simulations. In what follows, we compare the dynamical evolution of a localized perturbation for model (41) and the generalized KK model. The comparison of traveling front solutions will be performed in section 6.3. In the following dynamical simulations, we fix $\gamma = 0.24$ and consider two values of the exponent $\alpha = 1.1$ and $\alpha = 3/2$.

We consider the initial condition $y(\xi, 0) = y^{(0)}(\xi)$ in (41) defined by

$$y^{(0)}(\xi) = \begin{cases} 1 & \text{for } |\xi| \leq 10, \\ \max(1 - (|\xi| - 10)^2, \eta) & \text{for } 10 \leq |\xi| \leq \ell, \end{cases}$$

with $\eta = 10^{-7}$. The small parameter $\eta$ is introduced to avoid the singularity of the logarithmic nonlinearity in (41). We consider periodic boundary conditions $y(\xi + 2\ell, \tau) = y(\xi, \tau)$ with $\ell = \epsilon (p - 1/2)$ for some integer $p$, where we fix $p = 80$. The small parameter that determines the slow spatial and temporal scales in the chain of beads is $\epsilon = \frac{\alpha-1}{\alpha \gamma} \delta^{(1-\alpha)/2}$ and we fix $\delta = 5$.

Similarly, the generalized KK model is equipped with periodic boundary conditions (26) with $N = 2p - 1$ elements. We consider the initial condition defined by $u_n(0) = \delta (y^{(0)}(\epsilon (n - p)))^{1/\alpha},$

$$x_N(0) = 0, \quad \forall n = 1, \ldots, N - 1 : \quad x_n(0) = \sum_{k=n}^{N-1} u_k(0),$$

$$\dot{x}_n(0) = \delta^{(\alpha+1)/2} y^{(0)}(\epsilon (n - p))$$
and \( L = - \sum_{n=1}^{N} u_n(0) \) in (26). The velocity profile corresponds to the 0th order approximation in (43). The initial condition is shown in figure 5. The generalized KK model is integrated using the formulation (31)-(32) as in section 3.3.

**Figure 5.** Initial condition considered for the comparison of the logarithmic Burgers equation to the original lattice model. Left: relative displacements, and right: velocities. Top: \( \alpha = 1.1 \), and bottom: \( \alpha = 3/2 \).

To discretize equation (41), we first set \( y(\xi, \tau) = Y(\tilde{\xi}, \tau) \) with \( \tilde{\xi} = \xi - \tau \). This maps (41) to the equation

\[
\partial_\tau Y + \ln Y \partial_\xi Y = \partial^2_\tilde{\xi} Y, \tag{50}
\]

with advection velocity \( \ln Y \leq 0 \) for \( Y \in (0, 1] \) and the initial condition \( Y_{\tau=0} = y^{(0)} \). Equation (50) is discretized using the explicit upwind finite difference scheme [1] with the space step \( d\tilde{\xi} = 2 \ell \times 10^{-4} \). The time step is fixed according to

\[
d\tau = \frac{4}{5} d\tau_{\text{max}} \quad \text{with} \quad d\tau_{\text{max}} = \frac{d\xi^2}{2 + c_{\text{max}} d\xi} \quad \text{and} \quad c_{\text{max}} = |\ln \eta| \quad \text{(Courant, Friedrichs, Lewy condition [1]).}
\]

According to formulas (37) and (43) (keeping only the leading order term), the approximate relative displacements and velocities resulting from the logarithmic Burgers approximation read

\[
u_n(t) = \delta Y(\tilde{\xi}, \tau)^{1/\alpha}, \quad \dot{x}_n(t) = \delta^{(\alpha+1)/2} Y(\tilde{\xi}, \tau), \tag{51}\]

with \( \tilde{\xi} = \epsilon (n - \tilde{c} t) \), \( \tilde{c} = \delta^{(\alpha-1)/2} + \frac{3}{4} \epsilon \delta^{\alpha-1} \) and \( \tau = \frac{\gamma}{2} \epsilon^2 \delta^{\alpha-1} \).

Figure 6 compares the approximate solution obtained by integrating the logarithmic Burgers equation with the solution of the generalized KK model for \( \alpha = 1.1 \). The logarithmic Burgers approximation captures the velocity and shape of the resulting propagating shock quite accurately as it propagates rightwise over about 100 sites. We note the presence of a small propagating bump in the exact solution which propagates on top of the shock wave and is not captured by the approximation. It forms at the front of the shock and propagates backwards, and may correspond to a solitary-like wave resulting from
dispersive and nonlinear effects. Also, the creation of a gap and appearance of negative bead velocities are not captured by the logarithmic Burgers equation. The case $\alpha = 3/2$ is considered in figure 7. The first stage of the evolution of the localized perturbation displays similar features as the ones previously described, but the decay of the perturbation is faster because the initial condition is more localized (the plateau at which $\partial_\tau Y \approx 0$ is less broad). Despite $\epsilon \approx 0.93$ and $1 - \frac{1}{\alpha} = \frac{1}{3}$ are not small, the approximation is still qualitatively correct, and even quantitatively good for capturing the shock velocity and aftershock profile. After a propagation over about 135 sites, the decay of the pulse is slightly underestimated by the logarithmic Burgers equation, with an error around 15% for relative displacements and 14% for velocities.

5. LOGARITHMIC KdV-BURGERS LIMIT OF THE KWUABARA-KONO MODEL

5.1. Derivation of the logarithmic KdV - Burgers equation. In this section, we adapt the analysis of section 4 in order to account for dispersive effects when the dissipation constant $\gamma$ is small. As previously we assume $u \geq 0$ in (36) and we modify the Ansatz (37) as follows:

$$u_n(t) = \delta y(s, \tau)^{1/\alpha},$$

with $s = 2\sqrt{3}\epsilon(n - ct)$, $c = \delta^{(\alpha-1)/2}$, $\tau = \sqrt{3}\epsilon^{3/2}ct$. The new choice of slow time scale describes the modulation due to dispersion. In what follows, we will relate the magnitudes of $\epsilon$ and $\gamma$ to the small parameter $\alpha - 1$ so that nonlinear and diffusive effects act on the same time scale as dispersion.

We then substitute (52) in equation (36), assume $\gamma c = O(\epsilon)$ and neglect $O(\epsilon^6)$ terms. After integration with respect to $s$ and some elementary algebra, one obtains

$$\frac{dy(t)}{dt} = c\sqrt{3}(\epsilon^3 \partial_\tau - 2\epsilon \partial_s) y, \quad \Delta_d = 12(\epsilon^2 \partial_s^2 + \epsilon^4 \partial_s^4) + O(\epsilon^6).$$

We then substitute (52) in equation (36), assume $\gamma c = O(\epsilon)$ and neglect $O(\epsilon^6)$ terms. After integration with respect to $s$ and some elementary algebra, one obtains

$$\partial_\tau (y^{1/\alpha}) + \frac{1}{\epsilon^2} \partial_s (y - y^{1/\alpha}) + \partial_s^2 y = c \frac{2\sqrt{3}}{\epsilon} \frac{\gamma}{\alpha} \partial_s^2 y$$

with the integration constant set to 0. This leads us to set $\epsilon = (1 - \frac{1}{\alpha})^{1/2}$ in (53) and to introduce

$$\mu = c 2\sqrt{3} \gamma (1 - \frac{1}{\alpha})^{-1/2}. \quad (54)$$

Then we let $\alpha \to 1^+$ in (53) under the assumption $\mu = O(1)$, which corresponds to assuming $\gamma = O((\alpha - 1)^{1/2})$. This leads to a logarithmic KdV-Burgers equation

$$\partial_\tau y + \partial_s (y \ln y) + \partial_s^2 y = \mu \partial_s^2 y,$$

in which the third spatial derivative accounts for dispersive effects.

5.2. Localized solutions of the logarithmic KdV - Burgers equation. Searching for stationary solutions $y(s)$ of (55) and integrating once with respect to $s$, we get

$$\frac{d^2 y}{ds^2} - \mu \frac{dy}{ds} + W'(y) = 0,$$ 

where the integration constant was set to 0. This system corresponds to the motion of a particle in the double-well potential $W(y) = \frac{\mu}{2} (\ln |y| - \frac{1}{2})$, with a saddle point at $y = 0$ and two symmetric equilibria at $y = \pm 1$ (see the top left panel in figure 8). Here we are only interested in nonnegative solutions of (56) since equation (55) is defined for $y \geq 0$. Note that a continuum limit similar to (56) but with a different (polynomial) potential was also formally derived in [3].

The nontrivial equilibria are Lyapunov stable in the special case $\mu = 0$ and unstable for $\mu > 0$ since the particle is subjected to a negative damping. In that case, there exists an heteroclinic solution $y_h$ of (56) such that $\lim_{s \to -\infty} y_h(s) = 1$ and $\lim_{s \to +\infty} y_h(s) = 0$. This trajectory corresponds to one side...
Figure 6. Approximate solution obtained by integrating the logarithmic Burgers equation (blue line) compared with the solution of the generalized KK model (dots). Relative displacements (left) and velocities (right) are plotted at $t \approx 10.02$, $t \approx 26.78$, $t \approx 42.37$, $t \approx 89.95$ from top to bottom. Computations are performed for $\alpha = 1.1$, which corresponds to $\epsilon \approx 0.35$ and $L \approx -306$. We have fixed $\ell \approx 27.78$, $d\xi \approx 5.5 \times 10^{-3}$, $d\tau \approx 1.2 \times 10^{-5}$.

of the stable manifold of the origin (see figure 8, top right panel). To compute this solution we proceed as follows. We reformulate (56) as the first order system

$$
\frac{dy}{ds} = z, \quad \frac{dz}{ds} = \mu z - y \ln |y|.
$$

(57)
Figure 7. Same as in figure 6 but for $\alpha = 3/2$. Solutions are plotted at $t \approx 3.33$, $t \approx 41.12$, and $t \approx 90$, from top to bottom. Computations are performed with $\epsilon \approx 0.93$ and $L \approx -114.7$. We have fixed $\ell \approx 73.84$, $d\xi \approx 1.48 \times 10^{-2}$, and $d\tau \approx 7.8 \times 10^{-5}$.

To characterize the local stable manifold of the origin in the sector $y \geq 0$ and $z \leq 0$, we set $z = -\sqrt{q(y)}$ with $q \geq 0$. Using the fact that

$$\frac{d}{dy} \frac{z^2}{2} = z \frac{dz}{dy} = \frac{dz}{ds} = -\mu \sqrt{q} - y \ln y,$$

the function $q = z^2$ satisfies

$$\frac{dq}{dy} = 2(-\mu \sqrt{q} - y \ln y).$$

Consequently, $q$ is a nonnegative solution of the differential equation

$$\frac{dq}{dy} = 2(-\mu \text{sign}(q) \sqrt{|q|} - y \ln |y|).$$
Equation (59) is maximal monotone, hence for all initial condition \( q(0) = q_0 \) there exists a unique solution \( q(y) \) defined for all \( y \geq 0 \). We now consider the solution \( q_s \) satisfying \( q_s(0) = 0 \). This solution is positive for all \( y \in (0, 1) \) (if not, there would be an interval where \( q(y) \leq 0 \) and \( q'(y) \leq 0 \), which is impossible since the right side of (59) is positive for \( q \leq 0 \) and \( y \in (0, 1) \)). Consequently, \( q_s \) defines a solution of (58) for \( y \in [0, 1] \). Its graph corresponds to (one side of) the local stable manifold of the origin for system (57).

We compute \( q_s(y) \) numerically for \( y \in [0, 1] \) by integrating (59) with the initial condition \( q_s(0) = 0 \) (for this purpose we use the standard Scilab ODE solver). Then we obtain the heteroclinic solution \( y_h \) by integrating (forward and backward in time) equation (57) with the initial condition \( (y_h(0), z_h(0)) = (y_0, -\sqrt{q_s(y_0)}) \) for some \( y_0 \in (0, 1) \). The results are illustrated in figure 8 (we have used the value \( y_0 = 1/2 \)). When \( \mu \geq 2 \), we find \( q_s(1) = 0 \) up to machine precision, which indicates the existence of a monotonic front with \( \frac{dy_h}{ds} = z_h \leq 0 \) for all \( s \in \mathbb{R} \) (see the bottom right panel in figure 8). This corresponds to the case when the unstable equilibrium \( (y, z) = (1, 0) \) has real eigenvalues, leading to an overdamped dynamics. For \( \mu \in (0, 2) \), we have an underdamped regime where \( (y, z) = (1, 0) \) has imaginary eigenvalues and the convergence of \( (y_h(s), z_h(s)) \) towards \( (1, 0) \) when \( s \to -\infty \) is oscillatory (bottom left panel in figure 8).

**Remark 8.** In the nondissipative case \( \mu = 0 \), (58) has the explicit solution \( q_s(y) = -2W(y) \). This solution corresponds to the Gaussian homoclinic solution of equation (56) with \( \mu = 0 \), given by \( y(s) = \exp(\frac{1}{2} - \frac{s^2}{4}) \) [4].
From Ansatz (52) we get the approximate relative displacements
\[ u_n(t) = \delta y_n^{1/\alpha}(\epsilon(n - ct)), \]
with \( \epsilon = 2\sqrt{3(1 - \frac{1}{\alpha})} \), \( c = \delta^{(\alpha-1)/2} \). The approximation (43) for velocities remains valid for this definition of \( \epsilon \), leading to
\[ \dot{x}_n(t) \approx v_p[y_n - \epsilon(\gamma c + \frac{1}{2})z_n](\epsilon(n - ct)), \]
where \( v_p = \delta^{(\alpha+1)/2} \) is the limiting particle velocity when \( n \to -\infty \). The overdamped regime occurs under the condition \( \mu \geq 2 \), that is
\[ \gamma \geq \sqrt{\frac{\alpha - 1}{3\alpha} \delta^{\alpha-1}}, \]
or equivalently
\[ \gamma \geq \sqrt{\frac{\alpha - 1}{3\alpha} v_p^{(1-\alpha)/(\alpha+1)}}. \]

6. Numerical Computation of Traveling Fronts

In this section we numerically compute traveling front solutions of the generalized KK model (35). We compare numerical solutions computed iteratively to the analytical approximations derived in sections 4 and 5, and study some of their qualitative properties.

6.1. A Gauss-Newton method for traveling fronts. We look for solutions of (35) such that \( x_n(t) = X(n - ct) \), where the profile function \( X \) satisfies the boundary conditions (10) and (11) with \( R_{-\infty} = -\delta < 0, R_{+\infty} = 0 \). The wave velocity is \( c = \delta^{(\alpha-1)/2} \) according to identity (21), and we recall that \( \lim_{n \to -\infty} \dot{x}_n(t) = v_p = \delta^{(\alpha+1)/2} \).

Traveling fronts are obtained using a shooting method reminiscent of the one used in [3]. Let us start by describing the method for an infinite chain before considering finite chains in numerical computations. We use the dynamical formulation (31)-(32) in the case \( \beta = \alpha \), and consider initial conditions \( Y(0) = (x(0), w(0)) \) in the affine space \( \mathcal{X} \times \mathcal{Y} \) defined in section 3.2. We have then \( \lim_{n \to +\infty} x_n(0) = 0, \lim_{n \to +\infty} w_n(0) = 0, \lim_{n \to -\infty}(x_n(0) - x_{n+1}(0)) = \delta, \) and \( \lim_{n \to -\infty} w_n(0) \) exists. We look for initial conditions such that the solution is defined for \( t \in [0, 1/c] \) and satisfies for all \( n \in \mathbb{Z} \):
\[ x_{n+1}(1/c) = x_n(0), \quad w_{n+1}(1/c) = w_n(0). \]
This condition enforces \( x_{n+1}(t + 1/c) = x_n(t) \) by uniqueness of the solution to the initial value problem. Consequently, we get by induction \( x_n(t) = X(n - ct) \) with \( X(\xi) = x_0(-\xi/c), \) i.e. the solution is a traveling wave with velocity \( c \). Moreover, the boundary condition (33) implies the boundary condition (11) for \( X \). Since \( \lim_{\xi \to -\infty} X'(\xi) \) exists (see property (34)), the boundary condition (10) follows from (11) and the mean value theorem.

For numerical computations, we consider a finite chain with \( N = 421 \) particles. We consider the Neumann boundary condition (25), with a free end boundary condition at \( x_N \) (i.e. \( \delta = 0 \)) and constant compression \( \delta \) at the first element.

We restrict us to initial conditions at \( t = 0 \) taking the form
\[ Y(0) = (x_1(0), \ldots, x_{n_0-1}(0), x_{n_0+1}(0) + \frac{\delta}{2}, x_{n_0+2}(0), \ldots, x_{N-1}(0), 0, w_1(0), \ldots, w_N(0)), \]
where \( n_0 = (N + 1)/2 = 211 \). Indeed, imposing \( x_{n_0}(0) - x_{n_0+1}(0) = \frac{\delta}{2} \) allows one to fix the phase of the front, and \( x_N(0) = 0 \) fixes the translation of the chain. In order to solve the nonlinear system
(64), we look for an initial condition that minimizes the function of $2N - 2$ variables

$$S = \sum_{n=1}^{N} \left( x_{n+1}(1/c) - x_n(0) \right)^2 + \left( w_{n+1}(1/c) - w_n(0) \right)^2,$$

in which we fix $x_{N+1}(1/c) := x_N(1/c)$, $w_{N+1}(1/c) := w_N(1/c)$. The minimization of $S$ is realized using the Gauss-Newton method [2] (in [3], a fixed point iteration was used to solve the nonlinear system (64)).

The iterative method is initialized using a kink-type Ansatz which is scaled according to the KdV-Burgers limit described in section 5. More precisely, we consider the initial relative displacements $u_n(0) = x_n(0) - x_{n+1}(0) = U(n - n_0)$ with

$$U(\xi) = \frac{\delta}{2} \left( 1 - \tanh(\lambda \xi) \right), \quad \lambda = 2\sqrt{3} \left( 1 - \frac{1}{\alpha} \right)^{1/2},$$

and the initial relative velocities $\dot{u}_n(0) = -c U'(n - n_0)$ given by

$$\dot{u}_n(0) = \frac{\delta^{(\alpha+1)/2}}{2} \lambda \left( 1 - \tanh^2(\lambda (n - n_0)) \right).$$

This choice determines the initial displacements by induction through the formula

$$x_N(0) = 0, \quad x_n(0) = x_{n+1}(0) + u_n(0) \quad \text{for} \quad n = N - 1, \ldots, 1,$$

and the initial velocities through

$$\dot{x}_N(0) = \dot{u}_N(0), \quad \dot{x}_n(0) = \dot{x}_{n+1}(0) + \dot{u}_n(0) \quad \text{for} \quad n = N - 1, \ldots, 1,$$

which in turn provides the generalized initial velocities $w_n(0)$ using formula (31).

The Gauss-Newton iterations are stopped when $S$ drops below $10^{-14}$ and each components of two successive iterates differ at most by $10^{-7}$. We have observed that the accuracy of the initial seed is not very important for the convergence of the iteration, but the evaluation of the Jacobian matrix in the Gauss-Newton method needs to be precise (for this purpose we use the numderivative function of the software package Scilab).

Once the iteration has converged and the resulting initial condition $Y(0) = (x(0), w(0))$ is integrated for $t \in [0, 1/c)$, one obtains $X(\xi) = x_n(t)$ and $X'(\xi) = -\frac{\dot{x}_n(t)}{c}$ for $\xi = n - ct \in (n - 1, n]$ and for all $n = 1, \ldots, N$.

To check the numerical method, we have integrated the computed initial conditions over long times for different values of parameters $\alpha$, $\delta$, $\gamma$. We have observed a steady propagation of the traveling front over long distances, as illustrated in figure 9.

6.2. Qualitative properties of fronts. When $\gamma$ lies below a critical value $\gamma_c$, we observe that the front is non-monotonic within the compressed region. More precisely, the limits $\lim_{n \to -\infty} \dot{x}_n(t) = \lim_{t \to +\infty} \dot{x}_n(t) = v_p$ and $\lim_{n \to -\infty} (x_n(t) - x_{n+1}(t)) = \lim_{t \to +\infty} (x_n(t) - x_{n+1}(t)) = \delta$ occur with oscillations around the limiting values, as illustrated in the left panel of figure 9. This case is referred to as the underdamped regime. On the contrary, in the overdamped regime $\gamma \geq \gamma_c$, we obtain monotonic fronts as illustrated in the right panel of figure 9. More precisely, we observe some numerical oscillations of velocities and relative displacements around the limiting values at $n = -\infty$, but their amplitude is negligible (it is close to $10^{-8}$ or below, i.e. smaller than the numerical precision of the iterative method).

The critical damping takes the form

$$\gamma_c = \delta^{(1-\alpha)/2} \Gamma(\alpha),$$

where the multiplicative constant $\Gamma(\alpha)$ needs to be determined. The form (66) can be obtained by rescaling (35) and the front solution as described in section 3.1, which yields (similarly to (30)) a dimensionless damping parameter $\gamma \delta^{(\alpha-1)/2}$ with critical value denoted by $\Gamma(\alpha)$. 
Figure 9. Graph of bead velocities versus \( t - n/c \) for \( n = 271 \) (black line), \( n = 331 \) (blue line), \( n = 391 \) (green line), for the initial condition computed with the Gauss-Newton method. The three graphs coincide almost perfectly. Left plot: \( \alpha = 3/2, \delta = 5, \gamma = 0.06 \). Right plot: \( \alpha = 1.1, \delta = 0.1, \gamma = 0.2 \).

One can notice that \( \gamma_c \) diverges when the compression \( \delta \) at \( n = -\infty \) goes to 0. Consequently, once \( \alpha > 1 \) and \( \gamma \) are fixed, the underdamped regime \( \gamma < \gamma_c \) occurs when the compression \( \delta \) is small enough, or equivalently when the asymptotic bead velocity \( v_p \) at \( n = -\infty \) is small. This feature of the generalized KK model contrasts with the properties of generalized Hertzian chains with linear dashpots (\( \alpha > 1, \beta = 1 \)) for which \( \gamma_c \) vanishes with \( \delta \) [19]. For example, in the numerical simulations performed in [36] for \( \alpha = 3/2 \), the underdamped regime occurs when \( v_p \) is large enough.

We observe numerically that the multiplicative constant \( \Gamma(\alpha) \) in (66) becomes small when \( \alpha \) approaches unity. This is consistent with the analytical approximation (62) which indicates that

\[
\Gamma(\alpha) \approx \sqrt{\frac{\alpha - 1}{3\alpha}} \quad \text{for} \ \alpha \approx 1^+.
\]

This phenomenon is illustrated for \( \alpha = 1.02 \) and \( \delta = 1 \) in figure 10, which compares the maximal bead velocity \( \|\dot{x}\|_\infty \) to the downstream particle velocity \( v_p \). The transition between the underdamped and overdamped regimes occurs at \( \gamma_c \approx 0.079 \), a value well approximated by (63), which yields a critical damping close to 0.081. Of course the approximation (62) derived for \( \alpha \to 1^+ \) deteriorates when \( \alpha \) increases. For example, numerical computations indicate \( \gamma_c \approx 0.26 \) for \( \alpha = 3/2 \) and \( \delta = 1 \) (see figure 11), whereas the analytical approximation (63) yields a higher critical damping equal to 1/3.

Figure 10. Graph of \( \|\dot{x}\|_\infty - v_p \) versus \( \gamma \) for \( \alpha = 1.02 \) and \( \delta = 1 \). One observes a transition between the underdamped and overdamped regimes at \( \gamma_c \approx 0.079 \), close to the analytical approximation (63) (red line).
An important feature of the underdamped regime is that the relative difference (overstrike) between the maximal bead velocity (or relative displacement) and the limit at \( n = -\infty \) imposed by the boundary condition can be significant. This phenomenon is illustrated in figure 11 for \( \alpha = \frac{3}{2} \) and \( \delta = 1 \). Below \( \gamma = \gamma_c \), we observe that the overstrike increases with decreasing \( \gamma \), and becomes close to 1.5 for \( \gamma = 0.03 \). For smaller values of \( \gamma \), the iterative method does not reach the error bounds given above, so we cannot conclude on the limiting behavior of the front profile. These numerical difficulties are consistent with the fact that traveling fronts (with a constant compression at \( n = -\infty \)) do not exist in the limit case \( \gamma = 0 \) (see remark 4).

![Figure 11](image-url)

**Figure 11.** Left: graph of \( \|\dot{x}\|_\infty \) versus \( \gamma \) for \( \alpha = 3/2 \) and \( \delta = 1 \). Right: graph of \( \|u\|_\infty \) versus \( \gamma \), where \( u_n = x_n - x_{n+1} \) corresponds to relative displacements. One observes a transition between the underdamped and overdamped regimes at \( \gamma_c \approx 0.26 \).

6.3. **Comparison with the continuum limits.** In sections 4 and 5, we have derived two different continuum limits of the generalized KK model when \( \alpha \to 1^+ \). The logarithmic Burgers equation was derived for \( \gamma \delta^{(\alpha-1)/2} \gg (1 - \frac{1}{\alpha})^{1/2} \), and admits explicit front solutions with monotonic relative displacement profiles. The logarithmic KdV-Burgers equation was obtained for a weak dissipation with \( \gamma \delta^{(\alpha-1)/2} = O(1 - \frac{1}{\alpha})^{1/2} \). Depending whether the rescaled dissipation constant \( \mu \) defined in (54) lies below or above 2, it leads to underdamped or overdamped fronts. The front profiles must be computed numerically, but at a cost well below the complexity of the direct approach of section 6.1.

Figure 12 illustrates the convergence of the analytical approximations when \( \alpha \) approaches unity, for \( \delta = 5 \) and \( \alpha = 1.02 \). In the left panel, we fix \( \gamma = 0.2 \) (overdamped regime) and compare the numerical front solution obtained with the Gauss-Newton method to the logarithmic Burgers approximation. In the right panel we fix \( \gamma = 0.06 \) (underdamped regime, \( \mu \approx 1.51 \)) and compare the numerical front solution to the logarithmic KdV-Burgers approximation. The graphs of the analytical and numerical solutions are almost identical in both case.

Next we study how the two analytical approximations compare with the numerical solution when we depart from their asymptotical range of validity, i.e. when \( \alpha \) is further increased. For this purpose we fix \( \delta = 5 \) and first consider the case \( \alpha = 1.1 \). In figure 13, we fix \( \gamma = 0.2 \) (leading to the overdamped regime) and compare the numerical solution with the logarithmic Burgers approximation. We find an excellent agreement both for relative displacements and velocities. In figure 14, we set \( \gamma = 0.06 \) (leading to the underdamped regime) and compare the numerical solution with the logarithmic KdV-Burgers approximation. The approximation is excellent for relative displacements (left panel) but small discrepancies appear in the approximation of velocities, for which the overstrike is overestimated by 2.7% (green curve in the right panel). It is also interesting to observe the effect of the first order correction in \( \epsilon \) which is taken into account in (61) for the computation of the green curve. When this term is neglected (red curve), the front width is overestimated by around 11.5% (but the overstrike is closer to the value obtained with the numerical solution).
FIGURE 12. Comparison of the traveling front computed with the Gauss-Newton method (black line), the approximation (48) derived from the logarithmic Burgers equation (left plot, blue line), and the approximation (61) obtained with the logarithmic KdV-Burgers equations (right plot, green line). The numerical solutions and analytical approximations are almost identical. We only represent bead velocities (relative displacements display similar features). We have fixed $\delta = 5$ and $\alpha = 1.02$. The left panel corresponds to $\gamma = 0.2$ and the right panel to $\gamma = 0.06$.

FIGURE 13. Comparison of the traveling front computed with the Gauss-Newton method (black line) and the approximations (47) and (48) derived from the logarithmic Burgers equation (blue line). The left panel corresponds to relative displacements and right panel to velocities. We have fixed $\delta = 5$, $\alpha = 1.1$, $\gamma = 0.2$.

We now further increase $\alpha$ to the classical value $\alpha = 1.5$. Figure 15 compares the analytical approximations derived from the logarithmic Burgers and KdV-Burgers equations with the traveling fronts computed iteratively. For $\gamma = 0.2$ (overdamped regime), the velocity profile obtained with the logarithmic Burgers approximation is quite close to the numerical solution (top right plot, blue curve). The logarithmic Burgers approximation of relative displacements shows more discrepancies (top left plot, blue curve) but the approximation remains meaningful. As noted in section 6.2, the critical value of the damping is overestimated by the logarithmic KdV-Burgers approximation. As a consequence, the associated approximation of the front is underdamped ($\mu \approx 1.8$), leading to a spurious overstrike in the approximation of the velocity (top right plot, green curve). However, the overstrike is negligible for relative displacements (top left plot, green curve). As a conclusion, the logarithmic KdV-Burgers approximation displays clear discrepancies with the numerical solution but remains meaningful.

The bottom plots in figure 15 correspond to $\gamma = 0.06$ (underdamped regime). Here the logarithmic Burgers approximation is not appropriate, since it does not capture the rather large oscillations of relative displacements around the compressed state (bottom left plot, blue curve). However, on can notice
that the correction term in the velocity approximation (48) accounts for an overstrike (bottom right plot, blue curve). The logarithmic KdV-Burgers approximation (bottom plots, green curves) displays reasonable agreement with the numerical solution. The approximation of the shock width is quite accurate and the period of oscillations at the top of the front is reasonably approximated. The overstrike in relative displacements is underestimated by around 5%, and the overstrike in velocity is overestimated by around 14%. This error can be reduced to 2% by considering only the zeroth order term in $\epsilon$ in (61), but then the relative error on the front width is multiplied by two (data not shown).

7. Conclusion and perspectives

In this work, we have analyzed the propagation of fronts in one-dimensional lattices including both dissipative and nonlinear elastic nearest neighbors interactions. In section 2, we have determined in the general case how the velocity of traveling fronts depends on the asymptotic states of the system at $\pm \infty$. In section 3, we have considered a lattice model for viscoelastic granular chains that falls within the above class, in particular the KK model with Hertzian elastic and dissipation potentials, and a generalized KK model in which the exponent $\alpha$ in the contact force is an additional parameter. We have studied some qualitative properties of the models, and we have shown numerically that fronts can be generated in the KK model by applying a constant pressure at one end of a chain initially at rest. In the limit when $\alpha$ is close to unity, we have formally derived two different amplitude equations for long waves, namely a logarithmic Burgers equation (section 4) and a logarithmic KdV-Burgers equation (section 5). The latter incorporates dispersive effects that must be taken into account when contact damping is small. Both models possess traveling front solutions that have been compared to direct numerical computations of fronts in the granular chain based on the Gauss-Newton method (section 6). We have observed the convergence of the analytical approximations towards numerical solutions when $\alpha$ goes to unity, and we have checked that the analytical approximations still provide meaningful results when $\alpha$ is increased up to the classical value $3/2$. In addition, we have found a transition from underdamped to overdamped fronts when a nondimensional damping parameter $\gamma$ lies above some threshold $\gamma_c$. Using the logarithmic KdV-Burgers approximation, we have obtained an approximation of $\gamma_c$ valid for $\alpha$ close to unity.

Several significant extensions of this work could be considered. From a theoretical point of view, it would be interesting to justify the amplitude equations and analytical approximations derived in sections 4 and 5. In particular, we have observed in section 4.3 that the logarithmic Burgers equation is able
FIGURE 15. Comparison of the traveling front computed with the Gauss-Newton method (black line), the approximations (47) and (48) derived from the logarithmic Burgers equation (blue line), and the approximations (60) and (61) obtained with the logarithmic KdV-Burgers equations (green line). Left panels correspond to relative displacements and right panels to velocities. We have fixed $\delta = 5$, $\alpha = 1.5$. Top plots: $\gamma = 0.2$, and bottom plots: $\gamma = 0.06$.

to approximate the evolution over long times of well-prepared localized initial conditions when $\alpha$ is close to unity. It would be interesting to derive error bounds on the logarithmic Burgers approximation valid over such time scales, and to perform the same type of analysis for the logarithmic KdV-Burgers equation, in the same spirit as previous justifications of modulation equations for precompressed granular chains (see [11] and references therein). Another interesting open problem is to prove the existence and stability of exact traveling fronts in the granular chain, in particular with profiles close to the logarithmic Burgers or KdV-Burgers approximations in appropriate parameter regimes. In this context, the analytical approximations obtained in this work could provide a good starting point to construct exact front solutions using a fixed point technique. From a numerical point of view, it would be worthwhile to study the qualitative properties of fronts for more general values of the exponent $\beta$ in (2) and to take into account the energy dissipation due to plasticity.
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