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Abstract. We aim at understanding how the non-commutation phenomena between a
linear transport operator and a fractional diffusion allow the transport operator to satisfy
hypoelliptic estimates on the whole space. Such hypoelliptic estimates are obtained for
a large class of linear transport operators by using the classical multiplier method. The
main motivation of this work arises from the study of the hypoelliptic regularity of the
solutions of kinetic equations associated with a free transport operator.

1. Introduction

This paper is devoted to study the hypoelliptic properties enjoyed by a large class of
linear transport operators, time-dependent or autonomous, given by

(1.1) L = ∂t +Bx · ∇x or L = Bx · ∇x, (t, x) ∈ R× R
n,

where B is a real n× n matrix and Bx · ∇x stands for the following differential operator

Bx · ∇x =

n∑

i=1

n∑

j=1

Bi,jxj∂xi
, B = (Bi,j)1≤i,j≤n.

Considering λ0 > 0 a positive real number and Q a real symmetric positive semidefinite
n×n matrix, satisfying an algebraic condition with the matrix B, we aim at studying how
the non-commutation phenomena between the transport operator L and the fractional
diffusion 〈QDx〉

λ0 allow the operator L to satisfy global hypoelliptic estimates on the
whole space. As justified just after, the estimates we investigate take the following form

(1.2)

r−1∑

j=1

∥∥〈Q(BT )jDx〉
λju

∥∥
L2 + ‖u‖Hλr .

∥∥〈QDx〉
λ0u

∥∥
L2 +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj ,

with Dx = i−1∇x and where 0 ≤ r ≤ n−1 is an integer intrinsically linked to the matrices
B and Q and λ1, . . . , λr > 0 are regularity exponents we aim at sharply explicit in terms of
λ0 > 0 and the non-negative real numbers 0 ≤ q0, . . . , qr−1 ≤ 1 and s0, . . . , sr−1 ≥ 0. We
refer to the notation paragraph just after where the norms appearing in (1.2) are defined.

The algebraic condition mentioned above is the so-called Kalman rank condition

(1.3) Rank
[
B | Q

]
= n,

where [
B | Q

]
=

[
Q,BQ, . . . , Bn−1Q

]
,

is the n × n2 matrix obtained by writing consecutively the columns of the matrices
Q,BQ, . . . , Bn−1Q. This condition appears in many branches of analysis, for example
in controllability theory or in the theory of hypoelliptic operators. In this last domain, the
Kalman rank condition is known to be one of the equivalent conditions that characterizes
the hypoellipticity of the Ornstein-Uhlenbeck operators, which are operators given by the
sum of a diffusion and a linear transport operator, see e.g. the introduction of [3]. This
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condition also appears in the study of the subelliptic properties enjoyed by a more general
class of operators known as the fractional Ornstein-Uhlenbeck operators and defined by

P = |QDx|
λ0 +Bx · ∇x, x ∈ R

n.

The Ornstein-Uhlenbeck operators correspond to the case where λ0 = 2. In the work [3]
(Corollary 1.17), by studying the smoothing properties of the semigroup generated by the
above operator P and using results from the theory of real interpolation, the author and
J. Bernier obtained subelliptic estimates enjoyed by the operator P under the Kalman
rank condition (1.3) that directly provide the following hypoelliptic estimates for the au-
tonomous transport operator L under the same setting

(1.4)

r−1∑

j=1

∥∥〈Q(BT )jDx〉
λju

∥∥
L2 + ‖u‖Hλr .

∥∥〈QDx〉
λ0u

∥∥
L2 + ‖Lu‖L2 ,

where 0 ≤ r ≤ n− 1 is again an integer intrinsically linked to the matrices B and Q (the
same as above) and the regularity exponents λj > 0 are given by

(1.5) λj =
λ0

1 + jλ0
.

Therefore, when the Kalman rank condition holds, the non-trivial interaction between the
operator L and the fractional diffusion 〈QDx〉

λ0 provides global Sobolev regularity in the
all space and also in the directions given by the matrices Q,QBT , . . . , Q(BT )n−1. In this
paper, we aim at investigating the influence of the possible regularity of the source term Lu
in the same specific directions on the regularity of the function u. The purpose is to track
the dependence of the regularity exponents λj > 0 involved in the hypoelliptic estimate
(1.2) with respect to λ0 > 0, 0 ≤ q0, . . . , qr−1 ≤ 1 and s0, . . . , sr−1 ≥ 0.

The main motivation of this work arises from the study of the hypoelliptic regularity of
the L2

t,x,v solutions of the following transport equation with a source term f ∈ L2
t,x,v, with

L2
t,x,v = L2(R2n+1

t,x,v ), and posed on the whole Euclidean space,

(1.6) ∂tu+ v · ∇xu = f, (t, x, v) ∈ R× R
n ×R

n.

Notice that this is the equation Lu = f , where L is the time-dependent transport operator
defined in (1.1) when the matrix B is given by

B =

(
0n In
0n 0n

)
.

Many results on this topic concerning this particular equation were obtained in a series of
works by F. Bouchut [4], R. Alexandre, Y. Morimoto, S. Ukai, J.-C. Xu and T. Yang [2],
R. Alexandre [1] and W.-X. Li, P. Luo, S. Tang in [12]. One of these results, namely [12]
(Theorem 1.1), provide the following hypoelliptic estimate for the solutions u ∈ L2

t,x,v of
the transport equation (1.6)

∥∥〈Dx〉
p

1−q+pu
∥∥
L2
t,x,v

.
∥∥〈Dv〉

pu
∥∥
L2
t,x,v

+
∥∥〈Dv〉

qf
∥∥
L2
t,x,v

,(1.7)

where p ≥ 0 and 0 ≤ q ≤ 1 are non-negative real numbers. Let us also mention that
many results in the litterature known as “Avering Lemmas” deal with the study of the
hypoelliptic regularity not of the solutions u of the kinetic equation (1.6), but of their
averages

ρφ(t, x) =

∫

Rn

u(t, x, v)φ(v) dv, φ ∈ C∞
c (Rn).

Such a study will not be performed in this work and we refer to the recent work [9] where
a large state of art concerning this domain is made. Obtaining hypoelliptic estimates
like (1.2) for a large class of transport operators would allow to understand the global
phenomena of transmission of regularity illustrated in the particular case (1.7), where
regularity in the space variable x ∈ R

n is provided from regularity in the velocity variable
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v ∈ R
n. It would also provide a better understanding of the explicit gain of regularity

stated in the estimate (1.7).
In order to obtain hypoelliptic estimates like (1.2), we will use a multiplier method in-

spired by the work [13] of K. Pravda-Starov in which the author used this kind of method
to obtain sharp subelliptic estimates enjoyed by a large class of accretive quadratic differ-
ential operators. The very same method was also used by the same author in the work [14]
to obtain similar estimates for systems of quadratic differential operators. More generally,
the multiplier method was widely used in the literature to obtain coercive and subellip-
tic estimates for operators arising from the theory of kinetic equations or (hypoelliptic)
estimates for the solutions of such equations including for examples transport equations
with external potentials or various models of Boltzmann equations, see [5, 7, 10, 11, 12].
The construction implemented in this work is quite technical in the general case, but is
presented in Section 3 for a particular operator in order to identify its main steps.

Outline of the work. In Section 2, we state the main results contained in this work. Section
3 is devoted to present the main steps of the multiplier method applied to a particular
transport operator. The general construction is performed in Section 5 and the derivation
of the hypoelliptic estimates once this construction is achieved is made in Section 4. Section
6 is an appendix containing the proofs of some technical results.

Notations. The following notations and conventions will be used all over the work:

1. The canonical Euclidean scalar product of R
n is denoted by · and | · | stands for the

associated canonical Euclidean norm.

2. The Japanese bracket 〈·〉 is defined for all ξ ∈ R
n by 〈ξ〉 =

√
1 + |ξ|2.

3. The inner product of L2(Rn) is defined for all u, v ∈ L2(Rn) by

〈u, v〉L2(Rn) =

∫

Rn

u(x)v(x) dx.

4. In all the estimates appearing in this work, the L2 scalar product 〈·, ·〉L2 denotes the
scalar product of the space L2(Rn+1

t,x ) when the operator at play is L = ∂t + Bx · ∇x

and stands for the scalar product of the space L2(Rn
x) in the case where L = Bx · ∇x.

The situation is similar with the associated norm ‖ · ‖L2 , and more generally with any
Sobolev norm ‖ · ‖Hs , with s ≥ 0.

5. For all function u ∈ S(Rn), the Fourier transform of u is denoted û and defined by

û(ξ) =

∫

Rn

e−2iπx·ξu(x) dx.

With this convention, Plancherel’s theorem states that

∀u ∈ S(Rn), ‖û‖L2(Rn) = ‖u‖L2(Rn).

6. In all this work, the vector space S denotes the Schwartz space S(Rn+1
t,x ) when the

operator at play is L = ∂t + Bx · ∇x and stands for the Schwartz space S(Rn
x) in the

case where L = Bx · ∇x.

7. For all continuous function F : Rn → C, the notation F (Dx) is used to denote the
Fourier multiplier associated with the symbol F (ξ).

8. Given f, g : R
n → R two functions, the notation f . g means that there exists a

positive constant c > 0 such that f ≤ cg, the constant c > 0 not depending on exterior
parameters. Given moreover ε > 0, the notation f .ε g means that there exists a
positive constant cε > 0 depending on ε > 0 such that f ≤ cεg.

2. Mains results

This section is devoted to present the main results contained in this paper. As presented
in the introduction, when the Kalman rank condition (1.3) holds, we aim at obtaining
hypoelliptic estimates of the form (1.2) for the transport operators L defined in (1.1).
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Notice from Lemma 6.1 that the matrices B and Q satisfy the Kalman rank condition if
and only if there exists a non-negative integer 0 ≤ r ≤ n− 1 satisfying

(2.1) Ker(Q) ∩Ker(QBT ) ∩ . . . ∩Ker(Q(BT )r) = {0}.

The smallest integer 0 ≤ r ≤ n− 1 satisfying (2.1) is the one that appears in the estimate
(1.4). It will also play a key role in the futur results of this section.

In the general case, we will prove a weaker estimate than the one stated in (1.2) and
obtain a global hypoelliptic estimate of the form

(2.2) ‖u‖Hλr .
∥∥〈QDx〉

λ0u
∥∥
L2 +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj ,

again with λ0 > 0, 0 ≤ q0, . . . , qr−1 ≤ 1 and s0, . . . , sr−1 ≥ 0. To that end, we will use a
multiplier method, as explained in the previous section. The main technical part of this
work consists in constructing a multiplier adapted to the problem we are interested in.
In our case, this a smooth real-valued symbol g ∈ C∞(Rn,R) satisfying estimates of the
following form for all ξ ∈ R

n,

|g(ξ)| .

r−1∑

j=0

〈Q(BT )jξ〉qj〈ξ〉sj ,

〈ξ〉λr . 〈Qξ〉λ0 +BT ξ · ∇ξg(ξ).

(2.3)

Obtaining the hypoelliptic estimate (2.2) from (2.3) is performed in Section 4. While doing
this construction, the regularity exponent λr > 0 involved in (2.2) and (2.3) appears as
the last term of the family of positive real numbers (λ0, . . . , λr) recursively defined by

(2.4) ∀j ∈ {0, . . . , r − 1}, λj+1

(
1− qj
λj

+ 1

)
= 1 + sj.

Notice that the real numbers λ0, . . . , λr > 0 defined in (1.5) satisfy the above recurrence
relation with qj = sj = 0. This relation illustrates how the regularity of the source term Lu
influences the global Sobolev regularity of the function u through the regularity exponent
λr > 0 appearing in the hypoelliptic estimate (2.2). In the case where r ≥ 2, we will
need to make the following technical assumption on the family (λ0, . . . , λr) constructed
just before

(2.5) ∀j ∈ {2, . . . , r},
λj−1

λj−2
+
λj−1

λj
≤ 2.

Again, notice that the real numbers λ0, . . . , λr > 0 defined in (1.5) satisfy the estimate
(2.5) when r ≥ 2. The main result contained in this paper is the following:

Theorem 2.1. Let B be a real n× n matrix and L be one of the two transport operators

defined in (1.1). We consider Q a real symmetric positive semidefinite n × n matrix. We

assume that the matrices B and Q satisfy the Kalman rank condition (1.3) and that the

smallest integer 0 ≤ r ≤ n− 1 satisfying (2.1) is positive. Let λ0 > 0, 0 ≤ qr−2 ≤ qr−1 ≤ 1
and sr−1 ≥ sr−2 ≥ 0 be some non-negative real numbers. By setting qj = sj = 0 when

j ≤ r − 3, we consider the family of positive real numbers (λ0, . . . , λr) recursively defined

by (2.4). When this family (λ0, . . . , λr) is decreasing and satisfies the assumption (2.5) in

the case where r ≥ 2, there exists a positive constant c > 0 such that for all u ∈ S,

‖u‖Hλr ≤ c
(∥∥〈QDx〉

λ0u
∥∥
L2 +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj

)
.

The exponent λr > 0 appearing in the above statement is explicitly given by

λr =
λ0(1 + sr−2)(1 + sr−1)

(1− qr−2)(1− qr−1) + λ0(1 + sr−2) + λ0(1− qr−1) + λ0(1− qr−2)(1 − qr−1)(r − 2)
,
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see Subsection 6.3 in the Appendix. We also refer to this subsection where the various
assumptions made in Theorem 2.1 are explicitly expressed in terms of λ0 and the qj, sj .
Notice that when r ≥ 2, 0 ≤ qr−2 = qr−1 = q ≤ 1 and sr−2 = sr−1 = s ≥ 0, the decreasing
property of the family (λ0, . . . , λr) and the assumption (2.5) are equivalent to the following
simple condition

(q + s)(1 + λ0(r − 2)) < λ0.

In the case where r = 1, the estimate stated in the above theorem writes as

‖u‖Hλ1 .
∥∥〈QDx〉

λ0u
∥∥
L2 +

∥∥〈QDx〉
q0Lu

∥∥
Hs0

,

while in the case where r ≥ 2, this estimate is

‖u‖Hλr .
∥∥〈QDx〉

λ0u
∥∥
L2 +

∥∥〈Q(BT )r−2Dx〉
qr−2Lu

∥∥
Hsr−2 +

∥∥〈Q(BT )r−1Dx〉
qr−1Lu

∥∥
Hsr−1 .

We therefore obtained the hypoelliptic estimate (2.2) in the cases where r = 1 and r = 2
under reasonable assumptions and when r ≥ 3 while assuming moreover that qj = sj = 0
for all 0 ≤ j ≤ r − 3. We conjecture that this last assumption is only technical and that
the estimate (2.2) holds true without it. The conditions qr−2 ≤ qr−1 and sr−1 ≥ sr−2 are
also technical. Coupled with the fact that λr−1 > λr, they allow to get the estimates

λr > qr−1 + sr−1, and therefore λr > qr−2 + sr−2,

as checked in Lemma 6.3, which appears necessary in the proof of Theorem 2.1, but not
necessarily natural. The two other assumptions will be discussed later.

Even if we could not obtain anisotropic hypoelliptic estimates in the general case as
presented in (1.2), the multiplier method we are using in this work allows to obtain such
estimates (and even sharper) in particular cases as the one presented in the

Proposition 2.2. Let L be one of the two following transport operators

∂t + x0 · ∇x1 + x1 · ∇x2 , x0 · ∇x1 + x1 · ∇x2 , t ∈ R, x0, x1, x2 ∈ R
n.

We consider λ0 > 0, 0 ≤ q0, q1 ≤ 1 and s1, s2 ≥ 0 some non-negative real numbers, and

λ1, λ2 > 0 the positive real numbers recursively defined by

λ1

(
1− q0
λ0

+ 1

)
= 1 + s1 and λ2

(
1− q1
λ1

+ 1

)
= 1 + s2.

When the real numbers λ0, λ1, λ2 > 0 satisfy the condition (2.5), there exists a positive

constant c > 0 such that for all u ∈ S,
∥∥〈Dx1〉

λ1u
∥∥
L2 ≤ c

(∥∥〈Dx0〉
λ0u

∥∥
L2 +

∥∥〈Dx0〉
q0〈Dx1〉

s1Lu
∥∥
L2

)
,

∥∥〈Dx2〉
λ2u

∥∥
L2 ≤ c

(∥∥〈Dx1〉
λ1u

∥∥
L2 +

∥∥〈Dx1〉
q1〈Dx2〉

s2Lu
∥∥
L2

)
.

The main steps of the proof of this proposition are outline in Section 3 in order to present
the multiplier method. Keeping the context of Proposition 2.2 and assuming moreover that
λ0 > λ1 > λ2, we deduce that for all u ∈ S,

‖u‖Hλ2 .
∥∥〈Dx0〉

λ0u
∥∥
L2 +

∥∥〈Dx0〉
q0〈Dx1〉

s1Lu
∥∥
L2 +

∥∥〈Dx1〉
q1〈Dx2〉

s2Lu
∥∥
L2 .

This particular example therefore suggests that assuming that the family (λ0, . . . , λr) is
decreasing in Theorem 2.1 is natural. Moreover, as it is present in both results Theorem 2.1
and Proposition 2.2, we believe that the assumption (2.5) is necessary to obtain an estimate
like (1.2). This is reinforced by the fact the estimate (1.4) holds true with regularity
exponents λj > 0 given in (1.5) satisfying this condition, as we have already mentioned.

Example 2.3. Let L be one of the two following transport operators

∂t + v · ∇x, v · ∇x, t ∈ R, x, v ∈ R
n.

We also consider p > 0, 0 ≤ q ≤ 1 and s ≥ 0 some non-negative real numbers. The very
same proof as the one used to obtain Proposition 2.2 allows to derive the following estimate
for all u ∈ S, ∥∥〈Dx〉

p(1+s)
1−q+pu

∥∥
L2 .

∥∥〈Dv〉
pu

∥∥
L2 +

∥∥〈Dx〉
s〈Dv〉

qLu
∥∥
L2 .
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Even more, the same strategy of proof also allows to directly obtain that given a source
term f ∈ L2

t,x,v satisfying 〈Dx〉
s〈Dv〉

qf ∈ L2
t,x,v, any solution u ∈ L2

t,x,v of the transport

equation (1.6) such that 〈Dv〉
pu ∈ L2

t,x,v satisfies an hypoelliptic estimate of the form

∥∥〈Dx〉
p(1+s)
1−q+pu

∥∥
L2
t,x,v

.
∥∥〈Dv〉

pu
∥∥
L2
t,x,v

+
∥∥〈Dx〉

s〈Dv〉
qf

∥∥
L2
t,x,v

.

This this is a generalization of the estimate (1.7).

Notice that the two estimates stated in the above proposition are sharper versions of
the hypoelliptic estimate (1.2). They suggest that more general estimates of the form

r∑

j=1

∥∥〈Q(BT )jDx〉
λju

∥∥
L2 .

∥∥〈QDx〉
λ0u

∥∥
L2 +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qj 〈Q(BT )j+1Dx〉

sj+1Lu
∥∥
L2 ,

might hold true, the regularity exponents λ1, . . . , λr > 0 being recursively defined by (2.4),
the matrices B and Q satisfying the Kalman rank condition (1.3) or not. Nevertheless,
this kind of estimate seems out of reach for the moment, even under the Kalman rank
condition. However, there are good reasons to believe that the weaker estimate (1.2) can
be obtained with a multiplier method as the one used in this work.

3. The multiplier method in a particular case

The aim of this subsection is to present the main steps of the proof of Proposition 2.2.
No technical calculus will be detailed here, the objective is to illustrate how the multiplier
method works on a particular example. Moreover, all the calculus that are omitted in
this section are of the same type as those detailed in Section 5 where a multiplier is
constructed in the general case. Let L be the following transport operator, with t ∈ R and
(x0, x1, x2) ∈ R

3n,

L = ∂t + x0 · ∇x1 + x1 · ∇x2 .

The following proof works exactly the same when L stands for the following autonomous
transport operator

(3.1) x0 · ∇x1 + x1 · ∇x2 ,

as we will see. We also consider λ0 > 0, 0 ≤ q0, q1 ≤ 1 and s1, s2 ≥ 0 some non-negative
real numbers, and λ1, λ2 > 0 the positive real numbers recursively defined by

(3.2) λ1

(
1− q0
λ0

+ 1

)
= 1 + s1 and λ2

(
1− q1
λ1

+ 1

)
= 1 + s2.

Let us assume that the real numbers λ0, λ1, λ2 > 0 satisfy the condition (2.5), that is,

(3.3)
λ1
λ0

+
λ1
λ2

≤ 2.

The result we aim at proving states that the following estimates hold for all u ∈ S,
∥∥〈Dx2〉

λ2u
∥∥
L2 .

∥∥〈Dx1〉
λ1u

∥∥
L2 +

∥∥〈Dx1〉
q1〈Dx2〉

s2Lu
∥∥
L2 ,(3.4)

∥∥〈Dx1〉
λ1u

∥∥
L2 .

∥∥〈Dx0〉
λ0u

∥∥
L2 +

∥∥〈Dx0〉
q0〈Dx1〉

s1Lu
∥∥
L2 .(3.5)

The main step consists in constructing smooth real-valued symbols g1 ∈ C∞(R2n,Rn) and
g2 ∈ C∞(R3n,R) satisfying the following estimates for all (ξ0, ξ1, ξ2) ∈ R

3n,

|g1(ξ1, ξ2)| . 〈ξ1〉
q1〈ξ2〉

s2〈ξ2〉
λ2 ,(3.6)

|g2(ξ0, ξ1, ξ2)| . 〈ξ0〉
q0〈ξ1〉

s1〈ξ1〉
λ1 ,(3.7)

and such that

〈ξ2〉
2λ2 . 〈ξ1〉

2λ1 + ξ2 · ∇ξ1g1(ξ1, ξ2),(3.8)

〈ξ1〉
2λ1 . 〈ξ0〉

2λ0 + ξ2 · ∇ξ1g1(ξ1, ξ2) + ξ2 · ∇ξ1g2(ξ0, ξ1, ξ2) + ξ1 · ∇ξ0g2(ξ0, ξ1, ξ2).(3.9)
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Once these constructions are performed, the estimates (3.4) can be obtained in the following
way. Setting x = (x0, x1, x2) ∈ R

3n the global space variable, we begin by considering the
following quantity for all u ∈ S,

Re
〈
Lu, g1(Dx)u

〉
L2 = Re

〈
∂tu, g1(Dx)u

〉
L2 +Re

〈
(x0 · ∇x1 + x1 · ∇x2)u, g1(Dx)u

〉
L2 .

On the one hand, since the operator ∂t is formally skew-selfadjoint, g(Dx) is formally
selfadjoint (the symbol g being real-valued) and that these two operators commute, we get
that for all u ∈ S,

Re
〈
∂tu, g1(Dx)u

〉
L2 = −Re

〈
g1(Dx)u, ∂tu

〉
L2

= −Re
〈
∂tu, g1(Dx)u

〉
L2 = −Re

〈
∂tu, g1(Dx)u

〉
L2 ,

and as a consequence,
Re

〈
∂tu, g1(Dx)u

〉
L2 = 0.

Notice that this equality is the reason why the proof we are presenting now works the same
when L stands for the autonomous operator (3.1). On the other hand, by setting ξ ∈ R

3n

the dual variable of x ∈ R
3n, we deduce from Plancherel’s theorem that for all u ∈ S,

Re
〈
(x0 · ∇x1 + x1 · ∇x2)u, g1(Dx)u

〉
L2 = Re

〈
(ξ2 · ∇ξ1 + ξ1 · ∇ξ0)û(ξ), g1(ξ)û(ξ)

〉
L2 ,

where û denotes the Fourier transform of the Schwartz function u ∈ S with respect to
the space variable x ∈ R

3n. Using the fact that the multiplier g1 does not depend on the
variable ξ0 ∈ R

n, it therefore follows from Leibniz’ formula that for all u ∈ S,

Re
〈
(x0 · ∇x1 + x1 · ∇x2)u, g1(Dx)u

〉
L2 = −Re

〈
û(ξ), (ξ2 · ∇ξ1g1(ξ))û(ξ)

〉
L2

− Re
〈
û(ξ), g1(ξ)(ξ2 · ∇ξ1 + ξ1 · ∇ξ0)û(ξ)

〉
L2 ,

with

Re
〈
û(ξ), g1(ξ)(ξ2 · ∇ξ1 + ξ1 · ∇ξ0)û(ξ)

〉
L2 = Re

〈
(x0 · ∇x1 + x1 · ∇x2)u, g1(Dx)u

〉
L2 .

Thus, we deduce that for all u ∈ S,

−2Re
〈
Lu, g1(Dx)u

〉
L2 = Re

〈
û(ξ), (ξ2 · ∇ξ1g1(ξ))û(ξ)

〉
L2 .

Plancherel’s theorem and (3.8) then imply that for all u ∈ S,
∥∥〈Dx2〉

λ2u
∥∥2
L2 .

∥∥〈Dx1〉
λ1u

∥∥2
L2 − 2Re

〈
Lu, g1(Dx)u

〉
L2 .

Finally, the estimate (3.6) and the Cauchy-Schwarz inequality show that for all u ∈ S,
∣∣Re

〈
Lu, g1(Dx)u

〉
L2

∣∣ .
∥∥〈Dx1〉

q1〈Dx2〉
s2Lu

∥∥
L2

∥∥〈Dx2〉
λ2u

∥∥
L2 .

This ends the proof of the estimate (3.4), after using Young’s inequality. By considering
the symbol g = g1+g2 ∈ C∞(R3n,R) instead of the symbol g1, we obtain in the very same
way that for all u ∈ S,
∥∥〈Dx1〉

λ1u
∥∥2
L2 .

∥∥〈Dx0〉
λ0u

∥∥2
L2 +

∥∥〈Dx0〉
q0〈Dx1〉

s1Lu
∥∥
L2

∥∥〈Dx1〉
λ1u

∥∥
L2

+
∥∥〈Dx1〉

q1〈Dx2〉
s2Lu

∥∥
L2

∥∥〈Dx2〉
λ2u

∥∥
L2 .

We then obtain the estimate (3.5) from (3.4), another use of Young’s inequality and choos-
ing q1 = s2 = 0. Now, let us explain how to construct such symbols g1 and g2. Considering
a C∞

0 (R, [0, 1]) cut-off function ψ localized in a neighborhood of the origin, we begin by
considering the symbol g1 ∈ C∞(R2n) defined for all (ξ1, ξ2) ∈ R

2n by

g1(ξ1, ξ2) =
ξ1 · ξ2

〈ξ2〉2−2λ2
ψ

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
.

Notice that the symbol g1 satisfies the estimate (3.6), since we deduce from (3.2) and the
fact that the function ψ is supported near the origin that for all (ξ1, ξ2) ∈ R

2n,

〈ξ1〉
−q1 |g(ξ1, ξ2)| ≤

〈ξ1〉
1−q1〈ξ2〉

〈ξ2〉2−2λ2

∣∣∣∣ψ
(

|ξ1|
2

〈ξ2〉2λ2/λ1

)∣∣∣∣ .
〈ξ2〉

(1−q1)λ2/λ1+1

〈ξ2〉2−2λ2
= 〈ξ2〉

s2〈ξ2〉
λ2 .
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Moreover, computing ∇ξ1g1 and using the support localization of the function ψ anew, we
deduce that for all (ξ1, ξ2) ∈ R

2n,

(3.10) 〈ξ2〉
2λ2 . |ξ1|

2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
+ ξ2 · ∇ξ1g1(ξ1, ξ2) + 1,

where w is a C∞(R, [0, 1]) function vanishing in a neighborhood of the origin and constant
equal to 1 at infinity, controlling the functions 1 − ψ and |ψ′|. Since the function w is
bounded, we therefore obtain the estimate (3.8). Moreover, since 1 = (1−w)+w and that
the function 1− w is localized near the origin, we obtain that for all (ξ1, ξ2) ∈ R

2n,

(3.11) |ξ1|
2λ1 . 〈ξ2〉

2λ2 + |ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
.

Therefore, to derive (3.9), we need to control the term

|ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
.

To that end, we consider Γ ≫ 1 a large positive constant whose value will be chosen later.
By using that 1 . ψ + w, we deduce that for all (ξ1, ξ2) ∈ R

2n,

(3.12) |ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
. |ξ1|

2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
w

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)

+ |ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
ψ

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)
,

and the support localization of w implies that

(3.13) |ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
w

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)
. Γ2λ0 |ξ0|

2λ0 .

In order to control the term

|ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
ψ

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)
,

we consider the real-valued symbol g2 ∈ C∞(R3n,R) defined for all (ξ0, ξ1, ξ2) ∈ R
3n by

g2(ξ0, ξ1, ξ2) =
ξ0 · ξ1

|ξ1|2−2λ1
w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
ψ

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)
.

Notice that the symbol g2 is well-defined thanks to the fact that

〈ξ2〉
λ2 . |ξ1|

λ1 on Suppw

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
.

Moreover, the same arguments as the ones used to justify that the symbol g1 satisfies the
estimate (3.6) also allow to prove that the estimate (3.7) holds for the symbol g2 we have
just introduced. Until now, we have not needed to use the technical assumption (3.3).
Exploiting this relation on λ0, λ1, λ2 and the support localizations of the functions ψ and
w as before, a direct calculus implies that for all (ξ0, ξ1, ξ2) ∈ R

3n,

(3.14) |ξ1|
2λ1w

(
|ξ1|

2

〈ξ2〉2λ2/λ1

)
ψ

(
Γ2|ξ0|

2

|ξ1|2λ1/λ0

)
. Γ2λ0 |ξ0|

2λ0 + ξ1 · ∇ξ0g2(ξ0, ξ1, ξ2),

and

(3.15) −
1

Γ
|ξ1|

2λ1 . ξ2 · ∇ξ1g2(ξ0, ξ1, ξ2).
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Gathering the estimates (3.11), (3.12), (3.13), (3.14), (3.15), we obtain that there exists a
positive constant c > 0 independent of Γ ≫ 1 such that for all (ξ0, ξ1, ξ2) ∈ R

3n,

(
1−

c

Γ

)
|ξ1|

2λ1 . Γ 〈ξ0〉
2λ0 + ξ2 · ∇ξ1g1(ξ1, ξ2)

+ ξ2 · ∇ξ1g2(ξ0, ξ1, ξ2) + ξ1 · ∇ξ0g2(ξ0, ξ1, ξ2).

Taking Γ ≫ 1 large enough therefore ends the proof of (3.9).

4. Hypoelliptic estimates via the multiplier method in the general case

This subsection is devoted to the proof of Theorem 2.1. We consider B a real n × n
matrix and L one of the two transport operators defined in (1.1). We also consider Q a
real symmetric positive semidefinite n×n matrix. Let us assume that the matrices B and
Q satisfy the Kalman rank condition (1.3), the associated Kalman index defined in (2.1)
satisfying r ≥ 1. We consider λ0 > 0, 0 ≤ qr−2 ≤ qr−1 ≤ 1 and sr−1 ≥ sr−2 ≥ 0 some
non-negative real numbers. By setting qj = sj = 0 when j ≤ r − 3, we define recursively
the positive real numbers λ1, . . . , λr > 0 by

∀j ∈ {0, . . . , r − 1}, λj+1

(
1− qj
λj

+ 1

)
= 1 + sj.

Let us assume that the family (λ0, . . . , λr) is decreasing and satisfies the assumption (2.5).
We aim at establishing that there exists a positive constant c > 0 such that for all Schwartz
function u ∈ S,

(4.1) ‖u‖Hλr ≤ c
(∥∥〈QDx〉

λ0u
∥∥
L2 +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj

)
.

The proof of the estimate (4.1) is based on a multiplier method. Since the matrices B and
Q satisfy the Kalman rank condition (1.3), the definition (2.1) of the associated integer
r ≥ 1 implies that there exists a positive constant c0 > 0 such that

∀ξ ∈ R
n,

r∑

j=0

∣∣Q(BT )jξ
∣∣2 ≥ c0|ξ|

2.

It therefore follows from Proposition 5.1 that there exists a real-valued symbol g ∈ C∞(Rn)
satisfying that there exist some positive constants c1, c2, c3 > 0 such the estimates

(4.2) |g(ξ)| ≤ c1

r−1∑

j=0

〈Q(BT )jξ〉qj〈ξ〉sj ,

and

(4.3) 〈ξ〉λr ≤ c2〈Qξ〉
λ0 + c3B

T ξ · ∇ξg(ξ),

hold for all ξ ∈ R
n. Notice that the operators g(Dx) and ∂t are respectively formally

selfadjoint and skew-selfadjoint, because the symbol g is real-valued, and commute. More-
over, the operator Opw(Bx · iξ) defined by the Weyl quantization of the symbol Bx · iξ is
formally skew-selfadjoint, because this symbol is purely imaginary. We therefore deduce
from the definition (1.1) of the operator L and Lemma 6.2 that for all u ∈ S,

(4.4) Re
〈
Lu, g(Dx)u

〉
L2 =

1

2

〈[
g(Dx),Opw(Bx · iξ)

]
u, u

〉
L2 −

1

2
Tr(B)

〈
u, g(Dx)u

〉
L2 ,

where we used that

(4.5) Bx · ∇x = Opw(Bx · iξ)−
1

2
Tr(B).
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Moreover, the symbol Bx · iξ is a first order polynomial and elements of Weyl calculus,
see e.g. [8] (Theorem 18.5.6), show that the commutator between the operators g(Dx) and
Opw(Bx · iξ) is given by

(4.6)
[
g(Dx),Opw(Bx · iξ)

]
= Opw

(
1

i

{
g(ξ), Bx · iξ

})
= Opw

(
BT ξ · ∇ξg(ξ)

)
.

We deduce from (4.2), (4.4), (4.6) and Plancherel’s theorem that for all u ∈ S,

(4.7)
〈
(BT ξ · ∇ξg(ξ))Fxu,Fxu

〉
L2 ≤ 2Re

〈
Lu, g(Dx)u

〉
L2

+Tr(B)c1

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qj

2 〈Dx〉
sj

2 u
∥∥2
L2 ,

where Fxu denotes the partial Fourier transform of the Schwartz function u ∈ S with
respect to the space variable x ∈ R

n. The above estimate implies that for all u ∈ S,

(4.8)
〈
(c2〈Qξ〉

λ0 + c3(B
T ξ · ∇ξg(ξ)))Fxu,Fxu

〉
L2 ≤ 2c3 Re

〈
Lu, g(Dx)u

〉
L2

+ c2
∥∥〈QDx〉

λ0
2 u

∥∥2
L2 +Tr(B)c1c3

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qj

2 〈Dx〉
sj

2 u
∥∥2
L2 .

As a consequence of (4.3), (4.8) and Plancherel’s theorem, we get that for all u ∈ S,

(4.9)
∥∥〈Dx〉

λr
2 u

∥∥2
L2 ≤ 2c3 Re

〈
Lu, g(Dx)u

〉
L2 + c2

∥∥〈QDx〉
λ0
2 u

∥∥2
L2

+Tr(B)c1c3

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qj

2 〈Dx〉
sj

2 u
∥∥2
L2 .

By applying this estimate to the Schwartz function 〈Dx〉
λr
2 u, we obtain that for all u ∈ S,

(4.10)
∥∥〈Dx〉

λru
∥∥2
L2 ≤ 2c3 Re

〈
L〈Dx〉

λr
2 u, g(Dx)〈Dx〉

λr
2 u

〉
L2

+ c2
∥∥〈QDx〉

λ0
2 〈Dx〉

λr
2 u

∥∥2
L2 +Tr(B)c1c3

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qj

2 〈Dx〉
sj

2 〈Dx〉
λr
2 u

∥∥2
L2 .

We need to control the three quantities appearing in the right-hand side of the above
estimate. On the one hand, we deduce from Cauchy-Schwarz’ inequality that the second
and the third one can be controlled in the following way for all u ∈ S,

(4.11)
∥∥〈QDx〉

λ0
2 〈Dx〉

λr
2 u

∥∥2
L2 ≤

∥∥〈QDx〉
λ0u

∥∥
L2‖u‖Hλr ,

and for all 0 ≤ j ≤ r − 1,

(4.12)
∥∥〈Q(BT )jDx〉

qj

2 〈Dx〉
sj

2 〈Dx〉
λr
2 u

∥∥2
L2 ≤

∥∥〈Q(BT )jDx〉
qju

∥∥
Hsj ‖u‖Hλr .

On the other hand, we split the other term in two parts for all u ∈ S, one of them involving

the commutator between the operators L and 〈Dx〉
λr
2 ,

(4.13) Re
〈
L〈Dx〉

λr
2 u, g(Dx)〈Dx〉

λr
2 u

〉
L2

= Re
〈
Lu, g(Dx)〈Dx〉

λru
〉
L2 +Re

〈[
L, 〈Dx〉

λr
2
]
u, g(Dx)〈Dx〉

λr
2 u

〉
L2 .

We consider each new term one by one. First, we deduce from Cauchy-Schwarz’ inequality
and (4.2) that the first one is controlled in the following way for all u ∈ S,

Re
〈
Lu, g(Dx)〈Dx〉

λru
〉
L2 = Re

〈
g(Dx)Lu, 〈Dx〉

λru
〉
L2(4.14)

≤ c1

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj ‖u‖Hλr .
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We then write the second term in the following way for all u ∈ S,

Re
〈[
L, 〈Dx〉

λr
2
]
u, g(Dx)〈Dx〉

λr
2 u

〉
L2 = Re

〈
g(Dx)〈Dx〉

−
λr
2
[
L, 〈Dx〉

λr
2
]
u, 〈Dx〉

λru
〉
L2 .

Elements of Weyl calculus, for which we refer anew to [8] (Theorem 18.5.6), and the
definition (1.1) of the operator L imply that the Weyl symbol of the commutator in the
above estimate is given by the following Poisson bracket

1

i

{
Bx · iξ, 〈ξ〉

λr
2
}
= −BT ξ · ∇ξ〈ξ〉

λr
2 = −

λr
2
〈ξ〉

λr
2
−2(BT ξ · ξ).

As a consequence, the operator

〈Dx〉
−

λr
2
[
L, 〈Dx〉

λr
2
]
,

is a Fourier multiplier associated with the following bounded symbol

−
λr
2
〈ξ〉−

λr
2 〈ξ〉

λr
2
−2(BT ξ · ξ) = −

λr
2
〈ξ〉−2(BT ξ · ξ) ∈ L∞(Rn).

Cauchy-Schwarz’ inequality and the estimate (4.2) therefore imply that for all u ∈ S,

(4.15) Re
〈[
L, 〈Dx〉

λr
2
]
u, g(Dx)〈Dx〉

λr
2 u

〉
L2 ≤

c1λr
2

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj ‖u‖Hλr .

Gathering the estimates (4.10), (4.11), (4.12), (4.13), (4.14) and (4.15), we deduce that
there exists a positive constant c4 > 0 such that for all u ∈ S,

(4.16) ‖u‖2Hλr ≤ c4

(∥∥〈QDx〉
λ0u

∥∥
L2‖u‖Hλr +

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qju

∥∥
Hsj ‖u‖Hλr

+

r−1∑

j=0

∥∥〈Q(BT )jDx〉
qjLu

∥∥
Hsj ‖u‖Hλr

)
.

Finally, since λr > qj + sj from Lemma 6.3, the inequality λr−1 > λr being assumed,
Young’s inequality and Plancherel’s theorem imply that for all ε > 0, there exists a positive
constant cε > 0 such that for all 0 ≤ j ≤ r − 1 and u ∈ S,

(4.17)
∥∥〈Q(BT )jDx〉

qju
∥∥
Hsj . ‖u‖Hqj+sj . ε‖u‖Hλr + cε‖u‖L2 .

Adjusting the value of ε > 0, we derive the estimate (4.1) from (4.16) and (4.17). This
ends the proof of Theorem 2.1.

5. Construction of the multiplier in the general case

The aim of this section is to construct the real-valued multiplier g ∈ C∞(Rn) we have
used in Section 4 to prove Theorem 2.1. This construction, inspired by the work [13]
(Section 4) in which the author obtained global subelliptic estimates for a large class of
accretive quadratic differential operators, is performed in the following proposition:

Proposition 5.1. Let B and Q be real n × n matrices, with Q symmetric positive semi-

definite. We assume that there exist a positive integer r ≥ 1 and an open subset Ω0 ⊂ R
n

such that

(5.1) ∃c0 > 0,∀ξ ∈ Ω0,

r∑

j=0

|Q(BT )jξ|2 ≥ c0|ξ|
2.

Let λ0 > 0, 0 ≤ qr−2 ≤ qr−1 ≤ 1 and sr−1 ≥ sr−2 ≥ 0 be some non-negative real numbers.

By setting qj = sj = 0 when j ≤ r − 3, we define recursively the positive real numbers

λ1, . . . , λr > 0 by

(5.2) ∀j ∈ {0, . . . , r − 1}, λj+1

(
1− qj
λj

+ 1

)
= 1 + sj.
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When the family (λ0, . . . , λr) is decreasing and satisfies

∀j ∈ {2, . . . , r},
λj−1

λj−2
+
λj−1

λj
≤ 2.

when r ≥ 2, there exist some positive constants c1, c2, c3 > 0 and a real-valued symbol

g ∈ C∞(Rn) satisfying the two estimates

(5.3) ∀ξ ∈ Ω0, |g(ξ)| ≤ c1

r−1∑

j=0

〈Q(BT )jξ〉qj 〈ξ〉sj ,

and

(5.4) ∀ξ ∈ Ω0, 〈ξ〉λr ≤ c2〈Qξ〉
λ0 + c3B

T ξ · ∇ξg(ξ).

Proof. Let B and Q be some real n× n matrices, with Q symmetric positive semidefinite.
We shall prove Proposition 5.1 by induction on the positive integer r ≥ 1 such that (5.1)
holds.

A first multiplier. Let r ≥ 1 be a positive integer. Let λr−1 > 0, 0 ≤ qr−1 ≤ 1 and
sr−1 ≥ 0 be some non-negative real numbers. We define the positive real number λr > 0
by the relation

(5.5) λr

(
1− qr−1

λr−1
+ 1

)
= 1 + sr−1,

and assume that λr < λr−1. First of all, we begin by studying the symbol gr ∈ C∞(Rn)
defined for all ξ ∈ R

n by

(5.6) gr(ξ) =
Q(BT )r−1ξ ·Q(BT )rξ

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
,

where ψ ∈ C∞(R, [0, 1]) is smooth function satisfying

(5.7) ψ = 1 on
{
x ∈ R : |x| ≤ 1/2

}
, Suppψ ⊂

{
x ∈ R : |x| ≤ 1

}
.

It follows from (5.5) and Cauchy-Schwarz’ inequality that the symbol gr satisfies the fol-
lowing estimate for all ξ ∈ R

n,

〈Q(BT )r−1ξ〉−qr−1 |gr(ξ)| ≤
〈Q(BT )r−1ξ〉1−qr−1〈Q(BT )rξ〉

〈ξ〉2−λr

∣∣∣∣ψ
(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣(5.8)

.
〈ξ〉λr(1−qr−1)/λr−1+1

〈ξ〉2−λr
≃ 〈ξ〉sr−1 .

We shall study the derivatives of the symbol gr. By using that for all ξ ∈ R
n,

BT ξ · ∇ξ(Q(BT )r−1ξ ·Q(BT )rξ) = |Q(BT )rξ|2 +Q(BT )r−1ξ ·Q(BT )r+1ξ,

we deduce from the definition (5.6) of gr and a direct computation that for all ξ ∈ R
n,

(5.9) BT ξ · ∇ξgr(ξ) =
|Q(BT )rξ|2

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+A1(ξ) +A2(ξ) +A3(ξ),

where the three terms A1(ξ), A2(ξ) and A3(ξ) are respectively given by

A1(ξ) =
Q(BT )r−1ξ ·Q(BT )r+1ξ

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
,(5.10)

A2(ξ) = (Q(BT )r−1ξ ·Q(BT )rξ)
(
BT ξ · ∇ξ〈ξ〉

−2+λr
)
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
,(5.11)

and

(5.12) A3(ξ) =
Q(BT )r−1ξ ·Q(BT )rξ

〈ξ〉2−λr
BT ξ · ∇ξ

(
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

))
.
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We will focus on each term. First, notice that the two first ones A1(ξ) and A2(ξ) satisfy
the following estimate:

(5.13) ∀ξ ∈ R
n, |A1(ξ)|+ |A2(ξ)| . 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 .

Indeed, on the one hand, we deduce from (5.5), (5.10) and Cauchy-Schwarz’ inequality
that for all ξ ∈ R

n,

〈Q(BT )r−1ξ〉−qr−1 |A1(ξ)| ≤
〈Q(BT )r−1ξ〉1−qr−1〈Q(BT )r+1ξ〉

〈ξ〉2−λr

∣∣∣∣ψ
(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

.
〈ξ〉λr(1−qr−1)/λr−1+1

〈ξ〉2−λr
≃ 〈ξ〉sr−1 ,

since the function ψ is supported in [−1, 1]. On the other hand, we get from a direct
computation that for all ξ ∈ R

n,
∣∣BT ξ · ∇ξ〈ξ〉

−2+λr
∣∣ =

∣∣(−2 + λr)〈ξ〉
−4+λr (BT ξ · ξ)

∣∣ . 〈ξ〉−2+λr ,

and the same ingredients imply that for all ξ ∈ R
n,

〈Q(BT )r−1ξ〉−qr−1 |A2(ξ)| .
〈Q(BT )r−1ξ〉1−qr−1〈Q(BT )rξ〉

〈ξ〉2−λr

∣∣∣∣ψ
(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣ . 〈ξ〉sr−1 .

This proves that (5.13) holds. Moreover, it follows from Cauchy-Schwarz’ inequality and
Lemma 6.5 that for all ξ ∈ R

n,

|A3(ξ)| .
|Q(BT )r−1ξ||Q(BT )rξ|

〈ξ〉2−λr
〈ξ〉1−λr/λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

(5.14)

.
〈ξ〉λr/λr−1+1〈ξ〉1−λr/λr−1

〈ξ〉2−λr

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣ = 〈ξ〉λr

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

. |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣.

We therefore deduce from (5.9), (5.13) and (5.14) that for all ξ ∈ R
n,

(5.15)
|Q(BT )rξ|2

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
. |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

+ 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξgr(ξ).

Basic case. We assume that there exists an open subset Ω0 ⊂ R
n such that the estimate

(5.1) holds with r = 1. Keeping the notations introduced in the previous step, we also
assume that λ0 and λ1 satisfy λ0 < λ1. We aim first at proving that for all ξ ∈ Ω0,

(5.16) 〈ξ〉λ1 . 〈Qξ〉λ0 + 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ).

When r = 1, the inequality (5.15) writes for all ξ ∈ R
n as

|QBT ξ|2

〈ξ〉2−λ1
ψ

(
|Qξ|2

〈ξ〉2λ1/λ0

)
. |Qξ|λ0

∣∣∣∣ψ
′

(
|Qξ|2

〈ξ〉2λ1/λ0

)∣∣∣∣+ 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ).

Since the function ψ′ is bounded, we deduce that for all ξ ∈ R
n,

(5.17)
|QBT ξ|2

〈ξ〉2−λ1
ψ

(
|Qξ|2

〈ξ〉2λ1/λ0

)
. |Qξ|λ0 + 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ).

We consider a function w ∈ C∞(R, [0, 1]) satisfying

(5.18) w = 1 on
{
x ∈ R : |x| ≥ 1/2

}
, Suppw ⊂

{
x ∈ R : |x| ≥ 1/4

}
.

By definition of the function w, we notice that for all ξ ∈ R
n,

(5.19) 〈ξ〉λ1w

(
|Qξ|2

〈ξ〉2λ1/λ0

)
. |Qξ|λ0 .
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By summing the estimates (5.17) and (5.19), we deduce that for all ξ ∈ R
n,

(5.20)
|QBT ξ|2

〈ξ〉2−λ1
ψ

(
|Qξ|2

〈ξ〉2λ1/λ0

)
+ 〈ξ〉λ1w

(
|Qξ|2

〈ξ〉2λ1/λ0

)
. 〈Qξ〉λ0 + 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ).

Let ξ ∈ Ω0 satisfying |ξ| ≥ r0, where r0 ≥ 1 is a positive constant whose value will adjusted
later. We will distinguish two regions in Ω0 and we first assume that

(5.21)
|Qξ|2

〈ξ〉2λ1/λ0
≤

1

2
.

By using (5.1), (5.21) and the fact that |ξ| ≥ r0 with r0 ≥ 1, we obtain that

|QBT ξ|2 ≥ c0|ξ|
2 − |Qξ|2 ≥

c0r
2
0

1 + r20
〈ξ〉2 −

1

2
〈ξ〉2λ1/λ0 ≥

c0
2
〈ξ〉2 −

1

2
〈ξ〉2λ1/λ0 .

Let us recall that λ1 > λ0 by assumption. We can therefore choose r0 ≫ 1 large enough
so that |QBT ξ|2 & 〈ξ〉2. As a consequence, the estimate (5.20) becomes

〈ξ〉λ1 .
|QBT ξ|2

〈ξ〉2−λ1
. 〈Qξ〉λ0 + 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ),

since

ψ

(
|Qξ|2

〈ξ〉2λ1/λ0

)
= 1 and 〈ξ〉λ1w

(
|Qξ|2

〈ξ〉2λ1/λ0

)
≥ 0,

from the definition (5.7) of the function ψ and (5.21). Then, we assume that ξ ∈ Ω0

satisfies

(5.22)
|Qξ|2

〈ξ〉2λ1/λ0
≥

1

2
.

In this case,
|QBT ξ|2

〈ξ〉2−λ1
ψ

(
|Qξ|2

〈ξ〉2λ1/λ0

)
≥ 0 and w

(
|Qξ|2

〈ξ〉2λ1/λ0

)
= 1,

from the definition (5.18) of the function w, and we obtain from (5.20) anew that

〈ξ〉λ1 . 〈Qξ〉λ0 + 〈Qξ〉q0〈ξ〉s0 +BT ξ · ∇ξg1(ξ).

We proved that (5.16) holds when |ξ| ≥ r0. Since all the functions involved in this estimate
are continuous, it is also valid when |ξ| ≤ r0 from a compactness argument, up to increasing
all the constants. Moreover, the assumption λ1 > λ0 and a straightforward calculus show
that λ1 > q0 + s0, and Young’s inequality implies that for all ε > 0, there exists a positive
constant cε > 0 such that for all ξ ∈ R

n,

〈Qξ〉q0〈ξ〉s0 . 〈ξ〉q0+s0 . ε〈ξ〉λ1 + cε.

Adjusting the value of ε > 0, we deduce that for all ξ ∈ Ω0,

〈ξ〉λ1 . 〈Qξ〉λ0 +BT ξ · ∇ξg1(ξ).

This ends the proof of Proposition 5.1 in the case when r = 1, and it proves the induction
hypothesis in the basic case.

Induction. We now consider r ≥ 2 a positive integer and assume that Proposition 5.1
is proven for r − 1. We also assume that there exists an open subset Ω0 ⊂ R

n such
that the estimate (5.1) holds. Let λ0 > 0, 0 ≤ qr−2 ≤ qr−1 ≤ 1 and sr−1 ≥ sr−2 ≥ 0
be some non-negative real numbers. By setting qj = sj = 0 when j ≤ r − 3, we define
recursively the positive real numbers λ1, . . . , λr > 0 by (5.2). Let us assume that the family
(λ0, . . . , λr) is decreasing and satisfies (2.5). The purpose is to obtain the existence of a
smooth function w ∈ C∞(R, [0, 1]) with similar properties as the one defined in (5.18), with
possibly different numerical values for its support localisation, and a smooth real-valued
symbol Gr ∈ C∞(Rn) satisfying

(5.23) ∀ξ ∈ Ω0, |Gr(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 ,
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and such that for all ξ ∈ Ω0,

(5.24) 〈ξ〉λr . |Q(BT )r−1ξ|λr−1w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+ 〈Qξ〉λ0

+ 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξGr(ξ).

This estimate combined with (5.43) and (5.44) (proven in the following step, a little further)
ends the proof of Theorem 5.1. Indeed, given ε > 0, it follows from these two estimates
that there exists a smooth real-valued symbol pr,ε ∈ C∞(Rn) such that for all ξ ∈ R

n,

|pr,ε(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,

and

|Q(BT )r−1ξ|λr−1w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
. 〈Qξ〉λ0 + ε〈ξ〉λr +BT ξ · ∇ξpr,ε(ξ).

Adjusting the value of ε > 0 and setting g = Gr + pr,ε, which is a regular real-valued
symbol satisfying (5.3), we obtain that for all ξ ∈ Ω0,

〈ξ〉λr . 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξg(ξ).

Since we assumed that λr−1 > λr, the estimates λr > qr−1 + sr−1 ≥ qr−2 + sr−2 are valid
from Lemma 6.3, and Young’s inequality implies that for all η > 0, there exists a positive
constant cη > 0 such that for all ξ ∈ R

n,

〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1

. 〈ξ〉qr−2+sr−2 + 〈ξ〉qr−1+sr−1 . η〈ξ〉λr + cη ,

Adjusting the value of η > 0, Plancherel’s theorem then implies that for all ξ ∈ Ω0,

〈ξ〉λr . 〈Qξ〉λ0 +BT ξ · ∇ξg(ξ),

which is the required estimate.
To establish (5.24), we distinguish two cases. On the one hand, in the situation where

(5.25) ∀c1 ∈ (0, c0),∀ξ ∈ Ω0, |Q(BT )rξ|2 ≥ c1|ξ|
2,

where c0 > 0 denotes the positive constant appearing in (5.1), we get from (5.15) that for
all ξ ∈ Ω0 satisfying |ξ| ≥ 1,

(5.26) 〈ξ〉λrψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
.

|Q(BT )rξ|2

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)

. |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣+ 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξgr(ξ).

Then, observing from (5.7) that the function 1−ψ is supported in (−∞,−1/2]∪[1/2,+∞),
we obtain the following estimate for all ξ ∈ Ω0 satisfying |ξ| ≥ 1,

〈ξ〉λr = 〈ξ〉λrψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+ 〈ξ〉λr (1− ψ)

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
(5.27)

. 〈ξ〉λrψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+ |Q(BT )r−1ξ|λr−1(1− ψ)

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
.

Considering a function w ∈ C∞(R, [0, 1]) with similar properties as the one defined in
(5.18), with possibly different numerical values for its support localisation, such that
|ψ′|, 1 − ψ ≤ w, which is possible in view of (5.7), we deduce from (5.26) and (5.27)
that for all ξ ∈ Ω0 satisfying |ξ| ≥ 1,
(5.28)

〈ξ〉λr . |Q(BT )r−1ξ|λr−1w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+ 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξgr(ξ).
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This estimate can be extended to all ξ ∈ Ω0 satisfying |ξ| ≤ 1, all the functions involved
being continuous. Since the estimate (5.8) holds, this proves (5.23) and (5.24).

On the other hand, when the estimate (5.25) does not hold, we may find some positive
constants c1, c2 > 0, such that the estimate

(5.29)

r−1∑

j=0

|Q(BT )jξ|2 ≥ c2|ξ|
2,

holds on the non-empty open set

(5.30) Ω1 =
{
ξ ∈ R

n : |Q(BT )rξ|2 < c1|ξ|
2
}
∩ Ω0.

We deduce from the induction hypothesis that there exists a smooth real-valued symbol
hr−1 ∈ C∞(Rn) such that

(5.31) ∀ξ ∈ Ω1, |hr−1(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,

since qj = sj = 0 when j ≤ r − 3, and satisfying that for all ξ ∈ Ω1,

(5.32) 〈ξ〉λr−1 . 〈Qξ〉λ0 +BT ξ · ∇ξhr−1(ξ).

We choose ψ0 and w0 some C∞(R, [0, 1]) functions satisfying similar properties as the
functions defined in (5.7) and (5.18) respectively, with possibly different positive numerical
values for their support localizations, such that

(5.33) Supp

(
ψ0

(
|Q(BT )r · |2

| · |2

)
w0(| · |

2)

)
⊂

{
ξ ∈ R

n : |Q(BT )rξ|2 < c1|ξ|
2
}
.

It follows from (5.32) that for all ξ ∈ Ω0,

ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)〈ξ〉λr−1 . ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)
(
〈Qξ〉λ0 +BT ξ · ∇ξhr−1(ξ)

)
.

Since the functions ψ0 and w0 are bounded, this inequality shows that for all ξ ∈ Ω0,
(5.34)

ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)〈ξ〉λr−1 . 〈Qξ〉λ0 + ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)BT ξ · ∇ξhr−1(ξ).

We consider the symbol g̃r−1 defined for all ξ ∈ Ω0 by

(5.35) g̃r−1(ξ) = ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)hr−1(ξ).

Notice from (5.31) and by choice of the functions ψ0 and w0 that the symbol g̃r−1 satisfies

(5.36) ∀ξ ∈ Ω0, |g̃r−1(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 .

In order to reformulate the estimate (5.34) in term of the symbol g̃r−1 instead of hr−1, we
compute its derivatives. We first notice from Leibniz’ formula that for all ξ ∈ Ω0,

BT ξ · ∇ξg̃r−1(ξ) = BT ξ · ∇ξ

(
ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)

)
hr−1(ξ)

+ ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)BT ξ · ∇ξhr−1(ξ).

Let us check that

(5.37) BT ξ · ∇ξ

(
ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)

)
∈ L∞(Rn).
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We directly compute that for all ξ ∈ R
n,

BT ξ · ∇ξ

(
ψ0

(
|Q(BT )rξ|2

|ξ|2

))
w0(|ξ|

2)

=

(
BT ξ · ∇ξ|Q(BT )rξ|2

|ξ|2
+ |Q(BT )rξ|2BT ξ · ∇ξ|ξ|

−2

)
ψ′
0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)

=

(
2Q(BT )r+1ξ ·Q(BT )rξ

|ξ|2
−

2|Q(BT )rξ|2BT ξ · ξ

|ξ|4

)
ψ′
0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2) ∈ L∞(Rn).

On the other hand, since the function w′
0 is compactly supported from (5.18), we notice

that for all ξ ∈ R
n,

ψ0

(
|Q(BT )rξ|2

|ξ|2

)
BT ξ · ∇ξw0(|ξ|

2) = ψ0

(
|Q(BT )rξ|2

|ξ|2

)
2(BT ξ · ξ)w′

0(|ξ|
2) ∈ L∞(Rn).

These two estimates and Leibniz’ formula imply that (5.37) holds. Since the symbol hr−1

satisfies the estimate (5.31), it follows from (5.34) and the definition (5.35) of the symbol
g̃r−1 that for all ξ ∈ Ω0,
(5.38)

〈ξ〉λr−1ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2) . 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 +BT ξ · ∇ξ g̃r−1(ξ).

Let Gr be the smooth real-valued symbol defined by Gr = gr + g̃r−1. Notice from (5.8)
and (5.36) that for all ξ ∈ Ω0,

(5.39) |Gr(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 .

By summing the estimates (5.15) and (5.38), we deduce that for all ξ ∈ Ω0,

(5.40)
|Q(BT )rξ|2

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
+ 〈ξ〉λr−1ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2)

. |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣+ 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2

+ 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξGr(ξ).

We can now tackle the proof of the estimate (5.24) itself. We need to be more precise
concerning the support localization of the functions ψ0 and w0. Let σ0, σ1 > 0 be two
positive constants, with s0 < c1, satisfying that

(5.41) ψ0 = 1 on
{
x ∈ R : |x| ≤ σ0

}
and w0 = 1 on

{
x ∈ R : |x| ≥ σ1

}
.

Let ξ ∈ Ω0 satisfying |ξ| ≥ σ1. As in the basic case, we need to distinguish two regions in
Ω0. On the one hand, when |Q(BT )rξ|2 ≤ σ0|ξ|

2, we deduce the following estimate from
(5.41),

〈ξ〉λr−1ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2) = 〈ξ〉λr−1 ≥ 〈ξ〉λr ,

since λr−1 > λr by assumption. The estimate (5.40) therefore writes as

〈ξ〉λr . |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

+ 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξGr(ξ),

since
|Q(BT )rξ|2

〈ξ〉2−λr
ψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
≥ 0.
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On the other hand, when |Q(BT )rξ|2 ≥ σ0|ξ|
2, we deduce that |Q(BT )rξ|2 & 〈ξ〉2 according

to |ξ| ≥ σ1 with σ1 > 0, which proves that

〈ξ〉λr .
|Q(BT )rξ|2

〈ξ〉2−λr
.

The inequality (5.40) therefore writes in this case in the following way

〈ξ〉λrψ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
. |Q(BT )r−1ξ|λr−1

∣∣∣∣ψ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

+ 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξGr(ξ),

since

〈ξ〉λr−1ψ0

(
|Q(BT )rξ|2

|ξ|2

)
w0(|ξ|

2) ≥ 0.

Proceeding similarly as we have already done to establish the estimate (5.28), that is,
mimicking (5.27), we deduce that

〈ξ〉λr . |Q(BT )r−1ξ|λr−1w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)

+ 〈Qξ〉λ0 + 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 + 〈Q(BT )r−1ξ〉qr−1〈ξ〉sr−1 +BT ξ · ∇ξGr(ξ),

where w ∈ C∞(R, [0, 1]) is a smooth function with the following properties

(5.42) w = 1 on
{
x ∈ R : |x| ≥ c1

}
and Suppw ⊂

{
x ∈ R : |x| ≥ c2

}
,

where c1 > c2 > 0, such that |ψ′| ≤ w and 1 − ψ ≤ w. This disjunction of cases proves
that the estimate (5.24) holds when |ξ| ≥ σ1. Moreover, since the all functions implied are
continuous, (5.24) remains for all ξ ∈ Ω0 satisfying |ξ| < σ1, up to grow all the positive
constants at play.

An instrumental estimate. In order to end the proof of Proposition 5.1, it remains to
check that for all ε > 0, there exists a smooth real-valued symbol pr,ε ∈ C∞(Rn) satisfying
that for all ξ ∈ R

n,

(5.43) |pr,ε(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,

and

(5.44) |Q(BT )r−1ξ|λr−1w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
. 〈Qξ〉λ0 + ε〈ξ〉λr +BT ξ · ∇ξpr,ε(ξ).

where w ∈ C∞(R, [0, 1]) is the function defined in (5.42). We fix ε > 0 a small positive
real number for the rest of this proof.

Introduction. Let Γ2, . . . ,Γr ≥ 1 be some large positive constants whose values will be
chosen later on. Setting ψ = 1−w, we also consider the symbolsW1, . . . ,Wr and Ψ2, . . . ,Ψr

formally defined on the one hand by

(5.45) W1(ξ) = w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
,

and on the other hand for all j ∈ {2, . . . , r} by

Wj(ξ) = w

(
Γ2
j |Q(BT )r−jξ|2

|Q(BT )r−j+1ξ|2λr−j+1/λr−j

)
,(5.46)

Ψj(ξ) = ψ

(
Γ2
j |Q(BT )r−jξ|2

|Q(BT )r−j+1ξ|2λr−j+1/λr−j

)
.(5.47)
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Notice that the function ψ ∈ C∞(R, [0, 1]) satisfies

(5.48) ψ = 1 on
{
x ∈ R : |x| ≤ c2

}
, Suppψ ⊂

{
x ∈ R : |x| ≤ c1

}
.

We aim at proving by induction that the positive constants Γ2, . . . ,Γr ≫ 1 can be chosen
large enough so that for all k ∈ {1, . . . , r − 1}, there exists a smooth real-valued symbol
pk,ε ∈ C

∞(Rn) satisfying

(5.49) ∀ξ ∈ R
n, |pk,ε(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,

and such that for all ξ ∈ R
n,

(5.50) |Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ)

. |Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ) + ε〈ξ〉λr +BT ξ · ∇ξpk,ε(ξ),

and

(5.51) |Q(BT )r−kξ|λr−kWk(ξ) . |Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ)+ε〈ξ〉
λr +BT ξ ·∇ξpk,ε(ξ),

where the function Wk ∈ C∞(Rn) ∩ L∞(Rn) is given by

(5.52) Wk =
k∏

j=1

Wj .

Notice from the definition (5.42) of the function w that the symbols Wk are well-defined
on R

n and that for all 2 ≤ j ≤ k and ξ ∈ SuppWk,

(5.53) 〈ξ〉λr . |Q(BT )r−1ξ|λr−1 and |Q(BT )r−j+1ξ|λr−j+1 . Γ
λr−j

j |Q(BT )r−jξ|λr−j .

Synthetically, these estimates can be written in the following way

(5.54) 〈ξ〉λr . |Q(BT )r−1ξ|λr−1 . Γ2 |Q(BT )r−2ξ|λr−2 . Γ2,Γ3 . . .

. . . . Γ2,...,Γk−1
|Q(BT )r−k+1ξ|λr−k+1 . Γ2,...,Γk

|Q(BT )r−kξ|λr−k .

As a consequence, each function Ψk+1 is well-defined on the support of the function Wk.
Notice for futur estimates that from the definition (5.48) the function ψ, the following
estimate holds for all 1 ≤ k ≤ r − 1 and ξ ∈ Supp(WkΨk+1),

(5.55) Γ
λr−k−1

k+1 |Q(BT )r−k−1ξ|λr−k−1 . |Q(BT )r−kξ|λr−k .

The estimate (5.50) will be instrumental to prove (5.51) while the estimate (5.51) and a
straightforward induction implies that for all ξ ∈ R

n,

|Q(BT )r−1ξ|λr−1W1(ξ) . |Qξ|λ0Wr(ξ) + ε〈ξ〉λr +

r∑

k=1

BT ξ · ∇ξpk,ε(ξ).

This will end the proof of (5.43) and (5.44) since the function Wr is bounded by construc-

tion and pr,ε =
∑r−1

k=1 pk,ε defines a smooth real-valued symbol pr,ε ∈ C∞(Rn) satisfying
(5.43) from (5.49). Notice that we have not used the assumption

(5.56) ∀j ∈ {2, . . . , r},
λj−1

λj−2
+
λj−1

λj
≤ 2,

since the beginning of the proof of Proposition 5.1. It will play its role during this last step.

Basic case. Let us recall from (5.45), (5.46) and (5.47) that the symbols W1, W2 and Ψ2

are formally defined for all ξ ∈ R
n by

W1(ξ) = w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
,(5.57)

W2(ξ) = w

(
Γ2
2|Q(BT )r−2ξ|2

|Q(BT )r−1ξ|2λr−1/λr−2

)
,(5.58)
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and

(5.59) Ψ2(ξ) = ψ

(
Γ2
2|Q(BT )r−2ξ|2

|Q(BT )r−1ξ|2λr−1/λr−2

)
.

We consider the symbol p1,ε ∈ C∞(Rn) defined for all ξ ∈ R
n by

(5.60) p1,ε(ξ) =
Q(BT )r−1ξ ·Q(BT )r−2ξ

|Q(BT )r−1ξ|2−λr−1
W1(ξ)Ψ2(ξ).

Notice from (5.54) that the symbol p1,ε is well-defined on R
n. Moreover, Cauchy-Schwarz’

inequality combined with (5.2) and the estimate (5.55) implies that for all ξ ∈ Supp(W1Ψ2),

|Q(BT )r−1ξ ·Q(BT )r−2ξ|

|Q(BT )r−1ξ|2−λr−1
.

|Q(BT )r−1ξ||Q(BT )r−2ξ|1−qr−2+qr−2

|Q(BT )r−1ξ|2−λr−1
(5.61)

. 〈Q(BT )r−2ξ〉qr−2
|Q(BT )r−1ξ|(1−qr−2)λr−1/λr−2

Γ2|Q(BT )r−1ξ|1−λr−1

.
1

Γ2
〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 .

This estimate implies in particular that the symbol p1,ε satisfies that for all ξ ∈ R
n,

|p1,ε(ξ)| .
1

Γ2
〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 .

We want to prove that the positive constant Γ2 ≫ε 1 can be chosen large enough so that
the two following estimates

(5.62) |Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ) . |Q(BT )r−2ξ|λr−2W2(ξ) + ε〈ξ〉λr +BT ξ · ∇ξp1,ε(ξ),

and

(5.63) |Q(BT )r−1ξ|λr−1W1(ξ) . |Q(BT )r−2ξ|λr−2W2(ξ) + ε〈ξ〉λr +BT ξ · ∇ξp1,ε(ξ),

hold for all ξ ∈ R
n. We first focus on proving (5.62). We therefore need to compute and

estimate the quantity 〈BT ξ,∇ξ〉p1,ε(ξ). First, it follows from a direct computation that
for all ξ ∈ R

n,

BT ξ · ∇ξ(Q(BT )r−1ξ ·Q(BT )r−2ξ) = |Q(BT )r−1ξ|2 +Q(BT )rξ ·Q(BT )r−2ξ.

We therefore deduce that for all ξ ∈ R
n,

BT ξ · ∇ξp1,ε(ξ) = |Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ) +B1,1(ξ) +B2,1(ξ) +B3,1(ξ) +B4,1(ξ),

where the four terms B1,1(ξ), B2,1(ξ), B3,1(ξ) and B4,1(ξ) are respectively defined by

B1,1(ξ) =
Q(BT )rξ ·Q(BT )r−2ξ

|Q(BT )r−1ξ|2−λr−1
W1(ξ)Ψ2(ξ),

B2,1(ξ) =
(
BT ξ · ∇ξ|Q(BT )r−1ξ|λr−1−2

)
(Q(BT )r−1ξ ·Q(BT )r−2ξ)W1(ξ)Ψ2(ξ),

B3,1(ξ) =
Q(BT )r−1ξ ·Q(BT )r−2ξ

|Q(BT )r−1ξ|2−λr−1
(BT ξ · ∇ξW1(ξ))Ψ2(ξ),

and

B4,1(ξ) =
Q(BT )r−1ξ ·Q(BT )r−2ξ

|Q(BT )r−1ξ|2−λr−1
W1(ξ)(B

T ξ · ∇ξΨ2(ξ)).

We now deal with each of these terms one by one.

1. We deduce from Cauchy-Schwarz’ inequality and the estimates (5.53), (5.55) that the
term B1,1(ξ) can be controlled in the following way for all ξ ∈ R

n,

|B1,1(ξ)| .
|Q(BT )r−1ξ|λr−1/λr |Q(BT )r−1ξ|λr−1/λr−2

Γ2|Q(BT )r−1ξ|2−λr−1
W1(ξ)Ψ2(ξ).
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It therefore follows from the assumption (5.56) that for all ξ ∈ R
n,

(5.64) |B1,1(ξ)| .
1

Γ2
|Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ).

2. A direct computation shows that for all ξ ∈ SuppW1,

BT ξ · ∇ξ|Q(BT )r−1ξ|λr−1−2 = (λr−1 − 2)
Q(BT )rξ ·Q(BT )r−1ξ

|Q(BT )r−1ξ|4−λr−1
.

The term B2,2(ξ) is thus given from its definition by

B2,1(ξ) = (λr−1 − 2)
Q(BT )rξ ·Q(BT )r−1ξ

|Q(BT )r−1ξ|2
Q(BT )r−1ξ ·Q(BT )r−2ξ

|Q(BT )r−1ξ|2−λr−1
W1(ξ)Ψ2(ξ).

We then deduce from the same ingredients as the one used to estimate the term B1,1(ξ)
that for all ξ ∈ R

n, the term B2,1(ξ) is itself controlled in the following way for all ξ ∈ R
n,

|B2,1(ξ)| .
|Q(BT )r−1ξ|λr−1/λr |Q(BT )r−1ξ|

|Q(BT )r−1ξ|2
|Q(BT )r−1ξ||Q(BT )r−1ξ|λr−1/λr−2

Γ2|Q(BT )r−1ξ|2−λr−1
W1(ξ)Ψ2(ξ).

Using (5.56) anew, we deduce that for all ξ ∈ R
n,

(5.65) |B2,1(ξ)| .
1

Γ2
|Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ).

3. Notice that Cauchy-Schwarz’ inequality combined with the estimate (5.55) implies that
for all ξ ∈ Supp(W1Ψ2),

(5.66)
|Q(BT )r−1ξ ·Q(BT )r−2ξ|

|Q(BT )r−1ξ|2−λr−1
.

|Q(BT )r−1ξ|1+λr−1/λr−2

Γ2|Q(BT )r−1ξ|2−λr−1
.

The term B3,1(ξ) can be directly controlled by using this estimate, the assumption (5.56)
and Lemma 6.5, the function w being a smooth function satisfying that w′ is compactly
supported with maxSuppw′ = c1 > 0, the condition λr−1 < λr being assumed. We obtain
that for all ξ ∈ R

n,

|B3,1(ξ)| .
|Q(BT )r−1ξ|1+λr−1/λr−2

Γ2|Q(BT )r−1ξ|2−λr−1
〈ξ〉1−λr/λr−1

∣∣∣∣w
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣Ψ2(ξ)

(5.67)

.
|Q(BT )r−1ξ|1+λr−1/λr−2

Γ2|Q(BT )r−1ξ|2−λr−1

|Q(BT )r−1ξ|λr−1/λr

|Q(BT )r−1ξ|

∣∣∣∣w
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣Ψ2(ξ)

.
1

Γ2
|Q(BT )r−1ξ|λr−1

∣∣∣∣w
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣Ψ2(ξ) .
1

Γ2
〈ξ〉λr .

4. The estimate (5.66) and the proof of Lemma 6.6 directly imply that for all ξ ∈ R
n,

|B4,1(ξ)| . Γ2

|Q(BT )r−1ξ|1+λr−1/λr−2

|Q(BT )r−1ξ|2−λr−1

(
|Q(BT )r−1ξ|

|Q(BT )r−1ξ|λr−1/λr−2

+
|Q(BT )r−1ξ|λr−1/λr

|Q(BT )r−1ξ|

)
W2(ξ).

Using the assumption (5.56) and (5.53), we deduce that there exists a positive constant
ΛΓ2 > 0 depending only on Γ2 ≫ 1 such that for all ξ ∈ R

n,

(5.68) |B4,1(ξ)| . ΛΓ2 |Q(BT )r−2ξ|λr−2W2(ξ).
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Gathering the estimates (5.64), (5.65), (5.67) and (5.68), we deduce that there exists a
positive constant c > 0 independent of ε > 0 and Γ2, . . . ,Γr ≫ 1 such that for all ξ ∈ R

n,
(
1−

c

Γ2

)
|Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ)

. ΛΓ2 |Q(BT )r−2ξ|λr−2W2(ξ) +
1

Γ2
〈ξ〉λr +BT ξ · ∇ξp1,ε(ξ).

We adjust the large constant Γ2 ≫ε 1 so that the inequality (5.62) holds. The value of the
positive constant Γ2 ≫ 1 is now fixed and will not be explicit anymore in the following.
To end the basic case, we check that the estimate (5.63) can be deduced from (5.62). By
definition, the functions w and ψ satisfy 1 = w + ψ, and as a consequence, the following
equality holds

(5.69) W1 =W1W2 +W1Ψ2 = W2 +W1Ψ2.

Moreover, we notice from (5.53) that for all ξ ∈ R
n,

|Q(BT )r−1ξ|λr−1W2(ξ) . |Q(BT )r−2ξ|λr−2W2(ξ).

As a consequence of (5.69) and the above estimate, the following inequality holds for all
ξ ∈ R

n,

|Q(BT )r−1ξ|λr−1W1(ξ) . |Q(BT )r−2ξ|λr−2W2(ξ) + |Q(BT )r−1ξ|λr−1W1(ξ)Ψ2(ξ).

The estimate (5.63) is then a consequence of this inequality and (5.62). This proves the
induction hypothesis in the basic case.

Induction. Let 2 ≤ k ≤ r − 1. We assume that the values of the large positive constants
Γ2, . . . ,Γk ≫ε 1 have already been chosen and that we have constructed some smooth
real-valued symbols p1,ε, . . . , pk−1,ε ∈ C

∞(Rn) satisfying that for all 1 ≤ j ≤ k − 1

(5.70) ∀ξ ∈ R
n, |pj,ε(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,

and such that for all ξ ∈ R
n,

(5.71) |Q(BT )r−jξ|λr−jWj(ξ)Ψj+1(ξ)

. |Q(BT )r−j−1ξ|λr−j−1Wj+1(ξ) + ε〈ξ〉λr +BT ξ · ∇ξpj,ε(ξ),

and

(5.72) |Q(BT )r−jξ|λr−jWj(ξ) . |Q(BT )r−j−1ξ|λr−j−1Wj+1(ξ) + ε〈ξ〉λr +BT ξ · ∇ξpj,ε(ξ).

Notice that the estimate (5.72) and a straightforward induction implies in particular that
for all 1 ≤ j ≤ k − 1 and ξ ∈ R

n,

(5.73) |Q(BT )r−jξ|λr−jWj(ξ) . |Q(BT )r−kξ|λr−kWk(ξ) + ε〈ξ〉λr +
k−1∑

l=j

BT ξ · ∇ξpl,ε(ξ).

Since the values of the large constants Γ2, . . . ,Γk ≫ε 1 have already been chosen, we will
not make them appear in the futur estimates. Recalling from (5.45), (5.46), (5.47) and
(5.52) that Wk+1(ξ) and Ψk+1(ξ) are given for all ξ ∈ R

n by

(5.74) Wk(ξ) =
k∏

j=1

Wj(ξ) = w

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

) k∏

j=2

w

(
Γ2
j |Q(BT )r−jξ|2

|Q(BT )r−j+1ξ|2λr−j+1/λr−j

)
,

and

(5.75) Ψk+1(ξ) = ψ

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k+1

)
,

we want to adjust the value of the positive constant Γk+1 ≫ε 1 and construct a smooth
real-valued symbol pk,ε ∈ C∞(Rn) satisfying

(5.76) ∀ξ ∈ R
n, |pk,ε(ξ)| . 〈Q(BT )r−2ξ〉qr−2〈ξ〉sr−2 ,
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and such that for all ξ ∈ R
n,

(5.77) |Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ) . |Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ)

+ ε〈ξ〉λr +BT ξ · ∇ξpk,ε(ξ),

and

(5.78) |Q(BT )r−kξ|λr−kWk(ξ) . |Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ)+ε〈ξ〉
λr +BT ξ ·∇ξpk,ε(ξ).

We first focus on proving the estimate (5.77). To that end, we consider the smooth symbol
pk,ε ∈ C∞(Rn) defined for all ξ ∈ R

n by

(5.79) pk,ε(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
Wk(ξ)Ψk+1(ξ).

Notice that the symbol pk,ε is well-defined from (5.53). Moreover, Cauchy-Schwarz’ in-
equality and (5.55) imply that for all ξ ∈ Supp(WkΨk+1),

(5.80)
|Q(BT )r−kξ ·Q(BT )r−k−1ξ|

|Q(BT )r−kξ|2−λr−k
.

|Q(BT )r−kξ||Q(BT )r−kξ|λr−k/λr−k−1

Γk+1|Q(BT )r−kξ|2−λr−k
=

1

Γk+1
.

This estimate with (5.79) shows in particular that

(5.81) ∀ξ ∈ R
n, |pk,ε(ξ)| .

1

Γk+1
.

In order to study the quantity BT ξ · ∇ξpk,ε, we compute that for all ξ ∈ R
n,

BT ξ · ∇ξ(Q(BT )r−kξ ·Q(BT )r−k−1ξ) = |Q(BT )r−kξ|2 +Q(BT )r−k+1ξ ·Q(BT )r−k−1ξ.

We therefore deduce that for all ξ ∈ R
n,

BT ξ · ∇ξpk,ε(ξ) = |Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ)

+B1,k(ξ) +B2,k(ξ) +B3,k(ξ) +B4,k(ξ) +B5,k(ξ),

where the five terms B1,k(ξ), B2,k(ξ), B3,k(ξ), B4,k(ξ) and B5,k(ξ) are given by

B1,k(ξ) =
Q(BT )r−k+1ξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
Wk(ξ)Ψk+1(ξ),

B2,k(ξ) = (Q(BT )r−kξ ·Q(BT )r−k−1ξ)
(
BT ξ · ∇ξ|Q(BT )r−kξ|λr−k−2

)
Wk(ξ)Ψk+1(ξ),

B3,k(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λk−1
(BT ξ · ∇ξW1(ξ))

( k∏

j=2

Wj(ξ)

)
Ψk+1(ξ),

B4,k(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
Wk(ξ)(B

T ξ · ∇ξΨk+1(ξ)),

and

B5,k(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
W1(ξ) B

T ξ · ∇ξ

( k∏

j=2

Wj(ξ)

)
Ψk+1(ξ).

As we have done in the basic case when k = 1, we now consider each term one by one. The
strategy used to estimate the four ones follows almost line to line the one used to control
the terms B1,1(ξ), B2,1(ξ), B3,1(ξ) and B4,1(ξ) in the basic case.

1. We deduce from Cauchy-Schwarz’ inequality and the estimates (5.53) and (5.55) that
for all ξ ∈ R

n,

|B1,k(ξ)| .
|Q(BT )r−kξ|λr−k/λr−k+1 |Q(BT )r−kξ|λr−k/λr−k−1

Γk+1|Q(BT )r−kξ|2−λk−1
Wk(ξ)Ψk+1(ξ).
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It therefore follows from the assumption (5.56) that for all ξ ∈ R
n,

(5.82) |B1,k(ξ)| .
1

Γk+1
|Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ).

2. A direct computation shows that for all ξ ∈ SuppWk,

BT ξ · ∇ξ|Q(BT )r−kξ|λr−k−2 = (λr−k − 2)
Q(BT )r−k+1ξ ·Q(BT )r−kξ

|Q(BT )r−kξ|4−λr−k
.

Consequently, the term B2,k(ξ) is given for all ξ ∈ R
n from its definition by

B2,k(ξ) = (λr−k − 2)
Q(BT )r−k+1ξ ·Q(BT )r−kξ

|Q(BT )r−kξ|2

×
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
Wk(ξ)Ψk+1(ξ).

By using the same ingredients as the ones used to estimate the term B1,k(ξ), we deduce
that for all ξ ∈ R

n,

|B2,k(ξ)| .
|Q(BT )r−kξ|λr−k/λr−k+1 |Q(BT )r−kξ|

|Q(BT )r−kξ|2

×
|Q(BT )r−kξ||Q(BT )r−kξ|λr−k/λr−k−1

Γk+1|Q(BT )r−kξ|2−λr−k
Wk(ξ)Ψk+1(ξ).

The assumption (5.56) then implies that for all ξ ∈ R
n,

(5.83) |B2,k(ξ)| .
1

Γk+1
|Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ).

3. The term B3,k(ξ) can be controlled directly by using (5.80) and Lemma 6.5, the function
w being a smooth function such that w′ is compactly supported with maxSuppw′ = c1 > 0,
the condition λr < λr−1 being assumed. Using these ingredients, we obtain that for all
ξ ∈ R

n,

|B3,k(ξ)| .
1

Γk+1
〈ξ〉1−λr/λr−1

∣∣∣∣w
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣
( k∏

j=2

Wj(ξ)

)
Ψk+1(ξ).

Moreover, we deduce from (5.2) that

1−
λr
λr−1

= λr − sr−1 −
qr−1λr
λr−1

≤ λr,

Exploiting this estimate and the fact that the functions w′ and ψ are bounded, we deduce
that for all ξ ∈ R

n,

(5.84) |B3,k(ξ)| .
1

Γk+1
〈ξ〉λr .

4. We deduce from the estimate (5.80) and Lemma 6.6 that there exists a positive constant
ΛΓk,Γk+1

> 0 depending on Γk,Γk+1 such that the term B4,k(ξ) can be controlled in the
following way for all ξ ∈ R

n,

(5.85) |B4,k(ξ)| . ΛΓk,Γk+1
|Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ).

Since the value of the constant Γk has already been fixed, the dependence of ΛΓk,Γk+1
with

respect to this constant will not be explicit in the following, and we will simply be denoted
ΛΓk+1

instead of ΛΓk,Γk+1
.

5. Finally, we consider the term B5,k(ξ), which we recall is given for all ξ ∈ R
n by

B5,k(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
W1(ξ) B

T ξ · ∇ξ

( k∏

j=2

Wj(ξ)

)
Ψk+1(ξ).
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As a consequence of Leibniz’ formula, this term splits in the following way for all ξ ∈ R
n,

(5.86) B5,k(ξ) =
k∑

j=2

B5,k,j(ξ),

where the quantities B5,k,j(ξ) are defined for all 2 ≤ j ≤ k and ξ ∈ R
n by

B5,k,j(ξ) =
Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2−λr−k
Wj−1(ξ)

(
BT ξ · ∇ξWj(ξ)

)( k∏

l=j+1

Wl(ξ)

)
Ψk+1(ξ).

We deduce from (5.55), (5.80) and Lemma 6.6 that for all j ∈ {2, . . . , k}, there exists a
positive constant ΛΓj−1,Γj

> 0 only depending on Γj−1 and Γj, and only on Γ2 when j = 2,
such that for all ξ ∈ R

n,

|B5,k,j(ξ)| .
ΛΓj−1,Γj

Γk+1
|Q(BT )r−jξ|λr−jWj−1(ξ)Ψj(ξ)

.
ΛΓj−1,Γj

Γk+1
|Q(BT )r−j+1ξ|λr−j+1Wj−1(ξ)Ψj(ξ).

Since the values of the constants Γ2, . . . ,Γk have already been chosen, we will not make the
constants ΛΓj−1,Γj

appear in the following. We deduce from (5.86) and the above estimate
that for all ξ ∈ R

n,

|B5,k(ξ)| .
1

Γk+1

k∑

j=2

|Q(BT )r−j+1ξ|λr−j+1Wj−1(ξ)Ψj(ξ)

=
1

Γk+1

k−1∑

j=1

|Q(BT )r−jξ|λr−jWj(ξ)Ψj+1(ξ).

Then, the induction hypothesis (5.71) implies that for all ξ ∈ R
n,

(5.87) |B5,k(ξ)| .
1

Γk+1

k−1∑

j=1

(
|Q(BT )r−j−1ξ|λr−j−1Wj+1(ξ) + ε〈ξ〉λr +BT ξ · ∇ξpj,ε(ξ)

)
.

We also deduce from (5.73) that the previous sum can be controlled for all ξ ∈ R
n in the

following way:

k−1∑

j=1

|Q(BT )r−j−1ξ|λr−j−1Wj+1(ξ) =

k∑

j=2

|Q(BT )r−jξ|λr−jWj(ξ)(5.88)

= |Q(BT )r−kξ|λr−kWk(ξ) +

k+1∑

j=2

|Q(BT )r−jξ|λr−jWj(ξ)

. |Q(BT )r−kξ|λr−kWk(ξ) + ε〈ξ〉λr +

k−1∑

j=2

k−1∑

l=j

BT ξ · ∇ξpl,ε(ξ).

Combining (5.87) and (5.88) and using that Γk+1 ≫ 1, we obtain that for all ξ ∈ R
n,

(5.89) |B5,k(ξ)| .
1

Γk+1
|Q(BT )r−kξ|λr−kWk(ξ) + ε〈ξ〉λr +

k−1∑

j=1

BT ξ · ∇ξpj,ε(ξ).
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We deduce from (5.82), (5.83), (5.84), (5.85) and (5.89) that there exists a positive constant
c > 0 independent of ε > 0 and Γ2, . . . ,Γr ≫ 1 such that for all ξ ∈ R

n,

(5.90)
(
1−

c

Γk+1

)
|Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ) .

1

Γk+1
|Q(BT )r−kξ|λr−kWk(ξ)

+ ΛΓk+1
|Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ) +

1

Γk+1
〈ξ〉λr + ε〈ξ〉λr +BT ξ · ∇ξpk,ε(ξ),

where we defined the symbol pk,ε ∈ C∞(Rn) by pk,ε = pk,ε +
∑k−1

j=1 pj,ε. From there, we
can prove that the constant Γk+1 ≫ε 1 can be chosen large enough so that the estimate
(5.78) holds. By definition, the functions w and ψ satisfy 1 = w+ψ, and as a consequence,
the following equality holds

(5.91) Wk = WkWk+1 +WkΨk+1 = Wk+1 +WkΨk+1.

Moreover, we get from (5.53) that for all ξ ∈ R
n,

(5.92) |Q(BT )r−kξ|λr−kWk+1(ξ) . Γk+1|Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ).

As a consequence of (5.91) and (5.92), the following inequality holds for all ξ ∈ R
n,

|Q(BT )r−kξ|λr−kWk(ξ)

. Γk+1|Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ) + |Q(BT )r−kξ|λr−kWk(ξ)Ψk+1(ξ).

Choosing Γk+1 > c, we deduce from (5.90) and the above estimate that for all ξ ∈ R
n,

|Q(BT )r−kξ|λr−kWk(ξ) .
1

Γk+1
|Q(BT )r−kξ|λr−kWk(ξ)

+
(
ΛΓk+1

+ Γk+1

)
|Q(BT )r−k−1ξ|λr−k−1Wk+1(ξ)

+
1

Γk+1
〈ξ〉λr + ε〈ξ〉λr +BT ξ · ∇ξpk,ε(ξ).

By choosing the constant Γk+1 ≫ε 1 large enough, we deduce that the estimate (5.78)
holds. Then, by combining (5.78) and (5.90) and choosing Γk+1 ≫ 1 even more larger
if necessary, we deduce that the estimate (5.77) also holds. The value of the constant
Γk+1 ≫ 1 is now fixed. Notice from (5.70) and (5.81) that pk,ε satisfies the estimate (5.76).
This ends the induction step and the proof of (5.43) and (5.44). �

6. Appendix

6.1. About the Kalman rank condition. Let us begin this appendix by giving a man-
ageable characterization of the Kalman rank condition.

Lemma 6.1. Let B and Q be real n×n matrices, with Q symmetric positive semidefinite.

The Kalman rank condition (1.3) holds if and only if

n−1⋂

j=0

Ker
(
Q(BT )j

)
= {0}.

Proof. Using the notations of (1.3), we have the following equivalences:

Rank
[
B | Q

]
= n⇔ Ran

[
B | Q

]
= R

n,

⇔ Ker
([
B | Q

]T)
=

(
Ran

[
B | Q

])⊥

= {0},

⇔

n−1⋂

j=0

Ker
(
Q(BT )j

)
= {0},

where ⊥ denotes the orthogonality with respect to the canonical Euclidean structure. �
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6.2. A lemma. The following lemma is the core of the multiplier method used in Section
4 to prove Theorem 2.1.

Lemma 6.2. For all unbounded operators A1, A2 on L2(Rn), respectively formally selfad-

joint and formally skew-selfadjoint, both stabilizing the Schwartz space S(Rn), we have

∀u ∈ S(Rn), Re
〈
A1u,A2u

〉
L2 =

1

2

〈
[A1, A2]u, u

〉
L2 ,

with [A1, A2] = A1A2 − A2A1 the commutator of the operators A1 and A2, which is well-

defined on S(Rn).

Proof. The result stated in Lemma 6.2 ensues from a straightforward computation, since
we have that for all u ∈ S,

〈
[A1, A2]u, u

〉
L2 =

〈
A1A2u, u

〉
L2 −

〈
A2A1u, u

〉
L2 =

〈
A2u,A1u

〉
L2 +

〈
A1u,A2u

〉
L2

=
〈
A1u,A2u

〉
L2 +

〈
A1u,A2u

〉
L2 = 2Re

〈
A1u,A2u

〉
L2 .

�

6.3. The regularity exponents. We consider r ≥ 2 a positive integer and λ0 > 0,
0 ≤ qr−2 ≤ qr−1 ≤ 1 and sr−1 ≥ sr−2 ≥ 0 some non-negative real numbers. By setting
qj = sj = 0 when j ≤ r− 3, we define recursively the positive real numbers λ1, . . . , λr > 0
by

(6.1) ∀j ∈ {0, . . . , r − 1}, λj+1

(
1− qj
λj

+ 1

)
= 1 + sj.

The aim of this subjection is to state some properties of the family (λ0, . . . , λr). More
precisely, we aim at giving a more explicit formulation of the different assumptions of
Theorem 2.1. We begin by noticing from an easy induction that

λj =
λ0

1 + jλ0
, 0 ≤ j ≤ r − 2, λr−1 =

λ0(1 + sr−2)

1− qr−2 + λ0 + λ0(1− qr−2)(r − 2)
,

and

λr =
λ0(1 + sr−2)(1 + sr−1)

(1− qr−2)(1− qr−1) + λ0(1 + sr−2) + λ0(1− qr−1) + λ0(1− qr−2)(1 − qr−1)(r − 2)
.

The proofs of the following lemmas are straightforward calculus that are omitted here.

Lemma 6.3. The following equivalences

λr−2 < λr−1 ⇔ (sr−2 + qr−2)(1 + λ0(r − 2)) < λ0,

and

λr−1 < λr ⇔ (sr−1 + qr−1)(1− qr−2)(1 + λ0(r − 2)) < λ0(1 + sr−2 − sr−1 − qr−1)

⇔ λr > qr−1 + sr−1 ≥ qr−2 + sr−2,

hold.

Lemma 6.4. The following estimate holds

λr−1

λr−2
+
λr−1

λr
≤ 2,

if and only if

((1 + sr−2)(1 + sr−1) + (1− qr−2)(1− qr−1)− 2(1 + sr−1)(1 − qr−2))(1 + λ0(r − 2))

≤ λ0(2sr−1 − sr−2 + qr−1).
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6.4. Technical results. In this subsection, we give the proofs of some technical results
used in Section 5 to prove Proposition 5.1. Let B and Q be real n × n matrices, with
Q symmetric positive semidefinite. We consider r ≥ 1 a positive integer and λ0 > 0,
0 ≤ qr−2 ≤ qr−1 ≤ 1 and sr−1 ≥ sr−2 ≥ 0 some non-negative real numbers. By setting
qj = sj = 0 when j ≤ r− 3, we define recursively the positive real numbers λ1, . . . , λr > 0
by (6.1). Let us assume that the family (λ0, . . . , λr) is decreasing and satisfies (5.56).

Lemma 6.5. Let χ ∈ C∞(R) be a smooth function such that χ′ is compactly supported

with maxSuppχ′ > 0. There exists a positive constant c > 0 such that for all ξ ∈ R
n,

∣∣∣∣B
T ξ · ∇ξ

(
χ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

))∣∣∣∣ ≤ c〈ξ〉1−λr/λr−1

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣.

Proof. It follows from a direct computation that for all ξ ∈ R
n,

(6.2) BT ξ · ∇ξ

(
χ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

))
=
BT ξ · ∇ξ|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)

+ |Q(BT )r−1ξ|2
(
BT ξ · ∇ξ〈ξ〉

−2λr/λr−1
)
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
.

We need to compute and estimate the two terms in the above equality. On the one hand,
we get that for all ξ ∈ R

n,

BT ξ · ∇ξ|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
=
BT ξ · 2Br−1Q2(BT )r−1ξ

〈ξ〉2λr/λr−1
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)

=
2Q(BT )rξ ·Q(BT )r−1ξ

〈ξ〉2λr/λr−1
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)
.

Cauchy Schwarz’ inequality and the fact that the function χ is compactly supported with
maxSuppχ′ > 0 therefore imply that for all ξ ∈ R

n,

∣∣∣∣
BT ξ · ∇ξ|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣(6.3)

≤
2|Q(BT )rξ||Q(BT )r−1ξ|

〈ξ〉2λr/λr−1

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣,

.
〈ξ〉1+λr/λr−1

〈ξ〉2λr/λr−1

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣ = 〈ξ〉1−λr/λr−1

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣.

On the other hand, we compute the derivative of the following Japanese bracket for all
ξ ∈ R

n,

BT ξ · ∇ξ〈ξ〉
−2λr/λr−1 =

−2λr
λr−1

〈ξ〉−2λr/λr−1−2BT ξ · ξ.

Exploiting the same ingredients as the ones used to obtain (6.3), we get that for all ξ ∈ R
n,

∣∣∣∣|Q(BT )r−1ξ|2
(
BT ξ · ∇ξ〈ξ〉

−2λr/λr−1
)
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣(6.4)

=

∣∣∣∣
−2λr
λr−1

|Q(BT )r−1ξ|2BT ξ · ξ

〈ξ〉2λr/λr−1+2
χ′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

.
〈ξ〉2λr/λr−1〈ξ〉2

〈ξ〉2λr/λr−1+2

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣ =
∣∣∣∣χ

′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣.
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Gathering (6.2) and the estimates (6.3) and (6.4), we deduce that for all ξ ∈ R
n,

∣∣∣∣B
T ξ · ∇ξ

(
χ

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

))∣∣∣∣ .
(
1 + 〈ξ〉1−λr/λr−1

)∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣

. 〈ξ〉1−λr/λr−1

∣∣∣∣χ
′

(
|Q(BT )r−1ξ|2

〈ξ〉2λr/λr−1

)∣∣∣∣,

since λr−1 > λr by assumption. This ends the proof of Lemma 6.5. �

Lemma 6.6. Let us assume that r ≥ 2. We consider the functions Wk, Ψk and Wk defined

in (5.45), (5.46), (5.47) and (5.52). Then, for all 1 ≤ k ≤ r−1, the two following estimates

hold for all ξ ∈ R
n,

∣∣Wk(ξ)B
T ξ · ∇ξΨk+1(ξ)

∣∣ . Γk,Γk+1

∣∣Q(BT )r−k−1ξ
∣∣λr−k−1Wk+1(ξ),

and ∣∣Wk(ξ)B
T ξ · ∇ξWk+1(ξ)

∣∣ . Γk,Γk+1

∣∣Q(BT )r−k−1ξ
∣∣λr−k−1Wk(ξ)Ψk+1(ξ),

with a dependence of the constants only in Γ2 in the case where k = 1 by convention.

Proof. Let 1 ≤ k ≤ r − 1 fixed. We first focus on proving that for all ξ ∈ R
n,

(6.5)
∣∣Wk(ξ)B

T ξ · ∇ξΨk+1(ξ)
∣∣ . Γk,Γk+1

∣∣Q(BT )r−k−1ξ
∣∣λr−k−1Wk+1(ξ).

Let us recall from (5.47) that the symbol Ψk+1(ξ) is defined on SuppWk by

Ψk+1(ξ) = ψ

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k−1

)
.

A direct calculus shows that for all ξ ∈ Supp(WkΨk+1),

BT ξ · ∇ξ|Q(BT )r−k−1ξ|2 = 2Q(BT )r−k ·Q(BT )r−k−1ξ,

and

BT ξ · ∇ξ|Q(BT )r−kξ|−2λr−k/λr−k−1 =
−2λr−k

λr−k−1

Q(BT )r−k+1ξ ·Q(BT )r−kξ

|Q(BT )r−kξ|2λr−k/λr−k−1+2
.

We therefore deduce that for all ξ ∈ R
n,

Wk(ξ)B
T ξ · ∇ξΨk+1(ξ) = A1,k(ξ) +A2,k(ξ),

where the two terms A1,k(ξ) and A2,k(ξ) are respectively defined by

A1,k(ξ) =
Γ2
k+1Q(BT )r−kξ ·Q(BT )r−k−1ξ

|Q(BT )r−kξ|2λr−k/λr−k−1
ψ′

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k−1

)
Wk(ξ),

and

A2,k(ξ) =
−2λr−k

λr−k−1

Γ2
k+1|Q(BT )r−k−1ξ|2Q(BT )r−k+1ξ ·Q(BT )r−kξ

|Q(BT )r−kξ|2λr−k/λr−k−1+2

× ψ′

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k−1

)
Wk(ξ).

We now aim at controlling A1,k(ξ) and A2,k(ξ). Before that, notice from the definitions
(5.42) and (5.48) of the functions w and ψ that the inequality |ψ′| . w holds, which implies
that for all ξ ∈ R

n,

∣∣∣∣ψ
′

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k−1

)∣∣∣∣Wk(ξ)

. w

(
Γ2
k+1|Q(BT )r−k−1ξ|2

|Q(BT )r−kξ|2λr−k/λr−k−1

)
Wk(ξ) =Wk+1(ξ)Wk(ξ) = Wk+1(ξ).
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In order to estimate A1,k(ξ), we use the definition (5.48) of the function ψ, the above
estimate and Cauchy-Schwarz’ inequality to obtain that for all ξ ∈ R

n,

∣∣A1,k(ξ)
∣∣ . Γk+1

|Q(BT )r−kξ|1+λr−k/λr−k−1

|Q(BT )r−kξ|2λr−k/λr−k−1
Wk+1(ξ).

Moreover, we deduce from (6.1) that

1−
λr−k

λr−k−1
= λr−k − sr−k−1 −

qr−k−1λr−k

λr−k−1
≤ λr−k,

As a consequence of this estimate and (5.53), we get that for all ξ ∈ R
n,

∣∣A1,k(ξ)
∣∣ . Γk+1

|Q(BT )r−kξ|λr−k Wk+1(ξ) . Γk+1
|Q(BT )r−k−1ξ|λr−k−1 Wk+1(ξ).

The same ingredients, combined with the use of the estimate

λr−k

λr−k+1
− 1 ≤ λr−k,

which is a consequence of the assumption (5.56),

λr−k

λr−k+1
+

λr−k

λr−k−1
=

λr−k

λr−k+1
+ 1− λr−k + sr−k−1 +

qr−k−1λr−k

λr−k−1
≤ 2,

allow similarly to control A2,k(ξ) for all ξ ∈ R
n in the following way

∣∣A2,k(ξ)
∣∣ . Γk,Γk+1

|Q(BT )r−kξ|λr−k/λr−k+1

|Q(BT )r−kξ|
Wk+1(ξ)

. Γk,Γk+1
|Q(BT )r−k−1ξ|λr−k−1 Wk+1(ξ).

The two above inequalities imply that the estimate (6.5) actually holds. Finally, the
estimate

∣∣Wk(ξ)B
T ξ · ∇ξWk+1(ξ)

∣∣ . Γk,Γk+1

∣∣Q(BT )r−k−1ξ
∣∣λr−k−1Wk(ξ)Ψk+1(ξ),

valid for all ξ ∈ R
n, can be obtained in the very same way, since the function ψ′ and w′

have the same supports and by using that the inequality |w′| . ψ holds. This ends the
proof of Lemma 6.6. �
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