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Abstract
The time-domain propagation of scalar waves across a periodic row of inclusions is considered

in 2D. As the typical wavelength within the background medium is assumed to be much larger than
the spacing between inclusions and the row width, the physical configuration considered is in the
low-frequency homogenization regime. Furthermore, a high contrast between one of the constitutive
moduli of the inclusions and of the background medium is also assumed. So the wavelength within
the inclusions is of the order of their typical size, which can further induce local resonances within the
microstructure. In (20), two-scale homogenization techniques and matched-asymptotic expansions
have been employed to derive, in the harmonic regime, effective jump conditions on an equivalent
interface. This homogenized model is frequency-dependent due to the resonant behavior of the
inclusions. In this context, the present article aims at investigating, directly in the time-domain, the
scattering of waves by such a periodic row of resonant scatterers. Its effective behavior is first derived
in the time-domain and some energy properties of the resulting homogenized model are analyzed.
Time-domain numerical simulations are then performed to illustrate the main features of the effective
interface model obtained and to assess its relevance in comparison with full-field simulations.

Keywords: dynamic homogenization, resonant media, matched asymptotic expansions

1. Introduction

Let us consider a microstructured medium composed of inclusions periodically embedded in a
background medium, or matrix, and submitted to a dynamical excitation. When the characteristic
wavelength within the matrix is much larger than the period length, the microstructure can be advanta-
geously replaced, at the macro-scale, by a homogeneous effective medium. To do so, homogenization
methods (3; 21) can be employed to derive the properties of the sought effective medium. When
the heterogeneities amount to a periodic row of inclusions (see Figure 1), then homogenization tech-
niques and matched-asymptotic expansions can be deployed to obtain effective jump conditions on an
equivalent interface, see (15; 17; 8; 7; 16; 4). Furthermore, from energy-based considerations, its has
been shown that an equivalent interface of non-zero width ensures the stability of the resulting model,
while no field remains defined within the enlarged region. As a result, wave propagation across the
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microstructured row of inclusions is modeled, in the long-wavelength regime, using effective jump
conditions on both sides of an enlarged interface.
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Figure 1: Homogenization process in the case of a single periodic row of inclusions.

For a periodic row of elastic inclusions, effective jump conditions have been derived in (16) in
the case where the constitutive moduli of the inclusions and of the matrix are of the same order of
magnitude. Nevertheless, when there is a high parameter contrast between the inclusions and the
matrix then a specific homogenized model has to be formulated. Such a configuration is particularly
relevant in the context of the metamaterials that are generally designed to exhibit specific effective
behaviors, the control of waves being one application of interest in the dynamical context considered
here. For microstructures characterized by high material contrasts then internal resonances can occur,
a phenomenon which can be used in turn at the macroscopic level to drive the behavior of waves that
propagate through them. As an example, resonant meta-surfaces have been designed to maximize
sound absorption, see (14; 22; 18). The homogenization of highly-contrasted materials has been
studied in the volumic case (26; 27; 1; 2; 9; 5; 24). The case of a periodic row of highly-contrasted
inclusions has been investigated theoretically in (20) in the harmonic regime. This analysis leads
to the construction of an equivalent enlarged interface on which a set of effective jump conditions
applies. However, unlike the non-resonant case, the effective parameters of these conditions turn out
to be frequency-dependent due to the local resonances that can occur within the microstructure.

The present paper focuses on the propagation of waves across a periodic row of highly-contrasted
inclusions. The homogenization of such a resonant microstructure is specifically conducted in the
transient regime. Effective properties are derived in the time domain in Section 2 and the resulting
model is analyzed using energy-based arguments. In particular, a condition on the thickness of
the enlarged interface is obtained to ensure the conservation of an energy. Section 3 aims at both
illustrating the effective dynamical behavior obtained and at validating the effective model through
comparisons with full-field, i.e. microstructure-based, simulations. One notes that the time-domain
simulations presented here rely on the numerical method introduced in (25) to handle resonant jump

2



conditions on meta-interfaces. Numerical results are discussed to highlight the computational merits
of the homogenized model for the configuration of interest compared to full-field simulations. Results
confirm a good agreement between full-field and homogenized simulations as thewavelength decreases
towards the characteristic size of the inclusions.

2. Homogenized resonant model in the time domain

Let us consider the propagation of scalar waves in 2D across a periodic row of inclusions ∪iΩi

embedded within a homogeneous matrix Ωm, with both media being assumed to be isotropic. The
thickness and the periodicity of the row are denoted by e and h, respectively and we assume that
e = O(h). The time and the spatial coordinates are denoted by t and X = (X1, X2), respectively,
withX2 being the direction of periodicity of the inclusions as shown in Figure 1. The microstructured
medium is characterized by two constitutive moduli, the mass density ρ and the shear modulus µ, that
are piecewise constant:

(ρ, µ)(X) =

{
(ρm, µm) in the matrix,
(ρi, µi) in the inclusions.

The problem is considered within the framework of the linear anti-plane elasticity model. The
time-domain governing equation for the scalar out-of-plane displacement U writes:

div
(
µ(X)∇U(X, t)

)
= ρ(X)

∂2U

∂t2
(X, t).

Introducing the scalar velocity field V = ∂U/∂t, this system can be rewritten as a first-order system
in time for V and for the stress vector Σ = (Σ1,Σ2)T :

∂Σ

∂t
(X, t) = µ∇V (X, t),

ρ
∂V

∂t
(X, t) = div Σ(X, t),

(1)

with V and Σ · n being continuous at each matrix/inclusion interface ∂Ωi, given that n is the inward
unit normal on each ∂Ωi. The system (1) is also relevant to other physical phenomena, such as acoustic
waves for which the fields Σ, V , ρ and 1/µ would stand instead for velocity, pressure, compressibility
and mass density, respectively.

Considering an illumination by an incident wave or external sources, a characteristic wavelength
λ within the matrix is assumed to be much larger than the spacing h between successive inclusions.
Defining the wavenumber within the matrix as km = 2π/λ, we introduce the ratio η = kmh that
satisfies η � 1 for the configurations of interest. This geometrical assumption allows to homogenize
the microstructure in the long-wavelength regime. The choice of a characteristic wavelength and the
associated small parameter is discussed in Section 3.1.3. With high material contrast, the latter can be
the seat of local resonances. Introducing the wavenumber ki = ω

√
ρi/µi within the inclusions, then

such resonances can occur when the wavelength within an inclusion is of order of h, i.e. kih = O(1)
(2; 20). In particular, this assumption is met for a low contrast in mass density ρi/ρm = O(1) and
a high contrast in shear modulus µi/µm = O(η2), a configuration which we consider in the present
study. These geometrical and material assumptions are summarized as follows:

Assumptions 1. The configuration satisfies η = kmh� 1 while ρi/ρm = O(1) and µi/µm = O(η2).
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2.1. Effective jump conditions in the time domain
New adimensionalized space-time coordinates are introduced to formulate the homogenization

problem independently of the wavelength λ, i.e. one defines x = kmX and τ = km
√

µm
ρm
t. One

introduces the non-dimensionalized fields v(x, τ) =
√

ρm
µm
V (X, t) and σ(x, τ) = 1

µm
Σ(X, t). The

system (1) is then transformed into:
∂σ

∂τ
(x, τ) =

µ

µm
∇x v(x, τ),

ρ

ρm

∂v

∂τ
(x, τ) = divx σ(x, τ),

(2)

while the continuity conditions on v and σ · n at the matrix/inclusion interfaces are preserved.

2.1.1. Matched asymptotic expansions
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Figure 2: The different coordinate systems considered: (left) original coordinates, (center) adimensionalized coordinates,
and (right) rescaled coordinates.

While the space coordinate x = (x1, x2) is appropriate to describe the slow variations of the
wavefield, one introduces the rescaled coordinate y = x/η, see Figure 2, which will be used to
describe its small-scale fast variations. Note that, with a slight abuse of notation, the inclusion domain
is referred to as ∪iΩi in all three coordinate systems. Depending on the region of space considered,
the fields v and σ will be assumed to have specific dependencies on x and y. In the far field, only the
slow coordinate x is needed to describe the propagating field. Near the inclusions, dependence on the
fast coordinate y is considered in order to describe field variations at the scale of the microstructure
while slower variations along the interface are also accounted for through a dependence on x2. Three
regions are thus defined: an outer region (far field) for which x ∈ R2, an inner region (near field)
that excludes the inclusions, i.e. y ∈ R2 \ ∪iΩi and x2 ∈ R, and the inner region that coincides with
the inclusions, i.e. y ∈ ∪iΩi and x2 ∈ R. In these three regions, the velocity and stress fields are
expanded using the following ansatz:

Outer region
(x ∈ R2)

v =
∑
j≥0

ηjvj(x, τ)

σ =
∑
j≥0

ηjσj(x, τ)

Inner region
(y ∈ R2 \ ∪iΩi, x2 ∈ R)
v =

∑
j≥0

ηjwj(y, x2, τ)

σ =
∑
j≥0

ηjsj(y, x2, τ)

Inclusions region
(y ∈ ∪iΩi, x2 ∈ R)
v =

∑
j≥0

ηjwji (y, x2, τ)

σ =
∑
j≥0

ηjsji (y, x2, τ).

(3)
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The terms (wj, sj)j≥0 of the expansion of the solution (v,σ) in the inner region are assumed to be
periodic with respect to y2. In addition, the continuity conditions on the inclusions interfaces read
wj = wji and sj ·n = sji ·n on ∂Ωi. We consider the bounded domain described in y-coordinates as
Ωb = [−yb1, yb1]×[−1/2, 1/2]with yb1 > e/h, see Figure 3. Later on, Ωi will denote the inclusion in this
bounded elementary cell. Moreover, one introduces the domain Ω = limyb1→±∞Ωb = R× [−1/2, 1/2]
which is the elementary cell generating the periodic row of inclusions.

⌦m

⌦i

y1

y2

1

yb
1
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Figure 3: Bounded elementary cell Ωb = [−yb1, yb1]× [− 1
2 ,

1
2 ] with yb1 > e

h .

As is customary in the two-scale asymptotic expansion approach, the differential operators
featured in (2) are rewritten in the inner regions as:

∇x v →
1

η
∇y v +

∂v

∂x2

e2 and divx σ →
1

η
divy σ +

∂σ

∂x2

· e2

in terms of the canonical unit vectors e1, e2.
Based on Assumptions 1, we rewrite the parameter µi as µi = η2µ0 where µ0 is a reference

modulus that satisfies µ0/µm = O(1). Inserting (3) in (2) while using the previous differential
operator identities, one obtains the following recursive differential problems at the orders j ≥ 0 in the
three regions: 

∂σj

∂τ
=∇x v

j, (4a)

∂vj

∂τ
= divx σ

j, (4b)

∂sj−1

∂τ
=
∂wj−1

∂x2

e2 +∇y w
j, (4c)

∂wj−1

∂τ
=
∂sj−1

∂x2

· e2 + divy s
j, (4d)

∂sji
∂τ

=
µ0

µm

(
∂wj−2

i

∂x2

e2 +∇y w
j−1
i

)
, (4e)

ρi
ρm

∂wj−1
i

∂τ
=
∂sj−1

i

∂x2

· e2 + divy s
j
i , (4f)

where sp, spi , wp and w
p
i vanish if p < 0. Consequently, one can identify the O(η−1)-terms in the

inner region: {
∇y w

0 = 0, (5a)
divy s

0 = 0. (5b)
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Then, in all three regions, the O(1)-terms read

∂σ0

∂τ
=∇x v

0, (6a)

∂v0

∂τ
= divx σ

0, (6b)

∂s0

∂τ
=
∂w0

∂x2

e2 +∇y w
1, (6c)

∂w0

∂τ
=
∂s0

∂x2

· e2 + divy s
1, (6d)

∂s0
i

∂τ
= 0, (6e)

ρi
ρm

∂w0
i

∂τ
=
∂s0

i

∂x2

· e2 + divy s
1
i . (6f)

One notes that the stress vector in the inclusion (6e) equals zero at the order O(1) whereas there is a
contribution at the zeroth order for the stress vector in the matrix (6c). This is due to the high contrast
in η2 between µm and µi described in Assumption 1. Assuming that at the initial time s0

i (y, x2, 0) = 0,
then (6e) implies

s0
i (y, x2, τ) = 0 ∀τ ≥ 0. (7)

Then the O(η)-term within the inclusions reads

∂s1
i

∂τ
=

µ0

µm
∇y w

0
i . (8)

Finally, the outer and the inner solutions have to match in an intermediate region. Therefore, matching
conditions are formulated in the limit y1 → ±∞ for the near-field solution and x1 → 0± for the
far-field solution: 

v(0±, x2, τ) := lim
x1→0±

v(x1, x2, τ) = lim
y1→±∞

w(y, x2, τ), (9a)

σ(0±, x2, τ) := lim
x1→0±

σ(x1, x2, τ) = lim
y1→±∞

s(y, x2, τ). (9b)

The velocity and the stress vector in the outer and inner region are then expressed using the ansatz (3).
Taylor expansions of the outer fields vj and σj at x1 = 0 are written out for j = 0, 1:{

vj(x1, x2, τ) = vj(0±, x2, τ) + η y1∂x1v
j(0±, x2, τ),

σj(x1, x2, τ) = σj(0±, x2, τ) + η y1∂x1σ
j(0±, x2, τ).

(10)

Eventually, the O(1)-terms in (9) are identified:
v0(0±, x2, τ) = lim

y1→±∞
w0(y, x2, τ), (11a)

σ0(0±, x2, τ) = lim
y1→±∞

s0(y, x2, τ), (11b)

and the O(η)-terms give:
v1(0±, x2, τ) = lim

y1→±∞

[
w1(y, x2, τ)− y1

∂v0

∂x1

(0±, x2, τ)

]
, (12a)

σ1(0±, x2, τ) = lim
y1→±∞

[
s1(y, x2, τ)− y1

∂σ0

∂x1

(0±, x2, τ)

]
. (12b)
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2.1.2. Jump conditions at the order O(1)

The homogenization of such a periodic row of highly-contrasted inclusions usingmatched asymp-
totic expansions has been investigated in (20) in the frequency domain. We follow the same method
here and underline the differences due to the time-domain approach for the derivation of the jump
conditions at the two first orders. Introducing for any function f(x1) the notation JfK = f(0+)−f(0−)
then the jump condition for v0 reads:

q
v0(·, x2, τ)

y
= 0, (13)

as well as the jump condition for σ0
1:

q
σ0

1(·, x2, τ)
y

= 0. (14)

Remark1. Weassume that v0 andσ0
1 are sufficiently smooth so that ∂

∂ζ

q
v0(·, x2, τ)

y
=

q
∂
∂ζ
v0(·, x2, τ)

y

and ∂
∂ζ

q
σ0

1(·, x2, τ)
y

=
q
∂
∂ζ
σ0

1(·, x2, τ)
y
for ζ = x2 or ζ = τ . Hence equations (13) and (14) imply:

s
∂

∂ζ
v0(·, x2, τ)

{
= 0, (15)

and s
∂

∂ζ
σ0

1(·, x2, τ)

{
= 0, (16)

for ζ = x2 or τ .

More precisely, for the zeroth order velocity field we have:

v0(0±, x2, τ) = w0(x2, τ). (17)

2.1.3. Jump conditions at the order O(η)

Jump condition for v1. Due to the continuity condition (16) with ζ = τ and based on (6a), we get that
∂v0/∂x1 is continuous at x1 = 0. Thus, from (12a), one obtains the jump condition:

q
v1(·, x2, τ)

y
= lim

y1→+∞

[
w1(y1, y2, x2, τ)− w1(−y1, y2, x2, τ)− 2y1

∂v0

∂x1

(0, x2, τ)

]
. (18)

At this point, an expression for w1 turns out to be needed. To get one, we combine (5b), (6c), (17),
(11b), (6a) and the fact that ∂s0/∂τ · n = ∂s0

i /∂τ · n = 0 on ∂Ωi due to (6e) to obtain that the field
w1 is part of the following problem:

divy
∂s0

∂τ
= 0 in Ω\Ωi,

∂s0

∂τ
=
∂v0

∂x2

(0, x2, τ)e2 +∇y w
1 in Ω\Ωi,

∂s0

∂τ
· n = 0 on ∂Ωi,

lim
y1→±∞

∂s0

∂τ
=∇x v

0(0, x2, τ).

(19)
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The problem above being linear with respect to ∂v0/∂x1(0, x2, τ) and ∂v0/∂x2(0, x2, τ), the field w1

can be written as

w1(y, x2, τ) =
∂v0

∂x1

(0, x2, τ)[Φ(1)(y) + y1] +
∂v0

∂x2

(0, x2, τ)Φ(2)(y) + w̃(x2, τ), (20)

where for j = 1, 2 the fields Φ(j) are y2-periodic and solutions of:
∆yΦ(j)(y) = 0 in Ω\Ωi,

[∇yΦ(j)(y) + ej] · n = 0 on ∂Ωi,

lim
y1→±∞

∇yΦ(j)(y1, y2) = 0.

(21)

Owing to the third equation in (21), some constants Bj are introduced for j = 1, 2 as

Bj = lim
y1→+∞

[
Φ(j)(y1, y2)− Φ(j)(−y1, y2)

]
. (22)

Finally, inserting (20) in (18) leads to

q
v1(·, x2, τ)

y
= B1

∂v0

∂x1

(0, x2, τ) +B2
∂v0

∂x2

(0, x2, τ). (23)

Jump condition for σ1
1 . Using both (15) and (16) with ζ = x2 and ζ = τ together with (6a) and

(6b) implies that ∂
∂x1
σ0

1(·, x2, τ) is continuous at x1 = 0. The equation (12b) integrated along
y2 ∈ [−1/2, 1/2] provides the jump condition for σ1

1:

q
σ1

1(·, x2, τ)
y

= lim
yb1→+∞

∫ 1
2

− 1
2

[
s1

1(yb1, y2, x2, τ)− s1
1(−yb1, y2, x2, τ)

]
dy2 − 2yb1

∂σ0
1

∂x1

(0, x2, τ).

We start with (6d) integrated on Ωb\Ωi:∫
Ωb\Ωi

∂w0

∂τ
dy︸ ︷︷ ︸

I1

−
∫

Ωb\Ωi

∂s0

∂x2

· e2 dy︸ ︷︷ ︸
I2

−
∫

Ωb\Ωi

divy s
1 dy︸ ︷︷ ︸

I3

= 0.

We introduce the parameter ϕ satisfying 0 < ϕ < 1 and such that Si = eϕ
h

is the surface of the
inclusion. The first integral I1 can be computed:

I1 =
∂v0

∂τ
(0, x2, τ)

[
2yb1 −

eϕ

h

]
. (24)

The derivative ∂
∂τ
s0

2(y, x2, τ) can be expressed thanks to the cell functions defined in (21) using the
second equation of (19) together with (20) and (6a) :

∂s0
2

∂τ
(y, x2, τ) =

∂σ0
1

∂τ
(0, x2, τ)

∂Φ(1)

∂y2

(y) +
∂σ0

2

∂τ
(0, x2, τ)

[
∂Φ(2)

∂y2

(y) + 1

]
. (25)

Integrating (25) in time and differentiating it with respect to x2, the second integral I2 writes:

I2 = −∂σ
0
1

∂x2

(0, x2, τ)

∫
Ωb\Ωi

∂Φ(1)

∂y2

(y) dy − ∂σ0
2

∂x2

(0, x2, τ)

[∫
Ωb\Ωi

∂Φ(2)

∂y2

(y) dy + 2yb1 −
eϕ

h

]
. (26)
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Owing to the periodicity of s1 with respect to y2 and introducing the curvilinear abscissa ` on ∂Ωi,
with n being the associated inward unit normal, then I3 can be expressed as

I3 = −
∫ 1

2

− 1
2

[s1
1(yb1, y2, x2, τ)− s1

1(−yb1, y2, x2, τ)] dy2 −
∫
∂Ωi

s1 · n d`.

Due to the continuity condition s1 · n = s1
i · n on ∂Ωi, the second term in I3 can be recast as

−
∫
∂Ωi

s1 · n d` =

∫
Ωi

divy s
1
i dy.

We now use (6f) together with (7) and (8). For the boundary condition, the continuity condition
wj = wji on ∂Ωi and (5a) with (11a) is used. Then, the field s1

i satisfies

∂s1
i

∂τ
(y, x2, τ) =

µ0

µm
∇y w

0
i (y, x2, τ) (y ∈ Ωi),

ρi
ρm

∂w0
i

∂τ
(y, x2, τ) = divy s

1
i (y, x2, τ) (y ∈ Ωi),

w0
i (y, x2, τ) = v0(0, x2, τ) (y ∈ ∂Ωi).

Therefore, one concludes that the field w0
i is solution of

ρi
ρm

∂2w0
i

∂τ 2
(y, x2, τ)− µ0

µm
∆yw

0
i (y, x2, τ) = 0 (y ∈ Ωi),

w0
i (y, x2, τ) = v0(0, x2, τ) (y ∈ ∂Ωi),

(27)

and one can rewrite

I3 = −
∫ 1

2

− 1
2

[s1
1(yb1, y2, x2, τ)− s1

1(−yb1, y2, x2, τ)] dy2 +
ρi
ρm

∫
Ωi

∂w0
i

∂τ
dy. (28)

Collecting the three integrals (24), (26) and (28) and using (6b) one gets∫ 1
2

− 1
2

[s1
1(yb1, y2, x2, τ)− s1

1(−yb1, y2, x2, τ)] dy2 − 2yb1
∂σ0

1

∂x1

(0, x2, τ) = −eϕ
h

∂σ0
1

∂x1

(0, x2, τ)

− ∂σ0
1

∂x2

(0, x2, τ)

∫
Ωb\Ωi

∂Φ(1)

∂y2

(y) dy − ∂σ0
2

∂x2

(0, x2, τ)

∫
Ωb\Ωi

∂Φ(2)

∂y2

(y) dy +
ρi
ρm

∫
Ωi

∂w0
i

∂τ
dy. (29)

Introducing the following two parameters

Cj = −
∫

Ω\Ωi

∂Φ(j)

∂y2

(y) dy for j = 1, 2 (30)

and taking the limit yb1 → +∞ in (29) finally entails the following jump condition

q
σ1

1(·, x2, τ)
y

= −eϕ
h

∂σ0
1

∂x1

(0, x2, τ) + C1
∂σ0

1

∂x2

(0, x2, τ) + C2
∂σ0

2

∂x2

(0, x2, τ) +
ρi
ρm

∫
Ωi

∂w0
i

∂τ
dy. (31)
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2.1.4. Final effective jump conditions
The jump conditions derived in the previous sections are associated with an interface of zero

thickness as one considers jumps in the limit x1 → 0±. Yet, it has been shown in (15) and (16) that
a non-zero thickness a allows to define an interface energy, which would in turn ensure the stability
of the effective model. Using such an energy-based argument, we will justify in the next section
that an enlarged interface is also required in the resonant case considered here. Meanwhile, the
present section establishes the final effective jump conditions expressed relatively to an enlarged in-
terface of thickness a > 0 in the original system of space coordinates with a/h = O(1). The effective
jump conditions thus obtained are equivalent up to orderO(η2) to the ones formulated in Section 2.1.3.

For any function f(x1), we define the jump and the mean value around the (centered) enlarged
interface of thickness a:

JfKkma = f(kma/2)− f(−kma/2) and 〈f〉kma =
1

2

(
f(kma/2) + f(−kma/2)

)
.

Setting f = v(·, x2, τ) or f = σ1(·, x2, τ), we seek asymptotics of the form:

JfKkma =
q
f 0

y
kma

+ η
q
f 1

y
kma

+O(η2). (32)

To do so, we consider the following Taylor expansions between 0± and ±kma/2 for the function f
defined above 

q
f 0

y
=

q
f 0

y
kma
− η a

h

〈
∂f 0

∂x1

〉
kma

+O(η2),

q
f 1

y
=

q
f 1

y
kma

+O(η).

(33)

Likewise for g = ∂v0/∂xj(·, x2, τ) or g = ∂σ0
k/∂xj(·, x2, τ) with j, k = 1, 2 one considers

g(0) = 〈g〉kma +O(η). (34)

Due to (34), the solution to (27) is expanded as w0
i = wi +O(η) where the field wi is solution to the

inner problem 
ρi
ρm

∂2wi
∂τ 2

(y, x2, τ)− µ0

µm
∆ywi(y, x2, τ) = 0 (y ∈ Ωi),

wi(y, x2, τ) = 〈v(·, x2, τ)〉kma (y ∈ ∂Ωi).

(35)

Introducing the following coefficients

S =
a

h
− eϕ

h
and B =

a

h
+B1, (36)

then combining the equations (32–34), (13), (23), (14), (31) and (35), we get
JvKkma = η

{
B

〈
∂v

∂x1

〉
kma

+B2

〈
∂v

∂x2

〉
kma

}
+O(η2),

Jσ1Kkma = η

{
S

〈
∂σ1

∂x1

〉
kma

+ C1

〈
∂σ1

∂x2

〉
kma

+ C2

〈
∂σ2

∂x2

〉
kma

+
ρi
ρm

∫
Ωi

∂wi
∂τ

dy

}
+O(η2).

We now consider the associated approximation of the fields, as (vh,σh) = (v0+ηv1,σ0+ησ1), which
are solution to (2) in the matrix domain while satisfying the jump conditions above but truncated at

10



the second order. These fields are then transposed in the original coordinate system (X, t), see Figure
2, as (V h,Σh), to get finally the following effective model at order O(η):

∂Σh

∂t
= µm∇V h (|X1| ≥ a/2, X2 ∈ R),

ρm
∂V h

∂t
= div Σh (|X1| ≥ a/2, X2 ∈ R),

q
V h

y
a

= h

{
B

〈
∂V h

∂X1

〉
a

+B2

〈
∂V h

∂X2

〉
a

}
(X2 ∈ R),

q
Σh

1

y
a

= h

{
S

〈
∂Σh

1

∂X1

〉
a

+ C1

〈
∂Σh

1

∂X2

〉
a

+ C2

〈
∂Σh

2

∂X2

〉
a

+ ρi

∫
Ωi

∂Wi

∂t
dy

}
(X2 ∈ R).

(37)
In (37),Wi(y, X2, t) =

√
µm
ρm
wi(y, x2, τ) so thatWi is solution of

∂Σi

∂t
(y, X2, t) =

µi
h
∇yWi(y, X2, t) (y ∈ Ωi),

ρi
∂Wi

∂t
(y, X2, t) =

1

h
divy Σi(y, X2, t) (y ∈ Ωi),

Wi(y, X2, t) =
〈
V h(·, X2, t)

〉
a

(y ∈ ∂Ωi).

(38)

One notices that the field Wi is a function of X2 through the prescribed boundary condition
〈V h(·, X2, t)〉a. The five effective parameters B, B2, S, C1 and C2 are given by (36), (22), and
(30).

Remark 2. When ρi = 0, as it is in the case when the inclusions are replaced by voids, the resonant
term ρi

∫
Ωi

∂Wi

∂t
dy in (37) vanishes. Therefore, when the contribution of the resonances is not activated,

one recovers the model of (15).

Remark 3. The equivalence between this model and the one obtained in the frequency-domain in (20)
is assessed in Appendix A.

2.2. Energy analysis
One advantage of the time-domain formulation is the possibility to perform an energy analysis,

which is under study in this section. In the original microstructured configuration, a bounded domain
D = ∪iDi ∪Dm is considered in order to define the elastic energy. Accordingly, in the homogenized
problem, the elastic energy has to be defined in the bounded domainD\Da that excludes the enlarged
interface of width a, see Figure 4. In this configuration, a term Ea will be associated to the jump
conditions at the effective interface. We expect it to account for the bulk energy of the microstructured
region of thickness e in the original problem, so that Ea ≥ 0 is expected.

Multiplying the first equation of (37) by Σh, the second by V h, then after summation and
integration over D\Da one obtains:

d

dt

1

2

∫
D\Da

{
1

µm
(Σh)2 + ρm(V h)2

}
dX︸ ︷︷ ︸

E

+

∫
I

q
V hΣh · e1

y
a

dX2︸ ︷︷ ︸
d
dt
Ea

+

∫
∂D

V hΣh · n d` = 0, (39)
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Homogenization

Dm

Di Da

D\Da

Figure 4: (left) DomainD = ∪iDi ∪Dm considered for the energy analysis in the original microstructured configuration,
(right) domain D\Da for the analysis of the effective problem.

where the interval I is defined as I = {X2 : X ∈ Da} and n is the inward unit normal on ∂D. E and
Ea are respectively some bulk and interface energy terms. The third term involves the velocity and
the normal component of the stress vector on the boundaries of the domain D. We assume that these
wavefields have a compact support so that this third term vanishes if D is chosen large enough.

Focusing on the term Ea, then using the relation JfgKa = JfKa 〈g〉a + JgKa 〈f〉a together with the
jump conditions of (37) one obtains

d

dt
Ea =

∫
I

h

{
B

〈
∂V h

∂X1

〉
a

+B2

〈
∂V h

∂X2

〉
a

}〈
Σh

1

〉
a

dX2

+

∫
I

h

{
S

〈
∂Σh

1

∂X1

〉
a

+ C1

〈
∂Σh

1

∂X2

〉
a

+ C2

〈
∂Σh

2

∂X2

〉
a

}〈
V h
〉
a

dX2 + J,

where one has defined

J = hρi

∫
I

{∫
Ωi

∂Wi

∂t
(y, X2, t) dy

}〈
V h
〉
a

dX2. (40)

The first two relations of (37) and integration by parts lead to

d

dt
Ea = β +

h

2

d

dt

∫
I

{
Sρm

〈
V h
〉2

a
+

B

µm

〈
Σh

1

〉2

a
+
S − C2

µm

〈
Σh

2

〉2

a

}
dX2

+ h(B2 − C1)

∫
I

〈
∂V h

∂X2

〉
a

〈
Σh

1

〉
a

+ J,

where β is a boundary term on ∂I .
Adapting the proof of Appendix A in (16) with an integration in the domain Ω\Ωi, it is straight-

forward to show from (21) that one has

B2 = C1 =

∫
Ω\Ωi

∇yΦ(1) ·∇yΦ(2) dy.

The term involving Ea reduces to
d

dt
Ea = β +

h

2

d

dt

∫
I

{
Sρm

〈
V h
〉2

a
+

B

µm

〈
Σh

1

〉2

a
+
S − C2

µm

〈
Σh

2

〉2

a

}
dX2 + J. (41)
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Next, we want to express J in (40) as a quadratic form. To do so, we use the field equations and the
boundary conditions in (38) to rewrite J as follows:

J = −
∫
I

∫
∂Ωi

Σi(y, X2, t) · n
〈
V h(·, X2, t)

〉
a

dy dX2,

=

∫
I

∫
Ωi

{Wi divy Σi + Σi ·∇yWi} dy dX2,

from which one gets

J =
1

2

d

dt

∫
I

∫
Ωi

{
hρiWi

2 +
h

µi

∣∣Σi

∣∣2} dy dX2.

Finally, the interface term (41) is recast as

d

dt
Ea = β +

h

2

d

dt

∫
I

{
Sρm

〈
V h
〉2

a
+

B

µm

〈
Σh

1

〉2

a
+
S − C2

µm

〈
Σh

2

〉2

a

}
dX2

+
h

2

d

dt

∫
I

∫
Ωi

{
ρiWi

2 +
1

µi

∣∣Σi

∣∣2} dy dX2.

(42)

To conclude, the bounded domainD is chosen sufficiently large so that the remaining boundary terms
on ∂D in (39) and β on ∂I in (42) vanish. The identity (39) finally reads as the following conservation
equation:

d

dt
(E + Ea) = 0, (43)

with E defined in (39) and

Ea =
h

2

∫
I

{
Sρm

〈
V h
〉2

a
+

B

µm

〈
Σh

1

〉2

a
+
S − C2

µm

〈
Σh

2

〉2

a
+

∫
Ωi

(
ρiWi

2 +
1

µi

∣∣Σi

∣∣2) dy

}
dX2.

(44)
Lastly, the term Ea has to be positive to represent an energy. In this case, (43) is a conservation
equation for the total energy (E + Ea), a sufficient condition for the continuous problem considered
to be stable. Since Ea is a quadratic form, a sufficient condition for Ea ≥ 0 is B ≥ 0, S ≥ 0 and
(S − C2) ≥ 0. These three terms can be bounded below as follows:

• S ≥ 0 if and only if a/e ≥ ϕ.

• B ≥ 0. This condition has been proved in the 3D case in (19) when a = e. For completeness,
it is proved for all a in the 2D case in Appendix B.

• (S − C2) ≥ 0 if a ≥ e. This condition has been proved in the 3D case in (19) when a = e. For
completeness, it is proved for all a in the 2D case in Appendix C.

To sum up, provided that a ≥ e then Ea can be defined as an energy for all 0 < ϕ < 1, which is
associated with the effective interface of finite thickness a. In turn, Equation (43) ensures that the
homogenized problem (37) is stable.
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3. Numerical experiments

3.1. Configuration and numerical methods
3.1.1. Microstructured configuration

We consider the propagation of waves across a straight and h-periodic row of elliptic inclusions
aligned with the X2-axis and placed at X1 = 0m. One sets h = 2m and the ellipses are defined with
semi-major axis R1 = 0.8m, semi-minor axis R2 = 0.5m and tilt angle θ = 40° with respect to the
X1-axis, which results in a row thickness e = 1.3838m. The inclusions are highly contrasted, with
shear modulus µi = 10−2µm = 108 kg · m−1 · s−2 while their mass density is such that ρi = ρm =
4.44 · 103 kg · m−3. The corresponding wave velocities are cm = 1500m · s−1 and ci = 150m · s−1.

A numerical approximation of the solutionU = (V,Σ)> in this microstructured configuration is
obtained using the numerical method presented in (12). The system (1) is discretized on a Cartesian
grid and solved using the ADER-4 scheme (23; 13). As expected, the mesh size has to be much
smaller than h for the inclusions geometry to be suitably approximated, which in turn implies high
numerical costs in terms of computation time and memory requirements. Here, the interfaces ∂Ωi are
discretized using the Explicit Simplified Interface Method (ESIM).

3.1.2. Homogenized model
In the equivalent homogenized model (37), and owing to the analysis of Section 2.2, the interface

thickness is chosen as a = e. The effective parameter S in (36) is calculated from the physical
parameter values while the parameters B1, B2, C1 and C2 are computed numerically. Introducing the
functional spaces

Lploc(Ω\Ωi) =
{
f ∈ Lp(K\Ωi) with K =]−∞,∞[×[a, b] for all a ≤ b such that K ⊂ Ω

}
,

and

Hper
0,j(Ω\Ωi) =

{ ∂f
∂yj
∈ L1

loc(Ω\Ωi),
∂f

∂yk
∈ L2

loc(Ω\Ωi) for k 6= j,

and Φ̃(y1, y2 + 1) = Φ̃(y1, y2) for all y ∈ Ω\Ωi with
∫

Ω\Ωi

Φ̃(y) dy = 0
}
,

then the variational formulation associated with (21) reads for all Φ̃ ∈ Hper
0,j(Ω\Ωi):∫

Ω\Ωi

[
∇yΦ(j)(y) + ej

]
·∇yΦ̃(y) dy− lim

y1→+∞

∫ 1/2

−1/2

[
Φ̃(y1, y2)− Φ̃(−y1, y2)

]
e1 · ej dy2 = 0. (45)

The solutions Φ(j) are then approximated in a bounded domain Ωb\Ωi, where Ωb = [−yb, yb]× [−1
2
, 1

2
]

and yb is chosen to be sufficiently large with yb = 5. These approximations are computed using the
finite elements method on a single cell. Once these two cell problems are solved numerically, then the
four coefficients B1, B2, C1 and C2 are approximated based on (22) and (30). For the configuration
considered, the obtained values are reported in Table 1. Finally, the solution Uh = (V h,Σh)> of
the time-domain effective problem (37) is discretized with a mesh size ∆X and a time step ∆t and
we denote by (Uh)ni,j the approximation of Uh at point (i∆X, j∆X) and time tn = n∆t. A specific
numerical method has been developed in (25) to handle the resonant jump conditions considered,
which are non-local in time. The latter relies on the introduction of a set of auxiliary variables, locally
along the interface, to derive some equivalent jump conditions that are local in time. The resulting
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Table 1: Numerical values of the effective interface parameters featured in (37).

B1 B B2 S C1 C2

0.911 1.603 -0.142 0.378 -0.142 0.2

system is in turn discretized on a Cartesian grid and solved using the ADER-4 scheme while the
geometry of the interface is handled using an extension of the ESIM to the resonant case. We refer
the reader to this reference for a detailed account on it.
In the proposed numerical method, the auxiliary variables, which are introduced to derive a local-in-
time system, rely on the expression ofD(km) in (A.8). The expression of this coefficient is detailed in
Appendix A. The values (αr, kr) are obtained by solving numerically the eigenvalue problem (A.6).
The first four modesPr of the eigenvalue problem (A.6) are shown in Figure 5 for the elliptic inclusions
case considered. Referring to the discussion in Appendix A, then the modes P1 and P4 in Figure 5a
and 5d have non-null mean values and are linked to resonances at k1 and k4 inD(km). The modes P2

and P3 represented in Figures 5b and 5c have null mean values and the associated resonances k2 and k3

are not taken into account in the effective model. Numerically, the infinite sum inD(km) is truncated
to the first eight resonances associated with modes that have non-null mean values. Computations
have been performed to check that the resonances not taken into account have a negligible influence
on the effective solution. The numerical values of the parameters α0 and (αr, kr) for αr 6= 0, which
are used numerically, are reported in Table 2.

(a) P1 (b) P2 (c) P3 (d) P4

Figure 5: First four modes Pr of the eigenvalue problem (A.6) for the elliptic inclusions considered.

Table 2: Resonances parameters in (A.8).

r 0 1 4 8 9 13 16 21 23
αr 0.314 0.462 0.144 0.148 0.069 0.078 0.037 0.053 0.081

kr (rad · m−1) 0.4 0.734 1.015 1.091 1.308 1.452 1.625 1.642

3.1.3. Initial condition and forcing
To design the initial conditions or the forcing term, the following source function is introduced

F (ξ) =


3∑

k=0

βk sin(2kkmξ) if − cm
f0

≤ ξ ≤ 0

0 otherwise,

(46)
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with f0 the central frequency, β0 = 1, β1 = −21/32, β2 = 63/768, and β3 = −1/512, which entails
that F is of class C6. Figure 6 displays the Fourier transform F̂ of F as a function of f = kcm/(2π)
for f0 ∈ {25, 50, 100}Hz. The small parameter corresponding to these central frequencies reads
η(f0) ∈ {0.21, 0.42, 0.84}, respectively. While in Fig. 6 the dashed line indicates the central
frequency f0, it should be noted that the frequency content of F̂ extends to frequencies much higher
than f0 thus resulting in higher values of the parameter η for the associated wavelengths. In this
figure, the blue crosses denote the resonant frequencies fr = krcm/(2π) in D(km) defined in (A.8)
and associated with modes with non-zero mean (resonant frequencies with zero-mean modes are not
displayed here).

0 100 200 300 400
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(a) f0 = 25Hz
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(b) f0 = 50Hz
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0
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10

15

20
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(c) f0 = 100Hz

Figure 6: Fourier transform F̂ of the source function for the three different values f0 considered (here indicated by the
dashed lines). The blue crosses denote the frequencies associated with resonances kr, see (A.8), of non-zero mean modes.

Incident plane wave. In a first case, an incident plane wave is considered and the initial conditions
read

U(X, 0) =


1

µm

− 1

cm
0

F
(
(X −XI) · e1

)
(47)

where the initialization pointXI = (−2, 0)m is chosen such that compactly supported initial condi-
tions (47) do not intersect the enlarged interface. The initial velocity field and profile are displayed in
Figure 7 for f0 = 100Hz. The velocity profile is normalized by the maximum homogenized velocity.
From now on, it will be the case for each velocity profile displayed.

Point source. In a second case, we consider a point source located atXS = (−35, 0)m and such that
(1) reads: 

∂Σ

∂t
(X, t) = µm∇V (X, t)

ρm
∂V

∂t
(X, t) = div Σ(X, t) + ρmδ(X −Xs)F (tcm),

(48)

with δ(X −Xs) being a Dirac delta function atX = Xs.

3.1.4. Numerical errors
To assess whether the homogenized model provides a satisfying approximation of the original

problem in the microstructured configuration, we compare the corresponding numerical solutions.
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Figure 7: Velocity field at the time t = 0 for the incident plane wave given by (47) with f0 = 100Hz.

With U and Uh being respectively the exact solution of the original problem in the microstructured
configuration and in the homogenized model, we denote byU andUh their numerical approximations.
Defining the global modeling error εT = ‖U −Uh‖, then one has formally by triangular inequality:

εT ≤ ‖U −U‖︸ ︷︷ ︸
ε1

+ ‖U−Uh‖︸ ︷︷ ︸
ε2

+ ‖Uh −Uh‖︸ ︷︷ ︸
ε3

.

The term ε1 is the numerical error associated with the simulation in the microstructured configura-
tion while ε3 is the one associated with the simulation based on the homogenized model. Both are
governed and controlled by the numerical methods employed, see (11) and (25), respectively. In
appropriate implementations of the latter, these errors are considered to be negligible compared to ε2.
As a consequence, we consider that the numerical error ε2 = ‖U − Uh‖ provides a reliable estima-
tion of the global modeling error εT and can be used to measure the validity of the homogenizedmodel.

The homogenizedmodel of Section 2 is derived under Assumptions 1, i.e., with asymptotics being
performed in the limit η → 0 while it is assumed that µi/µm = O(η2) to preserve resonances. In
practice, we apply this model to a given geometric and material configuration for which the parameters
h, µi and µm are set. The signal (46) is also considered as a source term and the latter carries a range
of wavelengths λ that are in turn associated with a parameter η(λ) = 2πh/λ = 2πhf/cm. For
Assumptions 1 to hold then one must have both η(λ)� 1 and η(λ) = O(

√
µi/µm).

As a consequence, the agreement between simulations for the microstructured and the homoge-
nized problems are expected to deteriorate as η(λ) approaches 1. For the source signal (46) considered,
we will only focus on η(f0) but, as seen in Figure 6, the frequency content of this source extends
to higher frequencies for which the associated wavelengths may lie beyond the validity domain of
Assumptions 1.

3.2. Incident plane wave at normal incidence
In a first example, we consider an incident plane wave at normal incidence, see Section 3.1.3. The

velocity profiles of the numerical solutions in the original microstructured configuration are presented
in Figure 8a for different mesh sizes. Figure 8b compares the profiles of velocity for the homogenized
model, computed either numerically on a grid of mesh size ∆X = 0.2m or semi-analytically. The
latter computation is performed using the method described in (25) which relies on the calculation
of the reflexion and transmission coefficients from (A.4). On the one hand, the numerical solution
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Figure 8: Velocity profiles for the microstructured configuration and using the homogenized model. The source term is
such that f0 = 100Hz.

for the microstructured configuration on the fine grid ∆X = 0.025m is assumed to have converged,
see Fig. 8a. On the other hand, a coarse grid ∆X = 0.2m suffices when using the homogenized
model, see Fig. 8b. As an indication of the numerical gain, at f0 = 100Hz, a computational time of
47 seconds for the homogenized model (∆X = 0.2m in Fig. 8b) corresponds to a computational time
of 4.8 hours for the original microstructured configuration (∆X = 0.025m in Fig. 8a). The extra
time needed for the original problem is due to the smaller mesh size but also to the smaller time step
imposed by the CFL condition for numerical stability. These two mesh sizes will be used in numerical
experiments from now on.
The velocity fields for the microstructured configuration and for the homogenized model together

with their respective profiles along X2 = −1m are reported in Figure 9 at time t = 31.7ms for
f0 ∈ {25, 50, 100}Hz. The corresponding discrepancies between both solutions is measured in the
L2-norm forX1 ∈ [−50;−5]m and atX2 = −1m. The relative errors are of about 4%, 7% and 10%,
respectively. For the stress component Σ1, these errors are of about 3%, 7% and 13%. Since the errors
measurements are comparable for the velocity and stress fields, we will now evaluate the agreement
between the homogenized model and the microstructured problem only in terms of the velocity field.
As expected from the discussion in Section 3.1.4, the solutions agree at low frequency but deviate
from one another as the parameter η(f0) increases to 1 and does not conform to the shear modulus
ratio. Finally, in Figure 9, it can be observed that the dispersive nature of the material is amplified, in
both the microstructured configuration and in the homogenized model, as f0 increases. This behavior
reflects the fact that resonances play an increasing role. At low frequency, the observed wavefield is
almost comparable to the case of a non-resonant interface (with non-constrasted inclusions), see (10),
while at higher frequencies some energy is still radiated by the interface after the incident wave has
crossed the latter.
In the case f0 = 50 Hz, the velocity in the microstructured and homogenized configuration is recorded
from t = 0 to t = 475 ms at one receiver. This receiver is located on the right of the enlarged interface
at XT = (XT , 0) m, with XT = 10m. From these data, the Fourier transform of the transmitted
velocity V̂ (XT , f) is computed and its logarithm is displayed in Figure 10. The dashed line indicates
the logarithm of the Fourier transform of the incident wave. The three logarithms are normalized by
the maximum of the logarithm of the homogenized Fourier transform. Around the resonances for the
microstructured configuration, we can see within a small frequency band a high transmission followed
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Figure 9: (Top two rows) velocity fields for the microstructured configuration and for the homogenized model for an
illumination by an incident plane wave at normal incidence. (Third row) comparison of the corresponding velocity profiles
at X2 = −1m. (Bottom row) zoom in the inclusion. (left) f0 = 25Hz so that η(f0) = 0.21, (center) f0 = 50Hz so that
η(f0) = 0.42, and (right) f0 = 100Hz so that η(f0) = 0.84.

by a high reflexion. A zoom on the first two resonances is also displayed. The first one is associated
with a mode of non-null mean value, see Figure 5a, while the mode of the second one has a null mean
value, see Figure 5b. Around the first resonance taken into account in D(km) (A.8), we have a good
agreement between both Fourier transforms. On the contrary, the behaviour of the solution is not
well described by the homogenized solution around the second resonance. The same holds for each
resonance associated with a mode of null mean value. However, these missed resonant frequencies
also correspond to values of η which are around or higher than 1. Thus, even if the behaviour of
the solution is not well described, it is in any case for a range of frequencies that go beyond the
low-frequency hypothesis of homogenization. Furthermore, it can also be noticed that these missed
resonant frequencies are not solicited a lot by the incident velocity. Therefore, it can be assumed that
it does not induce a much greater error.

3.3. Point source
In the previous example of Section 3.2, the X2-invariance of the illumination considered im-

plies that the X2-derivatives vanish in the effective model (37) so that the associated homogenized

19



0 50 100 150 200 250 300 350 400

-4

-3.5

-3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

(a)

80 90 100 110 120 130 140
-1.5

-1

-0.5

0

0.5

1

(b)

Figure 10: (a) Logarithm of the Fourier transform V̂ (XT , f) for the microstructured and the homogenized configuration.
The dashed line indicates the logarithm of the Fourier transform of the incident velocity. The blue crosses denote the
resonant frequencies taken into account in D(km) (A.8) and the green squares denote the missed resonant frequencies of
zero mean modes. (b) Zoom on the first two resonances.

coefficients B2, C1 and C2 play no role. As a consequence, to deal with a full 2D configuration, we
consider an illumination by the point source described in (48). The physical and numerical param-
eters are the same as in the previous example. Moreover, the computational domain is defined as
[−70 m; 35 m]× [−132 m; 132 m], i.e. it is chosen large enough along theX2-axis to avoid reflections
from the top and bottom boundaries while Perfectly Matched Layers are used in the background
domain on the left and right boundaries.
The velocity fields for the microstructured configuration and for the homogenized model are dis-

played at times t ∈ {t1, t2, t3, t4} = {25.3, 38.0, 50.7, 63.3}ms on the figures 11, 12 and 13, which
correspond to a source central frequency f0 ∈ {25, 50, 100}Hz, respectively. TheX1-profiles of both
solutions atX2 = 1 m are compared on Figure 14. Quantitatively, the discrepancies between solutions
are againmeasured in theL2-norm forX1 ∈ [−50 m ;−5 m ] and atX2 = 1m. The associated relative
errors are of about 2%, 9% and 13%, respectively, which is of same order than the ones obtained in
Section 3.2.

As in the previous example, the agreement between solutions deteriorates as η approaches 1.
Figure 14 also displays the velocity profiles zoomed in within a single inclusion in the microstructured
configuration. As the frequency increases then shorter wavelengths are trapped within the inclusion
and more resonant frequencies featured in (A.8) are solicited, thereby explaining the discrepancies
between the two models.

4. Conclusion

This study has focused on the propagation of waves across a periodic row of highly-contrasted
inclusions, a problem which has been tackled by a homogenization technique. More specifically, the
homogenization process has been performed directly in the time domain. The high-contrast between
the inclusions and the matrix amounts in a scaling of the shear moduli as η2 where η is the usual
small parameter corresponding to the long-wavelength regime. As a consequence, this produces
wavelengths within the inclusions that are comparable to the size of the latter. The specific homoge-
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Figure 11: (Left) velocity fields for themicrostructured configuration and (right) for the homogenizedmodel for f0 = 25Hz
(so that η(f0) = 0.21) and at different times t ∈ {25.3, 38.0, 50.7, 63.3}ms. A point source is located at (−35, 0)m and
symbolized by a black cross. Only a subset of the computational domain is shown here.

nization process has led to effective jump conditions that are (i) non-local in time and (ii) apply on the
boundaries of an equivalent enlarged interface. One notes that no calculation need to be performed
anymore within this region. Having the thickness of the effective interface larger than the width of the
original microstructured array has been shown to be a sufficient condition to have a stable effective
problem. The correspondence of this time-domain effective model with the frequency-dependent
jump conditions developed in (20) has also been established. Finally, numerical examples have been
provided to illustrate the model obtained and to compare its solutions with simulations involving the
original microstructure. A good agreement has been found at low excitation frequency and it has been
discussed how it deteriorates as the frequency increases.

Perspectives include the derivation of an effective model at higher order, as discussed in (9; 20),
to account for the resonances associated with modes with zero mean, which are missed in the current
model. Moreover, it is important to assess to what extent these resonances play a role for the problem
under consideration. The extension of this work to the full three dimensional elasticity case is also
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of interest and the derivation of the corresponding effective model should not pose major technical
difficulties. Another possible future direction concerns the design of meta-interfaces through a
dedicated topological optimization process for microstructured periodic arrays in order to reach some
objective effective properties, see the approach developed in (6) for bulk metamaterials. For example,
this would be of interest for noise reduction by thin resonant meta-interfaces, see (14; 22).
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Appendix A. Frequency-domain formulation

With the effective model (37) being derived in the time domain, this section focuses on assessing
its equivalence with the frequency-domain formulation obtained in (20). First, the frequency Fourier
transform is defined:

F [f ](X, ω) = f̂(X, ω) =

∫
R
f(X, t)e−iωt dt,

along with the convolution product:

[f ∗ g](t) =

∫
R
f(t− t′)g(t) dt′.

Due to the final effective jump condition (37), we seek closed-form identity for the fieldWi solution of
(38). To do so, let us consider the time-domain Green’s function associated with the inclusion domain
Ωi and a source point y0, i.e. the field G : (y, t) 7→ G(y,y0, t) that is the fundamental solution of the
problem: 

∂2G

∂t2
(y,y0, t)−

µi
ρih2

∆yG(y,y0, t) = δ(y − y0)δ(t) (y ∈ Ωi),

G(y,y0, t) = 0 (y ∈ ∂Ωi),

G(y,y0, 0) =
∂G

∂t
(y,y0, 0) = 0 (y ∈ Ωi).

The equations (38) at time (t − t′) are multiplied by G taken at time t′ and integrated on Ωi × [0, t],
which leads to ∫

Ωi

{[
∂2Wi

∂t2
∗G
]
(t)− µi

ρih2

[
∆yWi ∗G

]
(t)

}
dy = 0.

Integrating by parts twice, the first term in time and the second term in space, respectively, and using
the boundary conditions forWi and G yields:

Wi(y0, X2, t) = − µi
ρih2

[〈
V h(·, X2, ·)

〉
a
∗
∫
∂Ωi

∇yG(y,y0, ·) · n d`

]
(t).

Going back to (37), we now get formally in the frequency domain:

F

[
ρi

∫
Ωi

∂Wi

∂t
dy

]
(X, ω) =

ρi
ρm

〈
div Σ̂h(·, X2, ω)

〉
a

∫
Ωi

{
− µi
ρih2

∫
∂Ωi

∇y0Ĝ(y,y0, ω) · n d`0

}
dy,

(A.1)
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where we have used the identity iωρmV̂ h = div Σ̂h and the fact that Ĝ(y,y0, ω) = Ĝ(y0,y, ω). We
define the field V̂km as

V̂km(y, ω) = − µi
ρih2

∫
∂Ωi

∇y0Ĝ(y,y0, ω) · n d`0. (A.2)

Owing to the following relation satisfied by G in the frequency domain

∆yĜ(y,y0, ω) +
ρiµm
ρmµ0

Ĝ(y,y0, ω) = −ρih
2

µi
δ(y − y0),

then it turns out that V̂km is the solution of the following problem:{
∆yV̂km(y, ω) + κ(km)2 V̂km(y, ω) = 0 (y ∈ Ωi),

V̂km(y, ω) = 1 (y ∈ ∂Ωi),
(A.3)

where one has defined κ(km) = kmh

√
ρiµm
ρmµi

.

Therefore, provided that the Fourier transforms are well-defined, the time-domain model de-
veloped here is in agreement with the frequency-domain model of (20), see Equation (44) in the
latter:

r
V̂ h

z

a
= h

{
B

〈
∂V̂ h

∂X1

〉
a

+B2

〈
∂V̂ h

∂X2

〉
a

}
(X2 ∈ R)

r
Σ̂h

1

z

a
= h

{
S

〈
∂Σ̂h

1

∂X1

〉
a

+ C1

〈
∂Σ̂h

1

∂X2

〉
a

+ C2

〈
∂Σ̂h

2

∂X2

〉
a

+D(km)
〈

div Σ̂h
〉
a

}
(X2 ∈ R),

(A.4)
where, due to (A.1) and (A.2), one has:

D(km) =
ρi
ρm

∫
Ωi

V̂km(y) dy. (A.5)

Consequently, the agreement of the time-domain effective model with the frequency-dependent jump
conditions is established. However, thanks to the time-domain formulation, we were able to perform
an energy analysis and provide a sufficient condition for the effective model to be stable.

As shown in (20), the solution V̂km to (A.3) can be found as an expansion onto the function basis
of the eigensystem (λr, Pr)r≥1 that is associated with the following self-adjoint eigenvalue problem
within the inclusion: {

∆yPr(y) + λrPr(y) = 0 in Ωi,
Pr(y) = 0 on ∂Ωi.

(A.6)

In particular, let us define the resonant frequencies {kr}r≥1 and the real-valued coefficients {αr}r≥0

as follows
α0 =

∫
Ωi

dy αr =

∫
Ωi

Pr(y) dy and kr =
1

h

√
ρmµi
ρiµm

λr. (A.7)
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Then the term D(km) in (A.5) can be recast as the following infinite series:

D(km) =
ρi
ρm

{
α0 −

∑
r≥1

α2
r

k2
m

k2
m − k2

r

}
. (A.8)

Note that, due to the expression of αr in (A.7), the eigenmodes Pr that have zero mean value do not
contribute to the effective model obtained. Moreover, this expression of D(km) will be used later on
in the numerical method chosen to handle this non-local in time jump conditions.

Appendix B. Positivity of the parameterB

We seek a lower bound for the parameter B that is defined by (36) and (22). It is useful for the
energy analysis of Section 2.2, see Equation (44). To do so, we consider the variational formulation
(45) that is satisfied by the field Φ(1). Moreover, let us define the following quadratic functional:

L
(
Φ̃
)

=

∫
Ω\Ωi

[1
2
∇yΦ̃(y) + e1

]
·∇yΦ̃(y) dy − lim

y1→+∞

∫ 1/2

−1/2

[
Φ̃(y1, y2)− Φ̃(−y1, y2)

]
dy2.

Then, owing to (45), the field Φ(1) minimizes L onHper
0,1(Ω\Ωi) and one has

L
(
Φ(1)

)
= −B1

2
+

1

2

∫
Ω\Ωi

∇yΦ(1) · e1 dy. (B.1)

To have an explicit expression of the second term, we multiply the cell problem (21) by the function
y1 and we integrate in the bounded domain Ωb\Ωi, i.e.∫

Ωb\Ωi

∆y(Φ(1) + y1)y1 dy = 0.

By integration by parts and due to the periodicity and boundary conditions for Φ(1), this equation leads
to∫ 1/2

−1/2

[
∇yΦ(1)(−yb1, y2) +∇yΦ(1)(yb1, y2)

]
· yb1e1 dy2 + 2yb1−

∫
Ωb\Ωi

∇yΦ(1) · e1 dy−
∫

Ωb\Ωi

dy = 0.

Given that the last integral is equal to (2yb1− eϕ/h), then considering the previous identity in the limit
yb1 → +∞ entails ∫

Ω\Ωi

∇yΦ(1) · e1 dy =
eϕ

h
,

and thus, from (B.1), one gets
L
(
Φ(1)

)
= −B1

2
+
eϕ

2h
.

As a consequence and due to the minimization principle for L, one obtains the following lower bound
for B1:

B1 ≥
eϕ

h
− 2L

(
Φ̃
)

∀Φ̃ ∈ Hper
0,1(Ω\Ωi). (B.2)

To have an explicit bound, we define Φ̃ ∈ Hper
0,1(Ω\Ωi) as the piecewise linear function:

Φ̃(y) = 2β̃h
y1

e
if 0 ≤ |y1| ≤

e

2h
and Φ̃(y) = β̃ sign(y1) if |y1| ≥

e

2h
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with β̃ a constant, from which one gets:

L
(
Φ̃
)

= 2
h

e
(1− ϕ)β̃2 − 2β̃ϕ.

As a quadratic function of β̃, then L
(
Φ̃
)
reaches a minimum for β̃ = eϕ

2h(1−ϕ)
, which inserted in (B.2)

yields:

B1 ≥
eϕ

h
+

eϕ2

h(1− ϕ)
.

To conclude, using (36), one finally obtains the following positive lower bound for B:

B ≥ a

h
+
eϕ

h
+

eϕ2

h(1− ϕ)
≥ 0.

Appendix C. Positivity of the term (S − C2)

We seek a lower bound for the term (S − C2) that is featured in (44) and is defined by (36) and
(30). Let us introduce Ψ(2) = (∇yΦ(2) + e2). Owing to the definition of the field Φ(2) as the solution
to (21) and based on the definition of the functional space Hper

0,2(Ω\Ωi) we consider in addition the
following admissibility space:

Wper(Ω\Ωi) =
{

(f − e2) ∈ L2
loc(Ω\Ωi) with f(y1, y2 + 1) = f(y1, y2) for all y ∈ Ω\Ωi

and such that divy f = 0 in Ω\Ωi, f · n = 0 on ∂Ωi and lim
y1→±∞

f = e2

}
,

so that Ψ(2) ∈ Wper(Ω\Ωi). We also introduce for any Ψ̃ ∈ Wper(Ω\Ωi) the following functional:

M
(
Ψ̃
)

=
1

2

∫
Ω\Ωi

∣∣Ψ̃− e2

∣∣2 dy.

Upon noticing that for any admissible field Ψ̃ the derivative ofM inWper(Ω\Ωi) satisfies

M′[Ψ(2)
]
Ψ̃ =

∫
Ω\Ωi

∇yΦ(2) · Ψ̃ dy =

∫
∂(Ω\Ωi)

Φ(2)Ψ̃ · n dy −
∫

Ω\Ωi

Φ(2) divy Ψ̃ dy = 0,

then Ψ(2) minimizes the quadratic functionalM. Moreover, from the cell problem (21) one has∫
Ω\Ωi

∆y(Φ(2) + y2)Φ(2) dy = 0.

By integration by parts and due to the periodicity and boundary conditions for Φ(2) and its derivatives,
this leads to

C2 =

∫
Ω\Ωi

∣∣∇yΦ(2)
∣∣2 dy = 2M

(
Ψ(2)

)
.

As a consequence, we obtain that C2 ≤ 2M
(
Ψ̃
)
for all Ψ̃ ∈ Wper(Ω\Ωi). Finally, we define Ψ̃ as

Ψ̃(y) = 0 if 0 ≤ |y1| <
e

2h
and Ψ̃(y) = e2 if |y1| ≥

e

2h

from which one getsM(Ψ̃) = e(1−ϕ)/(2h). From the minimization principle, we finally obtain the
following lower bound (S − C2) ≥ (a− e)/h, which proves that (S − C2) ≥ 0 if a ≥ e.
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Microstructured Homogenized
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Figure 12: (Left) velocity fields for themicrostructured configuration and (right) for the homogenizedmodel for f0 = 50Hz
(so that η(f0) = 0.42) and at different times t ∈ {25.3, 38.0, 50.7, 63.3}ms. A point source is located at (−35, 0)m and
symbolized by a black cross. Only a subset of the computational domain is shown here.
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Figure 13: (Left) velocity fields for the microstructured configuration and (right) for the homogenized model for f0 =
100Hz (so that η(f0) = 0.84) and at different times t ∈ {25.3, 38.0, 50.7, 63.3}ms. A point source is located at (−35, 0)m
and symbolized by a black cross. Only a subset of the computational domain is shown here.
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Figure 14: Comparisons of the velocity profiles for the microstructured configuration and the homogenized model at
X2 = 1m. (Left) subset of the computational domain, and (right) zoom in the inclusion region. From top to bottom rows:
f0 ∈ {25, 50, 100}Hz, respectively, which corresponds to η(f0) ∈ {0.21, 0.42, 0.84}.
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