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#### Abstract

Given a system modeled by a rational relation $R$, a channel is a pair $(E, D)$ of rational relations that respectively encode and decode binary messages, and such that the composition $E R D$ is the identity relation. This means that the message between $E$ and $D$ has been perfectly transmitted through $R$. Investigating the links between channels and the growth of rational sets of words, we give new characterizations for relations with channels. In the particular case where the relation is given as a union of functions, we obtain as a consequence the decidability of the synthesis problem with a linear complexity.


## 1 Introduction

Channel synthesis. The problem of channel synthesis was introduced in [1, 2] as a special case of the general distributed synthesis problem: Given an architecture defined by processes and communication links between them or with the environment, and a specification on the messages transmitted over these links, this general problem aims at deciding the existence of local programs, one for each process, that together meet the specification, whatever the environment does.

In the asynchronous setting, this problem is undecidable for LTL specifications as soon as there are two processes [3]. It was then proposed in [1,2] to consider two processes modeled by finite transducers, that respectively encode and decode finite binary messages. They communicate asynchronously through a medium, acting as noise over the link between them and also described by a fixed non deterministic finite transducer. Moreover, a particular basic external specification expresses faithful communication: the message received is equal to the message emitted. Such an encoder/decoder pair was called a channel. The channel synthesis problem then asks if, given the noisy process, the encoder and decoder can be synthesized. This question is related to security properties: when the noisy process describes some protocol, the existence of a channel may lead to possibly illegal communication $[4-6]$. The problem was proved undecidable ( $\Sigma_{1}^{0}$-complete) for rational relations, but decidable in polynomial time for a rational function. When a channel exists for such a function, it can be effectively computed.

Contribution. We revisit here this notion of channel and show that it has strong links with rational bijections [7], hence it is also related to the growth of languages. Given a language $L$, the growth function associates with an integer $n \geq 0$
the number of words in $L$ of length less than or equal to $n$. We introduce the notion of patterns, which generate typical languages of exponential growth, and establish some of their properties. Then, combining these properties with results on rational bijections, we prove a new characterization for bounded relations with channels: If $R$ is a bounded rational relation, given as a union of rational functions $h_{1}+\cdots+h_{n}$, then the following conditions are equivalent: (1) $R$ has a channel, (2) at least one of the $h_{i}$ s has a channel, (3) the range of $R$ has an exponential growth. We obtain as a corollary that the channel synthesis problem is decidable in linear time for a finite union of functions. The latter result was already stated in [8] (with a polynomial time complexity), but the proof was not satisfactory. We believe that the notion of exponential growth is central to the study of channels, although it was often implicit in previous works.

## 2 Definitions and notations

The set of natural numbers is denoted by $\mathbb{N}$ and the set of words over a finite alphabet $A$ is denoted by $A^{*}$, with $\varepsilon$ for the empty word and $A^{+}=A^{*} \backslash\{\varepsilon\}$. The binary alphabet $\{0,1\}$ is denoted by $\mathbb{B}$. The length of a word $u$ is written $|u|$ and for $n \in \mathbb{N}$, we denote by $A^{\leq n}$ (respectively $A^{n}$ ) the subset of $A^{*}$ of words of length less than or equal to $n$ (respectively equal to $n$ ). A language is a subset of $A^{*}$. We denote also by $|L|$ the cardinality of a language $L$.

For two words $u$ and $v, v$ is a prefix of $u$, written $v \preccurlyeq u$, if there is some word $w$ such that $u=v w$. Two words $w$ and $w^{\prime}$ are called prefix compatible if either $w$ is a prefix of $w^{\prime}$ or $w^{\prime}$ is a prefix of $w$. If they are not prefix compatible, there exist two different letters $a$ and $b$ and three words $u, v$ and $v^{\prime}$ such that $w=u a v$ and $w^{\prime}=u b v^{\prime}$. The word $u$ is, by definition, the longest common prefix of $w$ and $w^{\prime}$. The notions of suffix compatible words and longest common suffix are defined similarly.

A subset $X$ of $A^{*}$ is a code if any word in $X^{*}$ admits a unique decomposition over $X$. A set of two words $X=\{u, v\}$ is not a code if and only if $u$ and $v$ commute ( $u v=v u$ ) ([9]).

Finite automata. A finite automaton, or automaton for short, is a tuple $\mathcal{A}=$ $\langle Q, I, L a b, \Delta, F\rangle$, where $Q$ is a finite set of states, $I \subseteq Q$ is the subset of initial states, $L a b$ is a finite set of labels, $\Delta \subseteq Q \times L a b \times Q$ is a finite transition relation and $F \subseteq S$ is a of final states. Note that $L a b$ can be an alphabet but also a (subset of a) monoid. Given two states $q, q^{\prime} \in Q$, a path from $q$ to $q^{\prime}$ with label $u$, written as $q \xrightarrow{u} q^{\prime}$, is a sequence of transitions $q \xrightarrow{a_{1}} q_{1}, q_{1} \xrightarrow{a_{2}} q_{2}, \cdots q_{n-1} \xrightarrow{a_{n}} q^{\prime}$, with $a_{i} \in L a b$ and $q_{i} \in Q$, for $1 \leq i \leq n-1$ such that $u=a_{1} \cdots a_{n}$. The path is accepting if $q \in I$ and $q^{\prime} \in F$, and the language of $\mathcal{A}$, denoted by $\mathcal{L}(\mathcal{A})$, is the set of labels of accepting paths. A state $q \in Q$ is useful if it occurs in some accepting run. Since the accepted language is the same when removing non useful states, we assume in the sequel that the set $Q$ contains only useful states, in which case $\mathcal{A}$ is called trim. A regular language over an alphabet $A$ is a subset of $A^{*}$ accepted by a finite automaton with set of labels $L a b=A$. The regular languages over $A$ are also the rational sets of $A^{*}$.

Finite Transducers. A finite transducer (or transducer for short) is a finite automaton $\mathcal{T}$ with set of labels $L a b \subseteq A^{*} \times B^{*}$ for two alphabets $A$ and $B$. A label $(u, v) \in A^{*} \times B^{*}$ is also written as $u \mid v$. The subset $\mathcal{L}(\mathcal{T})$ of $A^{*} \times B^{*}$ is a rational relation [10] from $A^{*}$ to $B^{*}$. The transducer $\mathcal{T}$ is said to realize the relation $\mathcal{L}(\mathcal{T})$.

Given a rational relation $R$, we write $R(u)=\left\{v \in B^{*} \mid(u, v) \in R\right\}$ for the image of $u \in A^{*}, R^{-1}(v)=\left\{u \in A^{*} \mid(u, v) \in R\right\}$ for the inverse image of $v \in B^{*}$, possibly extended to subsets of $A^{*}$ or $B^{*}$ respectively, $\operatorname{dom}(R)=\left\{u \in A^{*} \mid \exists v \in\right.$ $\left.B^{*},(u, v) \in R\right\}$ for the domain of $R$ and $\operatorname{rg}(R)=\left\{v \in B^{*} \mid \exists u \in A^{*},(u, v) \in R\right\}$ for the range of $R$.

For a subset $P$ of $A^{*}$, the identity relation $\{(u, u) \mid u \in P\}$ on $A^{*} \times A^{*}$ is denoted by $\mathrm{Id}_{P}$. The composition of rational relations $R_{1}$ on $A^{*} \times B^{*}$ and $R_{2}$ on $B^{*} \times C^{*}$, denoted by $R_{1} R_{2}$ (from left to right) or by $R_{2} \circ R_{1}$ (from right to left), is the rational relation on $A^{*} \times C^{*}$ defined by $\left\{(u, w) \mid \exists v(u, v) \in R_{1} \wedge(v, w) \in R_{2}\right\}$ ([11]). Moreover, the image and inverse image of a regular language by a rational relation are regular languages [10].

The relation $R$ is bounded if there exists $k \in \mathbb{N}$ such that for each word $u \in A^{*},|R(u)| \leq k$. It is a function if $k=1$. We often identify a function $f$ with its graph $\left\{(x, f(x) \mid x \in \operatorname{dom}(f)\}\right.$ and we write $f \subseteq R$ (resp. $\left.f \subseteq f^{\prime}\right)$ to mean that its graph is contained in $R$ (resp. in the graph of $f^{\prime}$ ). We also write $R+f$ to mean the relation which is the union of $R$ and the graph of $f$. Since functions play a central role in the rest of the paper, we recall below two powerful and useful results. The first one states that it is always possible to extract a rational function from a rational relation. The second one gives a representation of a bounded rational relation as a union of rational functions.

Theorem 1 (Uniformization [10]). For any rational relation $R$, there exists a rational function $f \subseteq R$ with the same domain. Furthermore, a transducer realizing $f$ can be effectively computed from a transducer realizing $R$.

Theorem 2 (Bounded relations $[12,13])$. A rational relation $R$ is bounded by $k$ if and only if there exist $k$ rational functions $f_{1}, \ldots, f_{k}$ such that $R=$ $f_{1}+\cdots+f_{k}$.

Growth. The growth of a language $L$ is the function mapping each integer $n \in \mathbb{N}$ to the number of words in $L$ of length less than or equal to $n$. The growth of $L$ is polynomial if it is bounded by some polynomial, that is $\left|L \cap A^{\leq n}\right|=O\left(n^{k}\right)$ for some $k \in \mathbb{N}$. For instance, the growth of $P_{k}=\left(0^{*} 1\right)^{k} 0^{*}$ is polynomial since $\left|P_{k} \cap \mathbb{B} \leq n\right|=O\left(n^{k+1}\right)$. The growth of the set $L=(0+10)^{*}$ is not polynomial.

The growth of a set $L$ is exponential if it is greater that some exponential, that is if $\theta^{n}=O\left(\left|L \cap A^{\leq n}\right|\right)$ for some real number $\theta>1$. The growth of the set $L=(0+10)^{*}$ is, for instance, exponential. Note that the growth cannot be more than exponential since $\left|A^{\leq n}\right|=\left(|A|^{n+1}-1\right) /(|A|-1)$, for $|A| \geq 2$. The following proposition states that, for rational sets, there is a gap:

Proposition 1 ([7]). The growth of a rational set of words is either polynomial or exponential. Moreover, for a finite automaton $\mathcal{A}$, the language $\mathcal{L}(\mathcal{A})$ has an
exponential growth if and only if there exist words $u, v, \bar{v}, w_{\overline{\bar{w}}}$ with $|v|=|\bar{v}|$ and $v \neq \bar{v}$, and a state $q$ of $\mathcal{A}$ such that $i \xrightarrow{u} q \xrightarrow{v} q \xrightarrow{w} f$ and $q \xrightarrow{\bar{v}} q$ in $\mathcal{A}$ where $i$ is an initial state and $f$ is a final state.

This result suggests the notion of patterns studied in details in Section 4, and defined as tuples of words $(u, v, \bar{v}, w)$ with $|v|=|\bar{v}|$ and $v \neq \bar{v}$.

An automaton with $\varepsilon$-transitions is an automaton in which any transition has either the form $p \xrightarrow{a} q$ for a letter $a \in A$ or the form $p \xrightarrow{\varepsilon} q$. It is well-known [14] that $\varepsilon$-transitions can be removed and that any automaton with $\varepsilon$-transitions is equivalent to an automaton without $\varepsilon$-transition. This latter transformation may however introduce a quadratic blow-up of the number of transitions. The following proposition states that it can be directly checked, without removing $\varepsilon$ transitions, whether the language accepted by an automaton has an exponential growth (the result is more or less part of folklore but a proof is given in [15]).

Proposition 2. It can be checked in linear time whether the language accepted by an automaton with $\varepsilon$-transitions has an exponential growth.

The degree $\operatorname{deg}(L)$ of a set $L$ with a polynomial growth is the least integer $k$ such that $\left|L \cap A^{\leq n}\right|=O\left(n^{k}\right)$. The degree of the set $P_{k}=\left(0^{*} 1\right)^{k} 0^{*}$ is, for instance, $\operatorname{deg}\left(P_{k}\right)=k+1$. Note that a rational set $L$ is finite whenever $\operatorname{deg}(L)=0$. If $L$ is exponential, we set $\operatorname{deg}(L)=\infty$. The following theorem characterizes the existence of a rational bijection between two rational sets.

Theorem 3 ([7]). There exists a rational bijection between two rational sets $L$ and $L^{\prime}$ if and only if either they are both finite, (that is $\operatorname{deg}(L)=\operatorname{deg}\left(L^{\prime}\right)=$ 0 ) and they have the same cardinality or they are both infinite and $\operatorname{deg}(L)=$ $\operatorname{deg}\left(L^{\prime}\right)$.

When the languages $L$ and $L^{\prime}$ are infinite, the relation $\operatorname{deg}(L)=\operatorname{deg}\left(L^{\prime}\right)$ should be understood as either their growths are both exponential, that is $\operatorname{deg}(L)=\operatorname{deg}\left(L^{\prime}\right)=\infty$, or their growth are both polynomial with the same degree $\operatorname{deg}(L)=\operatorname{deg}\left(L^{\prime}\right)<\infty$.

## 3 Channels

A channel is a way to achieve reliable communication between two processes, an encoder and a decoder, via a noisy medium modeled by a non deterministic transducer with labels in $A^{*} \times B^{*}$. The encoder $E$ reads binary input and produces an output in $A^{*}$, while the decoder $D$ reads words in $B^{*}$ and produces a binary word. The pair $(E, D)$ is a channel if the binary message is correctly transmitted:

Definition 1. Let $R \subseteq A^{*} \times B^{*}$ be a rational relation. $A$ rational channel (or channel for short) for $R$ is a pair $(E, D)$ of rational relations in $\mathbb{B}^{*} \times A^{*}$ and $B^{*} \times \mathbb{B}^{*}$ respectively such that $E R D=\mathrm{Id}_{\mathbb{B}^{*}}$.

As a consequence of this definition, a rational relation $R$ has a channel if and only if $R^{-1}$ has a channel.
Examples. We set here $A=B=\mathbb{B}$.
The prefix relation Pref $=\{(u, v) \mid u \preccurlyeq v\}$ has a rational channel with $E=\{(0,00),(1,11)\}^{*}(\varepsilon, 01)$ and $D=\{(00,0),(11,1)\}^{*}(01, \varepsilon)$, as illustrated in Figure 1.


Fig. 1. From left to right: $E$, Pref and $D$.

The relation $\operatorname{Diff}_{1}=\{(u, v) \mid u$ and $v$ differ by at most 1 bit $\}$ has a rational channel where 0 and 1 are encoded respectively by 000 and 111 in $E$. A first decoder $D$ consists in a majority choice (this would be a subcase of channels with substitution in [2]), associating 0 with $000,001,010$ and 100 , and similarly for 1. Another decoder can also be simply the inverse of $E$, hence a "sub-decoder" of $D$, ignoring the substitution.

Note that in the definition above, $E$ and $D$ must be rational relations. However, there exist some relations without rational channels but with a channel satisfying the relation $E R D=\operatorname{Id}_{\mathbb{B}^{*}}$. Let $f$ be a bijection from $\mathbb{B}^{*}$ onto $\mathbb{N}$ and let $R$ be the relation defined by $R=\{(u, v)| | u|=|v|\}$. Then for $E=\left\{\left(u, 0^{f(u)}\right) \mid u \in \mathbb{B}^{*}\right\}$ and $D=\left\{\left(0^{f(u)}, u\right) \mid u \in \mathbb{B}^{*}\right\}$, the inverse of $E,(E, D)$ satisfies $E R D=\operatorname{Id}_{\mathbb{B}^{*}}$ but the characterization proved in Section 5 shows that $R$ has no rational channel.

In the sequel, we only consider rational channels. The main result of this paper is the following:

Theorem 4. Let $R=h_{1}+\cdots+h_{n}$ be a bounded relation where each $h_{i}$ is $a$ rational function. The following statements are equivalent:

1. $R$ has a channel,
2. At least one function $h_{i}$ has a channel,
3. $\operatorname{rg}(R)$ has an exponential growth.

Using the the equivalence between 1 and 3 and Proposition 2, we obtain the decidability of the channel synthesis problem:

Corollary 1. The channel existence problem for bounded relations, given as a union of functions $h_{1}+\cdots+h_{n}$, is decidable in linear time. When it exists, the channel can be effectively computed.

## 4 Patterns

It can be observed in the examples above that, when the encoder/decoder pair $(E, D)$ exists, $E$ can be chosen as a bijection from $\mathbb{B}^{*}$ onto some language $L$ of the form $u(v+\bar{v})^{*} w$, with $D$ the inverse of $E$. In order to generalize this observation, and in relation with Proposition 1, we now introduce the notion of pattern:

Definition 2. $A$ pattern is a 4-tuple $s=(u, v, \bar{v}, w)$ of words such that $|v|=$ $|\bar{v}|$ and $v \neq \bar{v}$. The language associated with $s$ is $L_{s}=u(v+\bar{v})^{*} w$. A subpattern of $s$ is a pattern of the form $(u x, y, \bar{y}, z w)$ where $x, y, \bar{y}, z \in(v+\bar{v})^{*}$. Two patterns $s$ and $s^{\prime}$ of the form $s=(u, x v, x \bar{v}, x w)$ and $s^{\prime}=(u x, v x, \bar{v} x, w)$ (or $\left.s^{\prime}=(u x, \bar{v} x, v x, w)\right)$ are called conjugated.

Note that in a pattern $s=(u, v, \bar{v}, w)$, the set $\{v, \bar{v}\}$ is a code hence, the notion of pattern can be seen as the basic element for the canonical channels and encoding states or nodes defined in $[5,6,2]$.

If $s^{\prime}$ is a sub-pattern of $s$, then the inclusion $L_{s^{\prime}} \subseteq L_{s}$ holds. Moreover, if the two patterns $s$ and $s^{\prime}$ are conjugated, then the languages $L_{s}$ and $L_{s^{\prime}}$ are equal. For a pattern $s=(u, v, \bar{v}, w)$, we denote by $\mu_{s}$ the morphism from $\mathbb{B}^{*}$ to $(v+\bar{v})^{*}$ which maps 0 to $v$ and 1 to $\bar{v}$. If $t=(x, y, \bar{y}, z)$ is a pattern over the alphabet $\mathbb{B}$, then $\left(u \mu_{s}(x), \mu_{s}(y), \mu_{s}(\bar{y}), \mu_{s}(z) w\right)$ is a sub-pattern of $s$ which we denote by $s \diamond t$. Note that this composition of patterns is associative. Indeed, if $t=(x, y, \bar{y}, z)$ and $t^{\prime}=\left(x^{\prime}, y^{\prime}, \bar{y}^{\prime}, z^{\prime}\right)$ are two patterns over the alphabet $\mathbb{B}$, then $s \diamond\left(t \diamond t^{\prime}\right)=(s \diamond t) \diamond t^{\prime}$.

The proofs of the next lemmas are omitted and can be found in [15].
Lemma 1. Let s be a pattern and L a rational set of words. There exists a sub-pattern $s^{\prime}$ of $s$ such that either $L_{s^{\prime}} \subseteq L$ or $L_{s^{\prime}} \cap L=\varnothing$.

Lemma 2. Let $s$ be a pattern and let $L$ be a rational set accepted by an automaton $\mathcal{A}$. If $L_{s} \subseteq L$, there exist a sub-pattern $s^{\prime}=\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ of $s$ and paths $i \xrightarrow{u^{\prime}} q \xrightarrow{v^{\prime}} q \xrightarrow{w^{\prime}} f$ and $q \xrightarrow{\bar{v}^{\prime}} q$ in $\mathcal{A}$ where $i$ is an initial state and $f$ is a final state.

The following proposition shows that if two patterns are not conjugated, one of them can be replaced by one of its sub-pattern to make the associated languages disjoint. In particular, two patterns are conjugated if and only if their associated languages are equal.

Proposition 3. If the patterns $s$ and $s^{\prime}$ are not conjugated, then either there exists a sub-pattern $s^{\prime \prime}$ of s such that $L_{s^{\prime \prime}} \cap L_{s^{\prime}}=\varnothing$ or there exists a sub-pattern $s^{\prime \prime}$ of $s^{\prime}$ such that $L_{s^{\prime \prime}} \cap L_{s}=\varnothing$.

Proof. Let $s$ and $s^{\prime}$ be the two patterns $(u, v, \bar{v}, w)$ and $\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$. Let $k, k^{\prime}$, $m$ and $m^{\prime}$ be the integers defined by $k=|u w|, k^{\prime}=\left|u^{\prime} w^{\prime}\right|, m=|v|=|\bar{v}|$ and $m^{\prime}=\left|v^{\prime}\right|=\left|\bar{v}^{\prime}\right|$. Let $M_{s}$ and $M_{s^{\prime}}$ be the sets $\left\{|x| \mid x \in L_{s}\right\}$ and $\left\{|x| \mid x \in L_{s^{\prime}}\right\}$ of lengths of words in $L_{s}$ and $L_{s^{\prime}}$. These two sets $M_{s}$ and $M_{s^{\prime}}$ are respectively contained in the sets $k+m \mathbb{N}$ and $k^{\prime}+m^{\prime} \mathbb{N}$.

We first suppose that $m \neq m^{\prime}$ and by symmetry we can assume that $m<m^{\prime}$. We then consider two sub-cases depending on whether $k \equiv k^{\prime} \bmod m^{\prime}$ or not. We first suppose that $k \not \equiv k^{\prime} \bmod m^{\prime}$. The two sets $k+m m^{\prime} \mathbb{N}$ and $k^{\prime}+m^{\prime} \mathbb{N}$ are then disjoint. It follows that the sub-pattern $s^{\prime \prime}=\left(u, v^{m^{\prime}}, \bar{v}^{m^{\prime}}, w\right)$ of $s$ satisfies $L_{s^{\prime \prime}} \cap L_{s^{\prime}}=\varnothing$. We now suppose $k \equiv k^{\prime} \bmod m^{\prime}$. Since $m<m^{\prime}, k+m \not \equiv k^{\prime}$ $\bmod m^{\prime}$ holds and the two sets $k+m+m m^{\prime} \mathbb{N}$ and $k^{\prime}+m^{\prime} \mathbb{N}$ are then disjoint. It follows that the sub-pattern $s^{\prime \prime}=\left(u v, v^{m^{\prime}}, \bar{v}^{m^{\prime}}, w\right)$ of $s$ satisfies $L_{s^{\prime \prime}} \cap L_{s^{\prime}}=\varnothing$.

From now on, we suppose that $m=m^{\prime}$. If $k \not \equiv k^{\prime} \bmod m$, the two sets $M_{s}$ and $M_{s^{\prime}}$ are already disjoint and we can set $s^{\prime \prime}=s$. From now on, we also suppose that $k \equiv k^{\prime} \bmod m$.

If $u v$ and $u^{\prime}$ are not prefix compatible, the sub-pattern $s^{\prime \prime}=(u v, v, \bar{v}, w)$ satisfies $L_{s^{\prime \prime}} \cap L_{s^{\prime}}=\varnothing$. A similar solution can be found if $u \bar{v}$ and $u^{\prime}$ are not prefix compatible or if $w$ and $v^{\prime} w^{\prime}$ are not suffix compatible. We can now suppose that $u v$ and $u^{\prime}$ (resp. $u \bar{v}$ and $u^{\prime}, u$ and $u^{\prime} v^{\prime}, u$ and $u^{\prime} \bar{v}^{\prime}$ ) are prefix compatible and that $v w$ and $w^{\prime}$ (resp. $\bar{v} w$ and $w^{\prime}, w$ and $v^{\prime} w^{\prime}, w$ and $\bar{v}^{\prime} w^{\prime}$ ) are suffix compatible.

Since $u$ and $u^{\prime} v^{\prime}$ are compatible and $u$ and $u^{\prime} \bar{v}^{\prime}$ are also compatible, the word $u$ is a prefix of $u^{\prime} z$ where $z$ is the longest common prefix of $v^{\prime}$ and $\bar{v}^{\prime}$ and thus $|u| \leq\left|u^{\prime}\right|+|z|$. By a similar argument, the word $w$ satisfies $|w| \leq\left|w^{\prime}\right|+\left|z^{\prime}\right|$ where $z^{\prime}$ is the longest common suffix of $v^{\prime}$ and $\bar{v}^{\prime}$. Combining these two relations gives $k=|u w| \leq k^{\prime}+\left|z z^{\prime}\right|<k^{\prime}+m$ where the relation $\left|z z^{\prime}\right|<m$ follows from $v^{\prime} \neq \bar{v}^{\prime}$. By symmetry the relation $k^{\prime} \leq k+m$ also holds and this implies $k=k^{\prime}$ since $k \equiv k^{\prime} \bmod m$.

We now have $m=m^{\prime}$ and $k=k^{\prime}$. We can assume by symmetry that $|u| \leq\left|u^{\prime}\right|$ and thus $\left|w^{\prime}\right| \leq|w|$. Since $u$ and $u^{\prime}$ are prefix compatible, the word $u$ is a prefix of $u^{\prime}$. There exists a word $x$ such that $u^{\prime}=u x$. By symmetry, the word $w^{\prime}$ is a suffix of $w$ and there exists a word $x^{\prime}$ such that $w=x^{\prime} w^{\prime}$. Since $u^{\prime}$ and $u v$ are prefix compatible and $u^{\prime}$ and $u \bar{v}$ are also prefix compatible, the word $x$ is a prefix of $v$ and $\bar{v}$. There exist two words $z$ and $\bar{z}$ such that $v=x z$ and $\bar{v}=x \bar{z}$. By symmetry, the word $x^{\prime}$ is a suffix of $v^{\prime}$ and $\bar{v}^{\prime}$ and there exist two words $z^{\prime}$ and $\bar{z}^{\prime}$ such that $v^{\prime}=z^{\prime} x^{\prime}$ and $\bar{v}^{\prime}=\bar{z}^{\prime} x^{\prime}$. Note that $|x|=\left|x^{\prime}\right|=\left|u^{\prime}\right|-|u|=|w|-\left|w^{\prime}\right|$ and that $|z|=|\bar{z}|=\left|z^{\prime}\right|=\left|\bar{z}^{\prime}\right|=m-|x|$.

We first suppose that $x \neq x^{\prime}$. Let $s^{\prime \prime}$ be the sub-pattern $\left(u^{\prime} v^{2}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ of $s^{\prime}$. Any word in $L_{s^{\prime \prime}}$ starts with $u^{\prime} v^{\prime 2}=u x z^{\prime} x^{\prime} z^{\prime} x^{\prime}$ whereas any word of $L_{s}$ is either shorter or starts with a prefix in $u(v+\bar{v})^{2}=u x(z+\bar{z}) x(z+\bar{z})$. This shows that $L_{s^{\prime \prime}} \cap L_{s}=\varnothing$. We now suppose that $x=x^{\prime}$. If the two sets $\{z, \bar{z}\}$ and $\left\{z^{\prime}, \bar{z}^{\prime}\right\}$ are equal, the two patterns $s$ and $s^{\prime}$ are conjugated and this a contradiction with the hypothesis. If these two sets are different, we can assume by symmetry that $z \notin\left\{z^{\prime}, \bar{z}^{\prime}\right\}$. The sub-pattern $(u v, v, \bar{v}, w)$ of $s$ satisfies then $L_{s^{\prime \prime}} \cap L_{s^{\prime}}=\varnothing$.

## 5 Channel characterizations

Recall that in both examples of section 3, the encoder and decoder can be chosen as rational bijections. The following characterization generalizes this observation.

Proposition 4. There is a channel for a relation $R$ if and only there exist two rational sets $L_{0}$ and $L_{1}$ with exponential growth such that $R \cap\left(L_{0} \times L_{1}\right)$ is a bijection between $L_{0}$ and $L_{1}$.

Note that it is assumed, in the previous proposition, that both $L_{0}$ and $L_{1}$ have an exponential growth. It is actually sufficient to assume that only one of them has. Theorem 3 and the fact that $R \cap\left(L_{0} \times L_{1}\right)$ is a bijection between $L_{0}$ and $L_{1}$ ensure that the other one also has an exponential growth.

Proof. We first prove that the condition is sufficient. Suppose that $R \cap\left(L_{0} \times L_{1}\right)$ is a bijection between $L_{0}$ and $L_{1}$. Since $L_{0}$ has an exponential growth, there exists, by Theorem 3, a rational bijection $E$ between $\{0,1\}^{*}$ and $L_{0}$. The relation $E R$ is thus a bijection between $\{0,1\}^{*}$ and $L_{1}$. Set $D=(E R)^{-1}$. It then clear than $E R D=\operatorname{Id}_{\mathbb{B}^{*}}$.

Suppose now that there are two rational relations $E$ and $D$ such that $E R D=$ $\operatorname{Id}_{\mathbb{B}^{*}}$. We first claim that there exists a function $E^{\prime} \subseteq E$ from $\{0,1\}^{*}$ to $A^{*}$ and another function $D^{\prime} \subseteq D$ from $B^{*}$ to $\{0,1\}^{*}$ such that $E^{\prime} R D^{\prime}=\operatorname{Id}_{\mathbb{B}^{*}}$. Let $K_{1}$ be the rational set $\operatorname{rg}(E R)=\left\{v \mid \exists u \in\{0,1\}^{*}(u, v) \in E R\right\}$ and $D^{\prime}$ the restriction $D^{\prime}=D \cap\left(K_{1} \times\{0,1\}^{*}\right)$. It is clear that $E R D^{\prime}=\operatorname{Id}_{\mathbb{B}^{*}}$ and that $D^{\prime}$ must be functional. Let $K_{0}$ be the set $\operatorname{dom}\left(R D^{\prime}\right)=\left\{u \mid \exists v \in\{0,1\}^{*}(u, v) \in R D^{\prime}\right\}$ and let $E^{\prime \prime}$ be the restriction $E^{\prime \prime}=E \cap\left(\{0,1\}^{*} \times K_{1}\right)$. The relation $E^{\prime \prime}$ might not be functional but there exists by Theorem 1 a rational function $E^{\prime} \subseteq E^{\prime \prime}$. It is also clear that $E^{\prime} R D^{\prime}=\mathrm{Id}_{\mathbb{B}^{*}}$.

We now suppose that $E$ and $D$ are two functions. Applying the reasoning to $E^{-1}$ and $D^{-1}$ there are two relations $E^{\prime} \subseteq E$ and $D^{\prime} \subseteq D$ such that $E^{\prime-1}$ and $D^{\prime-1}$ are functions and $E^{\prime} R D^{\prime}=\operatorname{Id}_{\mathbb{B}^{*}}$. Let $L_{0}$ and $L_{1}$ be the sets $L_{0}=$ $\operatorname{dom}\left(R D^{\prime}\right)=\left\{u \mid \exists v \in\{0,1\}^{*}(u, v) \in R D^{\prime}\right\}$ and $L_{1}=\operatorname{rg}\left(E^{\prime} R\right)=\{v \mid \exists u \in$ $\left.\{0,1\}^{*}(u, v) \in E^{\prime} R\right\}$. The relation $E^{\prime}$ is then a bijection between $\{0,1\}^{*}$ and $L_{0}$ and the relation $D^{\prime}$ is a bijection between $L_{1}$ and $\{0,1\}^{*}$. It follows that $R \cap$ ( $L_{0} \times L_{1}$ ) must be a bijection between $L_{0}$ and $L_{1}$.

For two patterns $s=(u, v, \bar{v}, w)$ and $s^{\prime}=\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$, we denote by $h_{s, s^{\prime}}$ the function whose graph is the rational relation $\left(u, u^{\prime}\right)\left(\left(v, v^{\prime}\right)+\left(\bar{v}, \bar{v}^{\prime}\right)\right)^{*}\left(w, w^{\prime}\right)$. Note that this function is a bijection from $L_{s}$ to $L_{s^{\prime}}$ and that the inverse function $h_{s, s^{\prime}}^{-1}$ is actually the function $h_{s^{\prime}, s}$. Let $s_{0}$ be the pattern $(\varepsilon, 0,1, \varepsilon)$. The set $L_{s_{0}}$ is then the set $\mathbb{B}^{*}$ and $h_{s_{0}, s}$ is a bijection from $\mathbb{B}^{*}$ to $L_{s}$. Note finally that if $t$ is a pattern over the alphabet $\mathbb{B}$ the restriction of the function $h_{s, s^{\prime}}$ to the domain $L_{s \diamond t}$ is the function $h_{s \diamond t, s^{\prime} \diamond t}$ from $L_{s \diamond t}$ to $L_{s^{\prime} \diamond t}$.

Lemma 3. Let $h$ be a rational function such that $\operatorname{rg}(h)$ has an exponential growth. Then there exist two patterns s and $s^{\prime}$ such that $h_{s, s^{\prime}} \subseteq h$.

Proof. Let $\mathcal{T}$ be a transducer realizing the function $h$. Let $\mathcal{A}$ be the automaton obtained by ignoring the input label of each transition of $\mathcal{T}$ and taking the output label as the label. This automaton accepts the set $\operatorname{rg}(h)$. By Proposition 1 there exists a pattern $s^{\prime}=\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ and paths $i \xrightarrow{u^{\prime}} q \xrightarrow{v^{\prime}} q \xrightarrow{w^{\prime}} f$ and $q \xrightarrow{\bar{v}^{\prime}} q$ in $\mathcal{A}$ where $i$ is an initial state and $f$ is a final state. Since these paths come from
paths in $\mathcal{T}$, there are words $u, v_{0}, \bar{v}_{0}$ and $w$ and paths $i \xrightarrow{u \mid u^{\prime}} q \xrightarrow{v_{0} \mid v^{\prime}} q \xrightarrow{w \mid w^{\prime}} f$ and $q \xrightarrow{\bar{v}_{0} \mid \bar{v}^{\prime}} q$ in $\mathcal{T}$. Note however that the words $v_{0}$ and $\bar{v}_{0}$ may not have the same length. Let $v$ and $\bar{v}$ be the words $v_{0} \bar{v}_{0}$ and $\bar{v}_{0} v_{0}$. These words have the same length but they are different. Otherwise $h$ maps the single word $u v_{0} \bar{v}_{0}$ to the two differents words $u^{\prime} v^{\prime} \bar{v}^{\prime} w^{\prime}$ and $u^{\prime} \bar{v}^{\prime} v^{\prime} w^{\prime}$. The function $h_{s, s^{\prime \prime}}$ where $s=(u, v, \bar{v}, w)$ and $s^{\prime \prime}=\left(u^{\prime}, v^{\prime} \bar{v}^{\prime}, \bar{v}^{\prime} v^{\prime}, w^{\prime}\right)$ satisfies then $h_{s, s^{\prime \prime}} \subseteq h$.

The proof of Theorem 4 proceeds by induction on the number of functions, so we first establish the result for a single function.

Proposition 5. If $h$ is a function, then $h$ has a channel if and only if $\operatorname{rg}(h)$ has an exponential growth.

Proof. By Proposition 4, the condition is necessary. Indeed, if $h$ has a channel, there exist two languages $L_{0}$ and $L_{1}$ with an exponential growth such that $h \cap\left(L_{0} \times L_{1}\right)$ is a bijection from $L_{0}$ to $L_{1}$. The set $L_{1}$ is thus contained in $\operatorname{rg}(h)$ and $\operatorname{rg}(h)$ has a exponential growth.

By Lemma 3, there are two patterns $s$ and $s^{\prime}$ such that $h_{s, s^{\prime}} \subseteq h$. Since $h$ is a function, $h \cap\left(L_{s} \times L_{s^{\prime}}\right)=h_{s, s^{\prime}}$. By Proposition 4, the function $h$ has a channel.

The next lemma, which is one of the key ingredients for the main result, was present in [8] (with an unsatisfactory proof).

Lemma 4. Let $R$ be a rational relation and let $h$ be a rational function. If $R$ has a channel, then $R+h$ also has a channel.

Proof. If $R$ has a channel, by Proposition 4, there exist two languages $L_{0}$ and $L_{1}$ with an exponential growth such that $g=R \cap\left(L_{0} \times L_{1}\right)$ is a bijection from $L_{0}$ to $L_{1}$. Applying Lemma 3 to $g$, there exist two patterns $s=(u, v, \bar{v}, w)$ and $s^{\prime}=$ $\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ such that $h_{s, s^{\prime}} \subseteq g$. Let $L$ be the domain of the function $h$. By Lemma $1, s$ can be replaced by one of its sub-patterns such that either $L_{s} \cap L=\varnothing$ or $L_{s} \subseteq L$. Like in the previous proof, $g \cap\left(L_{s} \times L_{s^{\prime}}\right)=h_{s, s^{\prime}}$. If $L_{s} \cap L=\varnothing$ then $(R+h) \cap\left(L_{s} \times L_{s^{\prime}}\right)=h_{s, s^{\prime}}$ and the function $h_{s, s^{\prime}}$ provides a channel for $R+h$.

We now suppose that $s$ satisfies $L_{s} \subseteq L$. Let $\mathcal{T}$ be a transducer realizing the function $h$ and let $\mathcal{A}$ be the automaton obtained by ignoring the output label of each transition of $\mathcal{T}$ and taking the input label as the label. This automaton accepts the set $L=\operatorname{dom}(h)$. By Lemma $2, s$ can be replaced by one its subpatterns such that there are paths $i \xrightarrow{u} q \xrightarrow{v} q \xrightarrow{w} f$ and $q \xrightarrow{\bar{v}} q$ in $\mathcal{A}$ where $i$ is an initial state and $f$ is a final state. Since these paths come from paths in $\mathcal{T}$, we obtain a pattern $s^{\prime \prime}=\left(u^{\prime \prime}, v^{\prime \prime}, \bar{v}^{\prime \prime}, w^{\prime \prime}\right)$ such that $i \xrightarrow{u \mid u^{\prime \prime}} q \xrightarrow{v \mid v^{\prime \prime}} q \xrightarrow{w \mid w^{\prime \prime}} f$ and $q \xrightarrow{\bar{v} \mid \bar{v}^{\prime \prime}} q$ in $\mathcal{T}$.

We distinguish two cases depending on whether the two patterns $s^{\prime}$ and $s^{\prime \prime}$ are conjugated or not. If they are not conjugated, it can be assumed, without loss of generality, that $L_{s^{\prime}} \cap L_{s^{\prime \prime}}=\varnothing$ by Proposition 3. In this latter case, the function $h_{s, s^{\prime}}$ provides a channel for $R+h$. If they are conjugated, the two functions $h_{s, s^{\prime}}$ and $h_{s, s^{\prime \prime}}$ are equal and therefore again provide a channel for $R+h$.

We are now ready to prove Theorem 4.

Proof (Proof of Theorem 4). Let $R=h_{1}+\cdots+h_{n}$ be a bounded relation, where $h_{1}, \ldots, h_{n}$ are rational functions. If $R$ has a channel, then by Proposition 4, $\operatorname{rg}(R)$ has an exponential growth, hence (1) implies (3). If $\operatorname{rg}(R)$ has an exponential growth, then one of the images $\operatorname{rg}\left(h_{i}\right)$ has an an exponential growth. By Proposition 5, the function $h_{i}$ has a channel, hence (3) implies (2). Finally, let us assume that $\operatorname{rg}\left(h_{1}\right)$ has a channel. Using the previous lemma, it can be proved by induction on $i$, that each relation $h_{1}+\cdots+h_{i}$ has a channel, hence $R$ has a channel. Therefore (2) implies (1) which concludes the proof.

## Example of channel synthesis.

We finally illustrate the channel construction of Corollary 1 on an example. With $A=B=\mathbb{B}$, Figure 2 depicts a transducer realizing a relation $R$ which is the union $R=h_{1}+h_{2}$ of two functions $h_{1}$ and $h_{2}$ from $\mathbb{B}^{*}$ to $\mathbb{B}^{*}$. The function $h_{1}$ (on the left side) is the morphism which maps the symbols 0 and 1 to 01 and 1 respectively. The function $h_{2}$ (on the right side) maps each word $a_{1} a_{2} \cdots a_{n}$ to $a_{1} a_{3} \cdots$ keeping only symbols at odd positions.


Fig. 2. A union of 2 functions

The function $h_{1}$ has obviously a channel since it is one-to-one from $\mathbb{B}^{*}$ onto $(01+1)^{*}$. We show how the proof of Lemma 4 extracts a channel for the relation $R$.

1. Since the range $\operatorname{rg}\left(h_{1}\right)=(01+1)^{*}$ has an exponential growth, we obtain the pattern $s_{1}=(\varepsilon, 011,101, \varepsilon)$ such that $L_{s_{1}} \subseteq(01+1)^{*}$. The corresponding pattern of the inputs for $h_{1}$ is $s=(\varepsilon, 01,10, \varepsilon)$, hence the function $h_{s, s_{1}}$ provides a channel for $h_{1}$.
2. Examining the part of the transducer realizing $h_{2}$, we observe that the input pattern $s$ induces the corresponding output pattern $s_{2}=(\varepsilon, 0,1, \varepsilon)$, but the two patterns $s_{1}$ and $s_{2}$ satisfy $L_{s_{1}} \cap L_{s_{2}} \neq \varnothing$, so $h_{s, s_{1}}$ does not correspond to a channel for $R$ itself.
3. Since $s_{1}$ and $s_{2}$ and are not conjugated, it is possible to find a sub-pattern $s_{3}=(\varepsilon, 00,11, \varepsilon)$ of $s_{2}$ such that $L_{s_{1}} \cap L_{s_{3}}=\varnothing$. The corresponding input pattern for $h_{2}$ is then the pattern $s^{\prime}=(\varepsilon, 0101,1010, \varepsilon)$ obtained from $s$.
4. The channel in $R=h_{1}+h_{2}$ is then built from the function $h_{s^{\prime}, s_{3}}$. It consists of the pair $(E, D)$ where $E$ is the morphism which maps 0 and 1 to 0101 and 1010 respectively, and $D$ maps 00 and 11 to 0 and 1 respectively.

Besides corollary 1, we also obtain:

Corollary 2. Let $R=h_{1}+\cdots+h_{n}$ be a relation where each $h_{i}$ is either a function or the inverse of a function. The following statements are equivalent:

1. R has a channel,
2. At least one relation $h_{i}$ has a channel.

This last result has to be compared with Theorem 4 . When $R$ is the finite union of functions and inverses of functions, it may have a domain and a range with exponential growth without having a channel as shown by the following example. Let $A$ and $B$ the alphabet $\mathbb{B}$. Let $R$ be given by $R=h_{1}+h_{2}$ where $h_{1}$ is the function from $\mathbb{B}^{*}$ to $\mathbb{B}^{*}$ which maps each word to the empty word and $h_{2}$ is the inverse of $h_{1}$. The domain and the range of $R$ are both equal to $\mathbb{B}^{*}$ but $R$ has no channel. Hence the decidability result cannot apply in this case.

Proof. Let us recall that a relation $R$ has a channel if and only if $R^{-1}$ has a channel. If one relation $h_{i}$ has a channel, then $R$ has a channel by Lemma 4.

Suppose now that $R$ has a channel. By Proposition 4, there exist two languages $L_{0}$ and $L_{1}$ with an exponential growth such that $R^{\prime}=R \cap\left(L_{0} \times L_{1}\right)$ is a bijection between $L_{0}$ and $L_{1}$. For each $1 \leq i \leq n$, let us denonte by $h_{i}^{\prime}$ the restriction $h_{i} \cap\left(L_{0} \times L_{1}\right)$. Since $h_{i}^{\prime} \subseteq R^{\prime}$, and $R^{\prime}$ is a bijection, each relation $h_{i}^{\prime}$ is also a bijection. We may then suppose that each $h_{i}^{\prime}$ is a function. It follows then from Thereom 4 that $R^{\prime}$ has a channel and that $R$ has also a channel.

## 6 Conclusion

We proved a new characterization of bounded relations with channels, linked to the growth of their image. We conjecture that this characterization could be extended to relations $R$ for which there exists a polynomial $P$ such that for each word $u,|R(u)| \leq P(|u|)$. We also plan to investigate more powerful channels described by (subclasses of) two-way transducers instead of simple transducers.
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## Appendix

## A Missing proofs about growth

This part of the appendix is devoted to the proof of Proposition 2. This result is more or less part of folklore but we include its proof for completeness.

An automaton is strongly connected if there is a path between any two states. Let $\mathcal{A}$ be a strongly connected automaton with $\varepsilon$-transitions and for any state $q$, let $K_{q}$ be the set of labels of paths from $q$. The automaton is said to have the prefix property if for any state $q$ and any words $w, w^{\prime} \in K_{q}, w$ and $w^{\prime}$ are prefix compatible. The next lemmas establish properties of strongly connected automata that allow us to describe a linear algorithm to check whether the growth is polynomial or exponential.

Lemma 5. A strongly connected automaton has the prefix property if and only if there is at least one of its states $q$ such that for any words $w, w^{\prime} \in K_{q}, w$ and $w^{\prime}$ are prefix compatible.

Proof. Let $p$ be an arbitrary state of a strongly connected automaton $\mathcal{A}$. Suppose that any two words of $K_{p}$ are prefix compatible. Let $q$ be another of state of $\mathcal{A}$ and let $u$ be the label of a path from $p$ to $q$. The inclusion $u K_{q} \subseteq K_{p}$ implies that any two words of $K_{q}$ are also prefix compatible.

Recall that a word $w \in A^{+}$is primitive if it cannot be written as $u^{k}$ for some word $u$ and $k>1$. The primitive root of a word $w$ is the unique primitive word $u$ such that $w=u^{k}$, with $k \geq 1$.

Lemma 6. Let $w=a_{1} \ldots a_{n}$. Then $a_{1} \ldots a_{k}$ is the primitive root of $w$ if and only if the second occurence of $w$ in $w w$ starts in $a_{k+1}$ (the first one starting in $a_{1}$ ).

Proof. First assume that $u=a_{1} \ldots a_{k}$ is the primitive root of $w$, with $w=u^{m}$. Then there is an occurrence of $w$ starting at the second occurrence of $u$ in $w w$ (hence at $a_{k+1}$ ).

Conversely, if the second occurence of $w$ in $w w$ starts in $a_{k+1}$, then $w=$ $a_{k+1} \ldots a_{n} a_{1} \ldots a_{k}$. Let $u=a_{1} \ldots a_{k}, v=a_{k+1} \ldots a_{n}$ and $v^{\prime}=a_{1} \ldots a_{n-k}$. Since $w=v u$ and $w w=u v u v, u$ and $v$ commute and $v=v^{\prime}$, hence $u$ is the primitive root of $w$.

The following lemma gives an algorithmic characterization of the prefix property that will allow us to design a linear time algorithm to check it.

Lemma 7. Let $\mathcal{A}$ be a strongly connected automaton with $\varepsilon$-transitions and let $q_{0}$ be one of its states. The automaton $\mathcal{A}$ has the prefix property if and only if there exist a primitive word $w=w_{0} \cdots w_{n-1}$ and a function $f: Q \rightarrow\{0, \ldots, n-$ $1\}$ such that:
$-f\left(q_{0}\right)=0$,

- for any transition $p \xrightarrow{\varepsilon} q$ of $\mathcal{A}, f(q) \equiv f(p) \bmod n$,

$$
- \text { for any transition } p \xrightarrow{a} q \text { of } \mathcal{A}, f(q) \equiv f(p)+1 \bmod n \text { and } a=w_{f(p)}
$$

Furthermore, there exist at most one word $w$ and one function $f$ having these two properties.

Proof. The result is clear if all transitions of $\mathcal{A}$ are $\varepsilon$-transitions. We now suppose that there is as least one transition $p \xrightarrow{a} q$ in $\mathcal{A}$ labelled by a letter $a$. It follows that each set $K_{q}$ is infinite since $\mathcal{A}$ is strongly connected.

We first check that the condition is sufficient. Consider a path from $q_{0}$ :

$$
q_{0} \xrightarrow{b_{0}} q_{1} \xrightarrow{b_{1}} q_{2} \xrightarrow{b_{2}} \cdots \xrightarrow{b_{m}} q_{m+1} .
$$

where each $b_{i}$ is either $\varepsilon$ or a letter. We have then $f\left(q_{0}\right)=0$ and $f\left(q_{i+1}\right) \equiv$ $f\left(q_{i}\right)+\left|b_{i}\right| \bmod n$ for any $i \leq m$. It follows that $f\left(q_{i}\right) \equiv\left|b_{0} \cdots b_{i-1}\right|$ and thus $b_{i}$ is either $\varepsilon$ or the letter $w_{j}$ where $j \equiv\left|b_{0} \cdots b_{i-1}\right| \bmod n$ for each $i \leq m+1$. It is then clear that the label of this path is a prefix of $w^{\omega}$. This shows that any word $u$ in $K_{q_{0}}$ is a prefix of $w^{\omega}$.

We have shown in the previous paragraph that if there exist $w$ and $f$ as required, then each word of $K_{q_{0}}$ is a prefix of $w^{\omega}$. If $w$ and $w^{\prime}$ are two different primitive words, then $w^{\omega} \neq w^{\prime \omega}$. Since $K_{q_{0}}$ is infinite, the word $w$ is unique. We have also shown that if there is a path from $q_{0}$ to $q$ with label $u$ then $f(q) \equiv|u|$ $\bmod n$. This also shows that $f$ is unique.

We now suppose $\mathcal{A}$ has the prefix property. This means any two words $u, u^{\prime} \in$ $K_{q_{0}}$ are prefix compatible. Let $w^{\prime}$ be the label of a cycle from $q_{0}$ to $q_{0}$ and let $w$ be the primitive root of $w^{\prime}$, that is $w^{\prime}=w^{k}$ for some $k \geq 1$. Note that any word $u$ from $K_{q_{0}}$ is a prefix of $w^{\omega}$. Let $n$ be the length of $w$. We claim if that there are two paths from $q_{0}$ to $q$ with labels $u$ and $u^{\prime}$, then $|u| \equiv\left|u^{\prime}\right| \bmod n$. Let $v$ the label of paths from $q$ to $q_{0}$. Both words $u v w^{\prime}$ and $u^{\prime} v w^{\prime}$ are prefixes of $w^{\omega}$. Since $w$ is not a middle occurrence of $w^{2}$, we have $|u| \equiv\left|u^{\prime}\right| \bmod n$. This shows the claim. It allows us to define $f(q)=(|u| \bmod n)$ where $u$ is the label of one path from $q_{0}$ to $m$. It is then clear that $f$ satisfies all the required properties.

Lemma 8. It can be checked in linear time whether a strongly connected automaton has the prefix property.

Proof. The algorithm performs a first depth-first search to find a simple cycle from $q_{0}$ to $q_{0}$ of with a non-empty label $w^{\prime}$. The length of $w^{\prime}$ is bounded by the number of states of the automaton. The primitive root $w=w_{0} \cdots w_{n-1}$ of $w^{\prime}$ can be computed in linear time (using lemma 6 above and classical algorithms on strings).

The algorithm performs a second depth-first search to compute the values of the function $f$ and checks whether they satisfy the condition of the previous lemma. Each value $f(q)$ is set by the algorithm at the first visit of $q$ and it is never changed afterwards. The algorithm starts in state $q_{0}$ and sets $f\left(q_{0}\right):=0$. For each traversal of a transition of the automaton, it operates as follows. For an $\varepsilon$ transition $p \xrightarrow{\varepsilon} q$, the algorithm either sets $f(q):=f(p)$ if $q$ has not been visited or checks whether $f(q)=f(p)$ if $q$ has been already visited. For a transition
$p \xrightarrow{a} q$, the algorithm first checks whether $a=w_{f(q)}$. If state $q$ has not been visited, the algorithm sets $f(q):=f(p)+1 \bmod n$. If state $q$ has already been visited, the algorithm checks whether $f(q) \equiv f(p)+1 \bmod n$. If one of these checks fails, then the algorithm return false. If the algorithm terminates without failure, it returns true.

The following lemma combined with the previous one yields the proof of Proposition 2.

Lemma 9. The language accepted by a trim automaton with $\varepsilon$-transitions has an exponential growth if and only if one of its strongly connected component has not the prefix property.

Proof. Let $\mathcal{A}$ be a trim automaton with $\varepsilon$-transitions accepting $L$ and let $k$ be the number of strongly connected components (SCC) of $\mathcal{A}$. For any states $p$ and $q$, let $L_{p, q}$ be the set of labels of paths from $p$ to $q$.

Suppose first that each SCC of $\mathcal{A}$ has the prefix property. Each set $L_{p, q}$, for $p$ and $q$ in the same SCC has then a linear growth. Each word $w$ accepted by $\mathcal{A}$ can be uniquely factorized $w=u_{0} v_{1} u_{1} \cdots v_{r} u_{r}$ where $r \leq k$ and each $u_{i}$ is the label of a path made of states from different SCC and $v_{i}$ is the label of a path made of states from the same SCC. Note that there are finitely many words $u_{i}$. It follows that the growth of $L$ is at most $n^{k}$.

Suppose now that at least one SCC of $\mathcal{A}$ does not have the prefix property. There exist, for some state $q$ of this SCC, two words $v$ and $\bar{v}$ such that $|v|=|\bar{v}|$, $v \neq \bar{v}, q \xrightarrow{v} q$ and $q \xrightarrow{\bar{v}} q$. Since $\mathcal{A}$ is trim, there is a path $i \xrightarrow{u} q$ from an initial state $i$ to $q$ and there is also a path $q \xrightarrow{w} f$ from $q$ to a final state $f$. It follows that the pattern $s=(u, v, \bar{v}, w)$ satisfies $L_{s} \subseteq L$ and the set $L$ has an exponential growth.

## B Missing proofs about patterns

This section is devoted to the proofs of Lemmas 1 and 2, which use the next lemma.

Lemma 10. Let $\varphi: \mathbb{B}^{*} \rightarrow M$ be a morphism from $\mathbb{B}^{*}$ to a finite monoid $M$. There exist two different words $x$ and $\bar{x}$ over $\mathbb{B}$ such that $|x|=|\bar{x}|$ and $\varphi(x)=$ $\varphi(\bar{x})=\varphi\left(x^{2}\right)$.

Proof. We may suppose that $\varphi$ is onto. Otherwise, $M$ can be replaced by its sub-monoid $\varphi\left(A^{*}\right)$. Consider the quasi-ordering $\leq$ on $M$ defined by $m \leq m^{\prime}$ if there exists $n$ such that $m=m^{\prime} n$. This quasi-odering is the Green ordering $\leq_{\mathcal{R}}$ [16, Chap. 3]. Let $m$ be a minimal element for $\leq$. There is an integer $k$ such that $e=m^{k}$ is an idempotent, that is $e^{2}=e[16$, Prop. 1.6]. Note that $e$ is also minimal for $\leq$ since $e=m^{k} \leq m$. Let $w$ be a word such that $\varphi(w)=e$. Since $e$ is minimal for $\leq$ there exists two words $u$ and $\bar{u}$ such that $\varphi(w 0 u)=\varphi(w 1 \bar{u})=e$. Let $x$ and $\bar{x}$ be defined by $x=(w 0 u)^{|w 1 \bar{u}|}$ and $\bar{x}=(w 1 \bar{u})^{|w 0 u|}$. They satisfy the required properties since $|x|=|\bar{x}|=|w 0 u||w 1 \bar{u}|$ and $\varphi(x)=\varphi(\bar{x})=e=e^{2}$.

Lemma 1. Let s be a pattern and L a rational set of words. There exists a sub-pattern $s^{\prime}$ of $s$ such that either $L_{s^{\prime}} \subseteq L$ or $L_{s^{\prime}} \cap L=\varnothing$.

Proof. Let $s$ be the pattern $(u, v, \bar{v}, w)$ and let $\mu_{s}: \mathbb{B}^{*} \rightarrow A^{*}$ be the morphism defined by $\mu_{s}(0)=v$ and $\mu_{s}(1)=\bar{v}$. Let $\mu: A^{*} \rightarrow M$ be a morphism from $A^{*}$ into a finite monoid $M$ such that $L=\mu^{-1}(\mu(L))$. Let $\varphi$ be the morphism $\mu \circ \mu_{p}$ from $\mathbb{B}^{*}$ to $M$. By Lemma 10 , there exist two different words $x$ and $\bar{x}$ such that $|x|=|\bar{x}|$ and $\varphi(x)=\varphi(\bar{x})=e$ for some idempotent $e$ of $M$, that is $e=e^{2}$. Let $v^{\prime}$ and $\bar{v}^{\prime}$ be the words $\mu_{s}(x)$ and $\mu_{s}(\bar{x})$. Note that these two words belong to $(v+\bar{v})^{*}$ and satisfy $\left|v^{\prime}\right|=\left|\bar{v}^{\prime}\right|=|x||v|$ and $\mu\left(v^{\prime}\right)=\mu\left(\bar{v}^{\prime}\right)=e$. Let $s^{\prime}$ be the subpattern $s^{\prime}=\left(u v^{\prime}, v^{\prime}, \bar{v}^{\prime}, w\right)$. Note that $\mu\left(L_{s^{\prime}}\right)$ is the singleton set $\{\mu(u) e \mu(w)\}$. It follows that $L_{s^{\prime}} \subseteq L$ if $\mu(u) e \mu(w) \in \mu(L)$ and $L_{s^{\prime}} \cap L=\varnothing$ otherwise.

Lemma 2. Let s be a pattern and let $L$ be a rational set accepted by an automaton $\mathcal{A}$. If $L_{s} \subseteq L$, there exist a sub-pattern $s^{\prime}=\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ of $s$ and paths $i \xrightarrow{u^{\prime}} q \xrightarrow{v^{\prime}} q \xrightarrow{\bar{w}^{\prime}} f$ and $q \xrightarrow{\bar{v}^{\prime}} q$ in $\mathcal{A}$ where $i$ is an initial state and $f$ is a final state.

Proof. Let $s$ be the pattern $(u, v, \bar{v}, w)$ and let $\mu_{s}: \mathbb{B}^{*} \rightarrow A^{*}$ be the morphism defined by $\mu_{s}(0)=v$ and $\mu_{s}(1)=\bar{v}$. Let $M$ be the transition monoid of $\mathcal{A}$ and let $\mu: A^{*} \rightarrow M$ be the canonical morphism from $A^{*}$ into $M$. Let $\varphi$ be the morphism $\mu \circ \mu_{s}$ from $\mathbb{B}^{*}$ to $M$. By Lemma 10, there exist two different words $x$ and $\bar{x}$ such that $|x|=|\bar{x}|$ and $\varphi(x)=\varphi(\bar{x})=e$ for some idempotent $e$ of $M$, that is $e=e^{2}$. Let $v^{\prime}$ and $\bar{v}^{\prime}$ be the words $\mu_{s}(x)$ and $\mu_{s}(\bar{x})$. Note that these two words belong to $(v+\bar{v})^{*}$ and satisfy $\left|v^{\prime}\right|=\left|\bar{v}^{\prime}\right|=|x||v|$ and $\mu\left(v^{\prime}\right)=\mu\left(\bar{v}^{\prime}\right)=e$. Let $n$ be the number of states of $\mathcal{A}$. Since $L_{s} \subseteq L$ and $L$ is accepted by $\mathcal{A}$, there is an accepting path $i \xrightarrow{u v^{\prime n} w} f$. Since $n$ is the number of states, the same state $q$ occurs twice and the path can be factorized $i \xrightarrow{u v^{\prime n_{0}}} q \xrightarrow{v^{\prime n_{1}}} q \xrightarrow{v^{\prime n_{2}} w} f$ where $n=n_{0}+n_{1}+n_{2}$. Since $e=\mu\left(v^{\prime}\right)=\mu\left(\bar{v}^{\prime}\right)$ is an idempotent, there are also two paths $q \xrightarrow{v^{\prime}} q$ and $q \xrightarrow{\bar{v}^{\prime}} q$. Let $u^{\prime}$ and $w^{\prime}$ be the two words $u v^{\prime n_{0}}$ and $v^{\prime n_{2}} w$. The sub-pattern $s^{\prime}=\left(u^{\prime}, v^{\prime}, \bar{v}^{\prime}, w^{\prime}\right)$ has the required property.

