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STABILITY AND CONVERGENCE ANALYSIS OF TIME-DOMAIN
PERFECTLY MATCHED LAYERS FOR THE WAVE EQUATION IN
WAVEGUIDES

ELIANE BECACHE * AND MARYNA KACHANOVSKA *

Abstract. This work is dedicated to the proof of stability and convergence of the Bérenger’s
perfectly matched layers in the waveguides for an arbitrary L°° damping function. The proof relies
on the Laplace domain techniques and an explicit representation of the solution to the PML problem
in the waveguide. A bound for the PML error that depends on the absorption parameter and the
length of the PML is presented. Numerical experiments confirm the theoretical findings.

Key words. wave equation, perfectly matched layers, waveguide, Laplace transform, Dirichlet-
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1 Introduction The perfectly matched layer method (PMLs) was introduced
by J.-P. Berenger for simulating transient wave propagation in unbounded domains
described by 2D Maxwell’s equations [17](in 1994) and 3D Maxwell’s equations in
[18](in 1996). Since then it had gained popularity in the engineering and physics
communities, because of its efficiency and ease of implementation, see e.g. [35, 57, 49].

Compared to other existing methods of handling the unboundedness of the compu-
tational domain, the PML method of course has its advantages and disadvantages. For
example, unlike when using absorbing boundary conditions [34, 43, 26, 39, 40, 38, 42],
the application of the PMLs does not require any special handling of the corners
[39, 8, 53]. Let us remark that this issue had been overcome, at least partially, by
double absorbing boundary conditions [37, 6].

For many problems the PMLs remain more computationally efficient than the
boundary integral operators for computing transparent boundary conditions [3, 9].
Formulating the PML system suitable for computational purposes does not require
any auxiliary knowledge (e.g. a computable form of the fundamental solution) but
the underlying PDEs in the explicit form. Unlike the pole condition-based methods,
see e.g. [44] and references therein, and half-space matching methods, cf. [19], which
are still at early stages of their development and predominantly have been applied in
the frequency regime, the PMLs have been successfully used for transient problems.

However, PMLs are known to produce instabilities when applied to anisotropic
[12, 45, 31, 54, 2] or dispersive [15, 16, 14] media. Some of those have been overcome
in the above-mentioned works, however, the question of stabilizing the PMLs remains
model-dependent. Moreover, even in situations when the PMLs remain stable, their
error control is rather difficult, because of the interplay of the various parameters of
the PML and the discretization errors, see [28, 52, 5, 25].

Finally, from the point of view of the mathematical analysis of the PMLs, there
are still some gaps remaining. Much progress had been done in in-depth studies of
the PMLs in the frequency domain: for example, the questions of the well-posedness
and error analysis of the PMLs were treated in [22, 21, 24, 51, 10, 11]; the numerical
analysis was performed in particular in [23, 20, 50]. While there had been a lot
of advancements in the analysis of the time-domain PMLs, see e.g. [13, 12, 4, 1],
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for many problems, the stability for non-constant absorption parameters and the
convergence analysis of the time-domain PMLs remains an open question. Often
[13, 12, 33] the stability analysis is done in a simplified setting when all the absorption
parameters are constant. The case of variable absorption parameter had been treated
in e.g. [13, 46, 41], however, the estimates in these works do not imply stability
of the PML system. Up to our knowledge, the only work where the stability for
arbitrary absorption parameter and the convergence of the Cartesian PMLs in the
time domain had been proven is the article by J. Diaz and P. Joly [32]. There, the
authors construct an explicit fundamental solution for the PML system for the 2D
acoustic wave equation, based on the Cagniard-de-Hoop contour deformation method
and, crucially, on the method of reflections. Then they derive convergence estimates
for the PMLs, which, according to the numerical experiments, are close to optimal.

The subject of the present work is the stability and convergence analysis of the
time-domain PMLs for the wave equation in 3D waveguides, where it is not possible
to use the above mentioned techniques for computing the Green function in the ex-
plicit form, since, in particular, the method of reflections can no longer be applied.
Our well-posedness/stability analysis will be based on the modal decompositions and
some energy-like Laplace domain arguments, while the finer stability and convergence
analysis will exploit an exact representation of the solution in a 3D waveguide.

The article is divided into the following main parts:
— in Section 2 we present the problem, introduce notations, recall the PML method;
Section 3 is dedicated to the well-posedness and stability analysis of the PMLs;
— in Section 4 we prove convergence estimates for the PMLs in the time domain;
Section 5 contains numerical studies of optimality of the estimates of Section 4;
— in Section 6 we outline the results of the article and discuss possible extensions of

the techniques used in the paper.

2 Problem setting and the method of Perfectly Matched Layers.
2.1 The wave equation in a 3D waveguide.

2.1.1 The problem setting. We look for a solution u of the wave equation in
an infinite waveguide Q. := R x S (with S being a Lipschitz bounded domain in R,
d =1,2). We are interested in finding the restriction of the solution u to €2, which is a
bounded domain Q = I x S, where I = (—a,a), for a > 0. To formulate the problem,
let us start with an assumption on the support and regularity of the data.

ASSUMPTION 1. The data f: Ry X Qo — R, ug,u1 : Qoo — R satisfy:

(2.1) forallt >0, supp f(t) C supp uo, supp up C X
up € HY(Q), wy € L*(Q), f € LY(0,00; L*(Q)).

Given ug, uq, f satisfying Assumption 1, we look for u : Ry x Qo — R that satisfies
(with 8, = v - V and v being the exterior normal to Q):

Ou(t,x) — Au(t,x) = f(t,x), x € Qoo
(2.2) Opu =0o0n R x9S,
ul,_g =uo, Opul,_g=u1 in Qu.
The problem (2.2) is well-posed and stable, cf. [30, 55]. In the sequel the expression

a < b will be used in place of a < Cb, for a constant C' > 0 independent of the problem
parameters.
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THEOREM 2.1 (Well-posedness and stability of (2.2)). Provided ug,u1, f satis-

fying Assumption 1, for oll T > 0, there exists a unique solution u to (2.2)
u € C1([0, T L*(Qe0)) N C°([0, T H' (o))
This solution satisfies
1
[0vullL2(0,7522(0)) + [[VullL20,m02(0)) S T2 Ea(T),

(2.3) Eq(T) = [Vuol|z2(0) + willzz) + 1f 210,712 (0))-
In the above the index d in E, stands for ’data’.

2.1.2 Sobolev spaces in waveguides. Later we will make use of the decom-
position of functions v : o, — C in the eigenfunctions of the transverse Laplacian:

Alvzaiv—i—@fv, Ay D(AL) — L*(S), where
DA)={veH)A (S), dv=0}, Hr ={veH'(S): AveL*S)}

Because the resolvent of A, is compact, its spectrum is discrete, of finite multiplicity,
and has infinity as an accumulation point:

“AL =N, 0NN <.

The eigenfunctions are normalized so that ||¢y||z2(s) = 1. Moreover,

(2'4> /(bn Om = 6n,m7 and /VLQJ)n Vi¢m = )\ién,m,
S S

where Vv = (9,v,0,v)". By the spectral theorem for self-adjoint operators [29,
Chapters VIIL.3, VIIL4], any v € L?(Qs) can be decomposed into the Fourier series

(2.5) Ale. z€R, v(z,.) = Zvn(x)an, in L*(S).
n=0
The above series converges in D(A,), a.e. x € R; for functions in L?*(Q) and

H'(Q.) the convergence holds in respectively L?(4,) and H!(Q4,) norms.
Given O =1, x S, I, = (—a,a), a > 0, the Sobolev norms on O are:

2 2 2
||U||2L2(o) = Z HUWHL?(IQ) ) ||U||%11(0) = Z(l + )\721) ||U7’LHL2(IQ) + Z ||5wUnHL2(1a) :
n=0 n=0 n=0

The antidual space of H*(O), namely H ~1(0), can be characterized with the help of
the Riesz theorem, by associating to each F' € H~1(0) a function F € H*(O):

<ﬁ’U>ITI*1(O),H1(O) = (F7 U)Hl((?)

(2.6) = Z(l —&-)\?n)/Fm(:E)@m(x) + Z /&Fm(m)az@m(:v).
m=0_",

m=0 Za

In what follows, we will use the following notation:

(2.7) <15,U><9 = <ﬁ’v>ﬁ—1(o)ﬂ1(o)'

Remark 2.2. With an obvious abuse of notation, we use ug, u; for the initial
conditions in (2.2), and u,,, m > 0, for the coefficients of the decomposition (2.5).
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Fi1G. 2.1. An illustration to the geometric configuration described in Section 2.2 (the domain ).

2.2 PML system. Because the domain 2., is unbounded, to perform simula-
tions, we will truncate the computational domain with the help of the PMLs in the
z-direction. Recall that the physical domain (the domain of interest), is denoted by

Q=1IxS, I = (—a,a).

Since the data are supported inside €2, see (2.1), we can apply the PMLs outside of
Q. The PML layer is used when |z| > a and is supposed to be of length L on both
sides of Q. In other words the computational domain (hence the index ¢ in €.) is

Q.=1.xS8S, I.=(-L—-a,L+a).
The PML domain is then denoted by
Q, =Q; UQT, Q =(-L—-a,—a) xS, Qf =(a,L+a)xS§.

The common interface between Q and QF (resp. €) is denoted by T (resp. X7).
We will use the Bérenger’s PMLs, which correspond to a change of variables in the

frequency domain. To describe it, let us recall the definition of the Laplace transform

for sufficiently regular causal (vanishing on (—o0,0)) functions of polynomial growth:

v(t)e *'dt, s€Ct:={zcC: Rez>0}.

>
=
Il
o
4
I
0\8

This definition extends to causal tempered vector-valued distributions [30, Ch. XVI].

Remark 2.3. In what follows, we will use the following convention: for s € C, we
write s = s, +is;, S, 8; € R. Moreover, the square root /s is defined so that its
branch cut is R_ = (—o00,0] and Re+/s > 0 for all s € C\ (—o0, 0].

The Bérenger’s PML then corresponds to the frequency-dependent change of variables:

1 x
T+ - /o’(a:’)da:’, x < —a,

S

—a

8
Il

(2.8) x, |z| < a,

1
T+ f/a(x’)dm', x> a.
s

a

Here o(x) is a PML damping function that satisfies the following assumption.
ASsUMPTION 2 (Damping function).
1) o€ L™(1.); 2)o >0 ae;
3) o(x) =0 for |z| < a; 4) o(—x) =o(x).
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Application of the PML change of variables to (2.2) (where we extend all the functions
by zero to R_) and truncation of the computational domain to €. results in the
following problem written in the Laplace domain:

#(1+2) a7 -0, (1+ %)718$ﬂ0 —(1+2) s = fom Q.

fs=(1+g) (f+u1+su0).

S

(2.9)

At the border of . we equip the resulting system with the Neumann BCs, i.e.
y4® =0, on 0,

where 7 is the conormal derivative associated with (2.9). In the strong form, defining

Vev = ((1 + %)71 Oz, (1 + %) Oyv, (1 + %) azv)t,

we can write the conormal derivative as v1v = V, v - v.

In the time domain, the resulting system can be written in various ways. We will
work with the second order Grote-Sim formulation [36, 7], but most of the results will
hold true for other PML formulations (even the first order). The PML system thus
reads: find u? : Ry X Q. = R, @ = (¢0, Py, ¢2)" : Ry x Q. — R3 that satisfy

(2.10a) 02’ + 00’ — Au® —dive = f,

(2.10b) Droe + 0s + 0Opu” = 0,

(2.10c) Orpy = g0yu?,

(2.10d) 01, = 00,u’,

(2.10e) Opu+ ¢ - v =0on d9,,

(2.10f) u?|,_y = uo, O’ |,y = U1, ol,_o =0.

Remark 2.4. In practice, ¢ is defined only on €2,, however, for simplicity of pre-
sentation, we defined it on the whole domain .. It is easy to verify that the initial
conditions imply that ¢ = 0 inside the physical domain €.

The main objective of this article is to quantify the convergence of the solution of
(2.10) inside the physical domain € to the solution of (2.2), more precisely,

—a a+L
lu” —ullL200,7:02(0)) — 0, as / o(z)dr + / o(x)dr — +o0.
—a—L a

3 Well-posedness and stability of the PML system (2.10). The main
result of this section reads.

THEOREM 3.1. Let ug, u1, f satisfy Assumption 1. Then there exists a unique
solution u? € HY(0,T; H*(Q.)) to (2.10). This solution satisfies

100”2 0,722y + [V || 20,7322 () S max(L, (a+ L)™") max(1,T2) Ea(T),
1856 || L2 0.z (2, + V07 | 220,702 (00)) S Co max(1,T3) E(T),

where C, = max(1, L™1) max(1, (a + L)~1) max(1, ||| «)-
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To prove the above result, we proceed in three stages:

1. in Section 3.1, we show the existence and uniqueness of the solutions to (2.10a-
2.10f), in a class of causal tempered distributions. This will be done using Laplace
transform techniques, cf. e.g. Dautray and Lions [30]. In principle, the results of
this section allow to prove also the PML stability result, similarly to how it was
done for PMLs in [16]. Because we will deduce a more optimal result afterwards,
in Section 3.2, using an alternative approach, we omit the less optimal proof;

2. in Section 3.2, we will prove the stability of (2.10a-2.10f) by applying Plancherel
estimates to an explicit representation of the solution in the Laplace domain;

3. in Section 3.3 we summarize all the obtained results in the proof of Theorem 3.1.

3.1 Existence and uniqueness. We will look for a solution of (2.10a-2.10f)
in a class of distributions T'D(X) introduced by F. Sayas [56].

DEFINITION 3.2 ([56]). Let X be a Banach space. Then the class TD(X) con-
sists of causal (i.e. wanishing on (—00,0)) X-valued distributions, s.t. for each
® € TD(X), there exists a causal continuous function ¢ : R — X and constants
C,p,m>0, s.t.

dm
sup ||o(®)| < C(1+1tP), andq):—jf.
te(0,00) dt

The class TD(X) is a subset of causal tempered X-valued distributions [58, p.417].
We will look for u® € TD(H(Q.)), ¢ € TD(L?*(€,.)) that satisfy (here we use the
same notation 9; for the weak derivative of u” € TD(H'(Q.)) as for the classical
derivative of a function u” : Rt — H!((Q,.))

(3.1) 02 + 00u® — Au® — dive = f + Souy + Shuo, and (2.100 — 2.10¢).

The main result of this section, stated in Proposition 3.3, concerns the well-posedness.
Let us remark that we will use less stringent assumptions on the data, because in
particular we will work with a wider (not necessarily L?) class of solutions.

PROPOSITION 3.3 (Existence and Uniqueness). Let ug, u1 € L?(Q.) and f €
TD(H=1(Q.)). Then there exists a unique solution u® € TD(H(Q.)) to (3.1).
The proof of the above is based on the following theorem from [56].

THEOREM 3.4 (Propositions 3.1.1, 3.1.2, 3.1.3 in [56]). A function ® : C* — X
is a Laplace transform of ¢ € TD(X) if and only if two conditions below hold true:
1. ® is holomorphic in Ct;
2. ® satisfies the following bound in CT:

(3.2) [®(s)]] < [s/*Ca(Res),  peR,
where Cg : Ry — Ry is non-increasing and satisfies, with m >0 and C > 0,
Co(n) < Cp~™, for all n € (0,1],

The main idea of the proof of the well-posedness of (3.1) lies thus in rewriting the
equations (3.1) in the Laplace domain and showing that the above two conditions
hold for @7 (s) (we will omit the proof for ¢(s) because it follows almost immediately
from the respective results for 47(s)). Recall that we can rewrite the system (3.1), by
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eliminating ¢, in the following compact form, cf. (2.9),
2 f ~O g -1 ~O e ~O :
s“(1+ i O (14 Ozl 1+ A u = fs  in Q,
(3.3) 5 s
y4° =0 on 0f)..
To prove Proposition 3.3, we need two auxiliary results, Propositions 3.5 and 3.7. Let

us first reformulate (3.3) in a more general, variational, form: provided F € H~1(Q,),
find 4% € H'(Q.), s.t. (see also the notation (2.7) for {.,.)a.),

a(@G,v) = (F,v)a,, for all v € H(Q,),
(3.4) _ g2 LA AT - o VT
a@o) =5 [ (1+2)qu+ [ (1+2) dwov+ [ (14 2) Vg vim
Q. Q. Q.

PROPOSITION 3.5 (Well-posedness of (3.4)). For all s € C, and all F €
HY(Q.), there exists a unique 1% € H(Q.) that satisfies (5.4). Moreover,

(3.5) 4%l a1 0 < [sI° max(1, s77) max(1, 0|3 1F |l -10.)-
The proof of Proposition 3.5 relies on the modal decomposition applied to (3.4).
Testing the problem (3.4) with v(2)¢.,(y, z) € H'(2.) (where v € H'(I..)), using

the decomposition (2.5) and the orthogonality of the eigenmodes (2.4), we obtain the
following problem: given F' € H~1(Q,), find 0%, € H(1,), s.t.

(3:6)  am (W%, v) = (F,v¢m)q,, forallve H(I,), where

(3.7) am(q,v) = /(82 20 + /o (s + Agﬂ) qv +/ (1 + 5)_1 8,4 0.7,

c

(3.8)  (F,vbm)0. =) (1+A2) /F )i (z /aF 2)8,5(x).

The problem (3.6) rewrites: provided F,, € H'(I.), find 4%, € H'(I.), s.t.

(3.9)  am(iF,,,v) =1+ Afn)/Fm(x)@(x) + /(%Fm(x)@w@(a:), Yo e HY(I,).

The above is well-posed, thanks to the following lemma.
LEMMA 3.6 (Coercivity, continuity of a,,). For all s € CT, the sesquilinear form
am(.,.) : HY (1) x H'(I.) — C, defined in (3.7), satisfies for all v € H(1,):

[Re am (v, 0)| Z |s| ™! min(1, s7) min(L, [|o]|Z2) 0] 7,

Also, with some Cp,(s) > 0, |am(q,v)] < Cnu(s)llql 2 1|0l 521,y Vg, v € HY (1),
Proof. See Appendix B. ]

We can now prove Proposition 3.5.
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Proof of Proposition 3.5. Let us fix s € CT. Let us remark that each solution
of (3.4) satisfies (3.9), however, it is not clear whether the solution whose modal
decomposition is given through the solutions of the family of problems (3.9) solves
(3.4), in particular, whether it belongs to H'(Q.).

Step 1. Well-posedness of (3.9). By the Lax-Milgram theorem, based on Lemma
3.6, the problem (3.9) is well-posed for all A,, > 0.

Step 2. Uniqueness of the solution to (3.4). Because the solution (3.4) satisfies
in particular (3.6), the uniqueness of the solution to (3.4) follows from uniqueness of
the solution to each of the variational problems (3.6), m € N.

Step 3. Existence of the solution to (3.4) and a stability estimate.

We will prove the existence by construction. Provided 45, , m € N, solving (3.9), let
us show that the quantity defined by

oo

(3.10) W% = 1% bm
m=0

belongs to H(€2.). In this case 4% constructed like in (3.10) will satisfy (3.4), by the
modal decomposition (2.5). On the other hand, we will prove that 4% € H'(Q.) by
proving the following stability bound:

(3.11) |0l 00 < COIE] g1 (o,

The proof relies on two auxiliary bounds. First of all, by Lemma 3.6, for all m € N,

(3.12) il 1) S Isl max(1, ;) max (L, |o|2) | (P, 3y dm) .

One could have tried obtaining an estimate for [|4% ,,, || 1 (1) directly from the above.
But this will not result in the desired continuity estimate (3.11), because of the de-
pendence on A2, in (3.8). It is advantageous to leave (3.12) in its present form.

Next, let us bound A7 [|4%,,[17(7,) in terms of ‘<ﬁ,ﬂ%7m¢m>gc‘. For this we

rewrite (3.9) taking v = 4%, ,:

2 [ (L Dl + [ (142) 7 ouigl o+ s [ ol

I. I. I
= (F, 0% 0m)a, — S N0Fmll72(r.)

Taking the real part of both sides and using the positivity of all the terms in the left
hand side for s € CT, see in particular (B.3), we obtain the following bound:

>‘12n||7lF,m||%2(IC) < < UFm¢m> Qe
To bound |[s[?[|4,, |72,y in the right hand side we use (3.12). This gives

02 [ 2 S max(1, ) max(1, 57 ) max(1, o 120) [(F, . b

Using max(1, |s|®) = |s|3> max(|s|73,1) and s, < |s|, we obtain

(313) A /mmfsbPWML§UWMLW@W@ﬂammm
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Let us now combine (3.13) and (3.12) into a single bound:

||ﬁ’%‘,m||%[1(lc) + )‘371 / |’&’F,m|2 S |S|3 maX(L S’r_7) maX(L ||0-||§o) ‘<F7ﬁ%‘,m¢m>ﬂc
I.

)

where we used |s|max(1,s,%) < [s]?>max(1,|s|7?) max(1,s,%) < |s|> max(1,s,.7).
Summing the above in m € N yields

(3.14) 4% 7 ) S Is1* max(1, s,7) max (1, [|o[2) D ‘ (F, 1% 0m)a, |-
m=0
Since
00 ~ (2.6) 2
S [ oma | < Yo+, /\F|aFm|+z/|aF||a .
m=0 m=0

by applying to the above the Cauchy-Schwarz inequality, we obtain

(3.15) Z ‘ Pm)a.

Combining (3.14) with (3.15) shows that 4% defined in (3.10) belongs to H'(£.).
Moreover, we get (3.11), as well as the desired bound in the statement of Proposition.O

@ lltEm1 ) = 1Fl a1 @o)lliE 2 (@0

Therefore, the problem (3.3) is well-posed for all s € CT. The next proposition shows
that 47 = Y 472,(s,x)ém(y, z) depends on s analytically.
m=0
PROPOSITION 3.7 (An analytic dependence of 4% on s). Let ug,u; € L?(£2.),
and f € TD(H Y(Q.)). Then the function 4° : C* — HY(Q.), with 4° being the
solution of (3.3), is holomorphic in CT.

Proof. See Appendix C. 1]
Finally, it remains to prove Proposition 3.3.

Proof of Proposition 3.3. The uniqueness is a corollary of the injectivity of the
Laplace transform for causal tempered distributions, and the Laplace-domain well-
posedness result of Proposition 3.5. For existence, it suffices to verify that the solution
of (3.4) (see Proposition 3.5 for the well-posedness) satisfies the conditions of Theorem
3.4. Condition 1 holds by Proposition 3.7; while the condition 2 holds because of the
bound (3.5), and the fact that f, = Lf,, where f, € TD(H(€.)), and thus itself
satisfies the bound (3.2) and is analytic in C*. O

Remark 3.8. The bounds (3.5) stated in the Laplace domain can be translated
into time-domain continuity bounds for u or its time-domain primitives, cf. e.g. [56,
Sections 3.1-3.2], or the proof of Proposition 3.13. Importantly, these bounds will
depend on the final time T only polynomially, which would show the stability of the
PML problem. However, as discussed before, this leads to non-optimal results, in
particular in terms of the time-regularity, compared to the estimates of Section 3.2.

3.2 Stability. To prove the stability of (2.10), we will find an explicit repre-
sentation to this problem. For this we will reformulate (3.3) as the wave equation in
Q equipped with the PML Dirichlet-to-Neumann boundary conditions, and provide
an explicit expression to its solution in the Laplace domain.

All over this section, we will assume that wug, ui, f satisfy Assumption 1.



10 E. BECACHE, M. KACHANOVSKA

3.2.1 Reformulated PML system in the Laplace domain. In the case
when the data is supported inside the physical domain, the PML system (2.10) can
be reformulated as the wave equation in the physical domain (—a,a) x S with the
PML Dirichlet-to-Neumann boundary conditions. The definition and derivation of
the PML DtN map is the subject of the next section.

3.2.1.1 DtN map in the Laplace domain

Definition of the PML DtN. The symbol of the PML DtN operator T"} is defined
as follows. Given g € H2(X1), let G € HY(Q}) solve

(3.16) (5 + 08)G — (1+%) ALG -0, (H%) G =0in QF,

%Glg+ =9, 71G|agj\z+ =0.

The above problem is well-posed; this is a corollary of Proposition 3.5. We then define
Ti e £L(HE (), H5(3Y)), Tig=nGls,

where H~%(X1) is the dual space of Hz(XT). Similarly, we define T as the DtN
map for the domain Q. Let us remark that here the normal in the definition of v,
points to the exterior of QF.

DtN map in the Laplace domain: explicit representation. Without loss of gener-
ality, let us assume in this section that o is piecewise-continuous. Rewriting (3.16) by
using the modal decomposition, we obtain the following ODEs for m > 0:

(3.17) (s2+A2)) (1 v %) G — 0y (1 n %)_1 8,G = 0,
(3.18) Con(@) = g, (1 + "(‘le)) - 0,Gm(a+L) = 0.

-1
Because for s € CT, (1 + %) # 0, cf. (B.10), the last condition in (3.18) is

equivalent to 9,G,,(a + L) = 0. Recall that the above equation is obtained from the
equation (s% + A\2))v — 92v = 0 by a simple change of variables (2.8). Hence we look
for a solution of (3.17) in the following form (cf. Remark 2.3 for the definition of the
square root):

_ ] 17
(3.19) G =Cf,eVFHRI@ L O omVEIRALED) - G(r) =2+ = / o(z)dx'.
’ ’ S

The coefficients C;'fm can be computed from (3.18). Let us denote for brevity

(3.20) Sm o= /$2+ A2,

Then Cf ., C,,, solve
esmi:(a) e—smzi(a) C+ g
. N gm | _ m )
Smesmz(a+L) _Sme—smm(a-&-L) C;"L 0
Let us set

(3.21) yimi(a+ L) —i(a) = L <1 4 Z) , F=< / o2V
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A straightforward computation gives

eFsm (a4v)e™*m?Y

+
(3.22) Coim =~ T azomy 9

From (3.19) we obtain

0:Gm(a) = sm (1 + U(ZH> (Cf pe™m® = Oy e™*me)

B 1 ola+)) 1 —e 2sm?
= —Sm + s 1 + e_gsm,ygm-

Finally, using the modal decomposition and the fact that for sufficiently regular v,

-1

MNY|5r = — (1 + @) &U’ (the minus sign comes from the fact that the
paRS

normal points to the exterior of the domain QF), we obtain the following expression

for the symbol of the PML DtN map:

> 1 — e 2om7
+ + +
(323) To-g - W;JTU’WLQ"“ To,m = San.
Similarly,
> 1 — e~ 25m7
0y — - - _mt
(324) TJg = Z Tg.7mgm, Ta',m = To',m = Smm.

m=0

Let us remark that despite the fact that the derivation was done for o piecewise-
continuous, the expressions (3.23, 3.24) remain valid for o € L*°(1.).

Rewriting the PML DtN in terms of the exact DtN map. We will rewrite the PML
DtN map in a more convenient for us form, by comparing it to the exact DtN map,
defined similarly to the DtN of (3.16), however, for the problem (2.2). More precisely,
let QF := (a,+00) X S. Given g € Hz(X1), let G € H' () solve

s°G — AG = 0, in Q+, ’YOG|2+ =9, ’71G|aQ+\E+ =0.
For all s € Ct, the above problem is well-posed. The symbol of the exact DtN T is:
T+ ec(H%(zﬂ,ﬁf—%(zﬂ), Ty =G.

Similarly we define T, associated to the domain (—oo, —a) x S. It is easy to see that
oo
m=0

The error between the PML DtN T and the exact DtN T then rewrites as follows:

2e—25mY

(325) E*:=Tf-T* E*g=Eg=> Eu.gn, En= L et

m=0

The error between the DtN operators will be crucial for quantification of the error
induced by the perfectly matched layer.
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3.2.1.2 Reformulated PML system.
When the data satisfy Assumption 1, we can rewrite the PML system (3.3) in the
following form: find 4, € H'(Q2) that satisfies
s*igy — A = f,, in H'(Q),

(3.26) o o 4 o o
DU |5 = Nglse = —T5 (Vi]), g g (s+us—y = 0-

The systems (3.26) and (3.3) are equivalent in the following sense.

THEOREM 3.9. Let fs = f+ sug + uy, with f, ug, uy satisfying Assumption 1.
Then for all s € C*, the system (3.26) has a unique solution 4% € H' (). Moreover,
W7 = g

Proof. See Appendix D. 1]

3.2.2 Time-domain estimates for the solution of (3.26).
3.2.2.1 Explicit expression of the solution to (3.26) in the Laplace
domain.

We will look for a solution of the PML system (3.26) by rewriting it as a pertur-
bation of the solution u of the original problem (2.2):

(3.27) 4y = ilg +€°.

The error €7 then satisfies a certain boundary-value problem. The respective bound-
ary conditions are obtained using the relation between the DtN operators (3.25):

0,(&7 + )|y, =~ (T* + E) (&7 +d)ly, ,
which can be simplified using 8,4 = —TF4. Altogether, é° solves
s26° — Aé° =01in Q,

~O + o R o
a,¢ ‘E:t = — (T +E) Yo€ |Ej: — E’yo’u’Zi , 0, é |89\(E+UZ*) =0.

With the decomposition (2.5), we obtain

2 ~0 2,0 .
SmCm — aﬂcem, - 07 mn (70’3 a)v

0,60, (s,£a) = F(sm + En)ér (s, £a) F Epnnm(s, £a).
We look for €7, in the following form:
7 (s,x) = cfe’m® + ¢, e "
where ¢, ¢, are to be determined from the boundary conditions:

(28, + By )esma E, e 5ma i\ [ —Enin(s,a)
E, e sma (28 + Em)e’? ) \c, ) \—Enin(s,—a))’

m

Thus, with
E,,

C,, =
m (28, + Ep,)2e25ma — Efne—2sma’
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the solution of the above system reads:

¢t =C,, (—(25m + E,,)e" %, (s, a) + Epe™ "y, (s, —a)) ,

cm = C (= (25m + Ey)e i (5, —a) + Epe " (s,a)) .
Let us introduce
E,. (25, + E)
(25, 4+ E,)? — E2 e—4sma’
E2
(23m 4 Em)2 _ E?ne_4sma'

(3.28) P, =-

(3.29) R, =

With this notation €7, rewrites

7 (s,2) = Ppe® @9, (s,a) + Rye 2m%esn@=q (s, —a)

3.30
(3:30) + Pe” @ g, (5, —a) + Rye” 2™ @04, (s, a).

The goal of the rest of this section is to obtain stability bounds on the solution u?,
see Proposition 3.13. We will do this via providing "rough” (i.e. not indicating
convergence) bounds for the error e”. The reader could wonder why we do not pres-
ent directly convergence results, since, obviously, stability follows from convergence.
However, the current stability section allows us to introduce some ingredients and
techniques that will be reused for the proof of convergence. We think that this way
of presenting the results is easier to follow.

Because further we will need to estimate the H!-norm of e (t), let us introduce
some reference problems, which will simplify the analysis.

Remark 3.10. For estimating ||e”(t)||z2(q), it is possible to avoid the introduction
of the reference problems.

o

3.2.2.2 Rewriting of the error ¢° via reference problems.

We remark that (3.30) can be rewritten in a simpler form if one notices that the
terms of the type eism(ai”)am(s, +a) correspond to exact solutions of boundary-value
problems posed in half-intervals. Let

It :=(—a,oc0), I™ = (—00,a),
and (where the meaning of indices will be explained later)
sm(mfa),&m(s’ _a)’
—Sm (z+a) 5

(s, —a), U5" =m0, (s,a).

Ut i=esm@=9q, (s,a), U~
(3.31) N

=e
m

The above quantities solve the following boundary-value problems:

(3.32a) S2U-FT 92U+ =0in I, “H(s,a) = Um(s,a),
(3.32b) $2U-~—9U; " =0in I, T (s,a) = Gim(s, —a),
(3.32¢) 2 U 92U~ =0in I, T+ (s, —a) = G (s, —a),
(3.32d) 2 U — 92U =0in I, THH (s, —a) = G (s, a).

In the notation U, §, v € {—, 4}, the first index § stands for the fact that the problem
is solved in I, and v is used to show that the corresponding boundary condition (with
an obvious abuse of notation) reads UJ* (s, —fa) = 1, (s, ta).
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With these new notations in particular
(3.33) & =P, ((7;+ + U;—) ‘1 + Rye25ma (0,;§+ + U;;) ‘1 .

3.2.2.3 Time-domain estimates for reference problems.

Let us introduce for brevity the set of indices
(3.34) A={—— —++—++}
and define (a posteriori one will see that the series below converges in a certain norm):

(o)
(3.35) UNs,x,y,2) = > Up(s,2)bm(y,2), A€ A,
m=0

where U7\ solve the problems (3.32a-3.32d).
The goal of this section is to derive the stability estimates for U in the time
domain, which will be useful later in the analysis. Let us define

B'=1"xS8, fe{- +}.

From (3.32a-3.32d) it follows that U*, A\ € A, are the solutions of the boundary-value
problems for the wave equation defined below.

RU T —AU T =0in B,

3.36a

( ) 0, U T=0 on 0B\ X, U_+’2+ = ulsr  (Hzeroi.c.),
U~ —AU ~ =0in B™,

(3.36b) - oo .
U~ =0 on 0B~\X", U ’EJr = uls,-  (4zeroi.c.),
QPUT™ —AUT™ =0in BT,

(3.36¢) B _ _ .
0,Ut" =0 on OBT\¥™, U™ |Z_ = uly,—  (4zeroi.c.),
QXUTT — AUTT =0in BT,

(3.36d)

QU™ =0 on 0BY\X™, UTF|, =ulg, (Fzeroic.).

The stability estimates for the above problems follow almost immediately from the
stability estimates for the original problem (2.2).

THEOREM 3.11. For ug, ui, [ satisfying Assumption 1, there exists a unique so-
lution to the problem (5.36a-5.56d)

U e C((0, 11 L*(BN) N C([0, T} HY(BY),  fv € {+,-}.
Moreover, it satisfies the following bound (c.f. (2.3) for the definition of Eq):

18U | L2 0,7:220) + VUM p20,mi220)) S TEEA(T), A€ A.
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Proof. Let us show the respective proofs for (3.36a) and (3.36d). The proof for
(3.36b) is the same as for (3.36d), and the proof for (3.36¢) mimics the proof of (3.36a).
Derivation of reqularity estimates for (3.36a). We rewrite U~ as follows:

Ut :=u+ET,
where E~1 solves
ZPE~T-AE " =—fin B,
OLE™T =0 on 0B~ \ X1, E—+\E+ =0y, ,
E~F|,_y=—uo, OET|,_,=—u.
Then the desired stability and regularity result for E~F follows from the same argu-
ment as in the proof of Theorem 2.1.

Derivation of reqularity estimates for (3.36d). This case is simpler than the
previous case, since it suffices to remark that (here we use Assumption 1)

U++(t,x,y, z) = u(t,z + 2a,y, 2),

and the stability estimates follow from the result of Theorem 2.1. 0

The estimates of Theorem 3.11 will be important in obtaining the stability bounds.
3.2.2.4 Laplace-domain estimates for the symbols P,,(s) and R,,(s).

In this section we will provide useful in the sequel estimates for P,,(s) andR,,(s).
We will first rewrite these two expressions in an easier form by replacing in (3.28) and
(3.29) E,, by its explicit expression (3.25), namely

e~ 25mY
E, =-2s,———.
§ 1 —+ 6725111,7
We then get
—28my —4smy
(3.37) P,=-—" R, ¢

- 1— e—4sm'y—4sma’ = 1— e—4sm'y—4sma :

These functions satisfy the following bounds.

LEMMA 3.12. For all s € C, n € N, with ¢, = 2max (1, (a + L)_l), it holds
|Pn(s)| < cre 2R max(1,(Res) ™),  |Rm(s)| < cre ?2Re*max(1, (Res) ™).
Proof. By Lemmas 4.5, 4.4, two terms below are strictly positive in C*:
Re(sm7y) = ResmL + Re S?mLar >0, VseCT,
and thus
(3.38) |IR,.(s)| < |Pwm(s)], seCT.

It remains to get the bound for P,,(s) only.
Step 1. An upper bound for e=577, e7m%, Let s € CT. Because

|efsm“/| — e~ Re s, L—Re ST’,”L6’
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it suffices to apply Lemma 4.4 and Lemma 4.5 to the above, which gives
(3.39) lemsm7| < el Res,

For the same reason,

(3.40) ‘e_Sm“| < e aRes,

Step 2. A bound for P,, and R,,. From the above it follows

672L Res

(3.41) [P (s)] < 1 — e dsmr—dsmal’

We also have, by (3.39, 3.40)
’1 _ e—4sm’y—4sma‘ Z 1— e—4(a+L) Res.
Because for z > 0, 1 —e™® > L min(log2,z) > 1 min(1, z),

(3.42) ’1 — e tsmy—dsmae T < 2max(1, (a + L)"') max(1, (Res)™!).

Combining (3.42) and (3.41) gives
|Pm(s)| < 27 2E R max(1, (a + L)"') max(1, (Res)™1). O

3.2.2.5 Useful bounds for ¢? in Laplace domain.

Based on the expressions (3.27) and (3.30), let us define

o0

Glt = Z GI¥ b, where GIE(s,2) := P (s)US (s, 2), f=rte{+ -},

(3.43) m=o
Gl = Z GF ¢y, where GIE(s,2) := Ry () U (s, ), f#ve{+ -}

m=0

Each of the above series converges in H'(f2). Indeed, by Lemma 3.12, with ¢ > 0
defined in the statement of the same lemma, we have the following bound:

(3.44) G ()17 () < ¢F max(1, s, )| UNs) |70y s €CT A €A
Like in (3.44), we obtain the bound for é7(s), valid for V. = H(Q), L*(Q) and also
for ||||V = HHl(Q)Z
(3.45) €7 ()Y S e max(1,5,%) > IUMs)[},  seCt.
XeA

3.2.2.6 From Laplace domain to the time domain: time-domain esti-
mates for the solution of (3.26).

Let us first of all recall the Plancherel’s identity. Given a Banach space X, a
distribution v € TD(X), we have

(o] - 1 A
(3.46) [ o= o [ lo)lds
0 n+iR

The stability bound we aim at proving reads.
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PROPOSITION 3.13. Let ug, u1, f satisfy Assumption 1. The solution of (3.26)
4g, is the Laplace transform of the distribution ug € TD(H()).
It satisfies the following bound, with Eq defined in (2.3),

10vud | 120 i2(0) + VUl L2(0.7:22()) S max(1,T7) max(1, (a+ L)™' ) Ea(T).

Proof. By Proposition 3.9, @ = 47|, and thus the respective result follows
from the fact that 4 itself is the Laplace transform of the distribution TD(H(£.)),
see also Proposition 3.3 and Theorem 3.4. Let us remark that é7(s) is the Laplace
transform of a distribution of TD(H'()) as well.

Step 1. A bound for ||[VuQ||r2(0,1;2(q))- With (3.27), we obtain, for all "> 0,

T

T
) [ VRO it S [ (IPu@a @ + IV Ol 0 .
0 0

To estimate the term in the right-hand side, let us start with the Plancherel theorem
and the following inequality, obtained with the help of (3.45),

o0

- o 1 N
[ Ve @it = 5 [ 196 s
0 n+iR

_ 1 ~
Smax(ln )Y | 5r [ 1906 Bads
XeA LR

Application of the Plancherel theorem to the right hand side of the above yields

[ eI @)yt £ ¢ max(n ) S [ e VOOt
0 XeA D

Finally, by the classical causality argument (cf. Appendix A), for all 7' > 0,

T T
/ 2| Ve (1) 2yt S 2 max(1,n ) / &2 [TUN(B)| |2 .
0 NeA

We combine the above bound with (3.47), where we take 7 = £, to obtain

T T

_ 2t o _ 2t
[ IVl < [ e (190020
0 0

+e max(1,7%) ) ||VU’\(t)%2(sz)> dt.
Nen

Using the results of Theorem 2.1 and of Theorem 3.11, we get, with max(1,¢y) < ¢,

(3.48) IVug|Z2 0 7:02(0)) < €1 max(1, T?)ES.
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Step 2. A bound for ||0pu@||12(0,1;12())- Because ud|,_, = u(0)|g, we rewrite (3.27)
and (3.30) as follows:

(3.45)
£ (Orud, — Orulg) ||2L2(Q) = [|s€7(s )||L2(Q) S C2L max( Z ||5U ||L2(Q)-
AEA

By Plancherel theorem, we obtain, with n > 0,

o0

2
— o 2 C _ ~
[ 108~ duulalfaey dt S g5 max(1n?) S [ IO
0 AEA iR

Because U» € C1(0, 00; L2(12)), ¢f. Theorem 3.11, and U(0) = 0, sU*(s) = L(8,U™),
where the derivative is understood in the strong sense. By the Plancherel theorem,
and the causality argument, cf. Appendix A,

/ 0 (1) oyt

Finally, choosing n = %, using the results of Theorems 2.1 and 3.11, we obtain the
following bound:

T

/672’” |0sudy — 5‘tu|Q||L2(Q) dt < 2 max(1,n7?)
0 XEA

||8tu6||%2(0,T;L2(Q)) S max(l,T3)E§.

Combining it with (3.48), we prove the statement of the proposition. 0

By Theorem 3.9, we deduce that the bounds of Proposition 3.13 hold verbatim for
u?|q. It remains to obtain the bounds for the solution u” inside the absorbing layers.

3.2.3 Time-domain estimates for the solution «° inside the layer (),.
Results of Proposition 3.13 allow us to bound the solution of the PML system (2.10)
inside the physical domain 2. The goal of this section is to obtain stability estimates
on the solution inside the PML layer €2,. For this we will again use its explicit
representation; the techniques are basically the same as in Section 3.2.2. Let us
derive an estimate for u"|Q+ Because the computations are almost verbatim the
same for v in Q_, we omit them here. Since u"\9+ satisfies the well-posed problem
(3.16) with g = o0 = 43(s, a), we can use the explicit solution (3.19), (3.22):

(349) a$n|ﬂj — (1 +672sm’y)71 (efsm(a+2"/)+smi(z) + esm(afi(z))) ag,m(&a).

First of all, let us rewrite the x-dependent arguments of exponents above:

a+L
1
a+2y—i(x)= (a—l—L—a:)—i—'y—l—g / o(a')dx',
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With the above, we can introduce

a+L
R, (s,7) := (1 +e 2m7) eV exp _Sm / o(z")dz' |,
s

x
x

P, o(s,x) = (1+e 2m7) " Lexp —s?m/a(x')dx')

a

Then (3.49) rewrites
ﬁfn|9j = Ra,m(S,x)es’"(wfafL)'&&m(s,a) + Pg,m(s,:U)efs’"(wfa)ﬁ?z’m(s,a).

Replacing g ,,,(s,a) by its explicit expression (3.27) and (3.30) (see Theorem 3.9)
results in the following expression for the solution %J,:

Wlos = Ron(s,2) (14 P+ Ry 509 Uy €722 Ry + Pr) Uy, )
4 Py(s,2) ((1 + Py + Ry m) UHE 4672 (R,, + P.y,) U;jn) ,
where
(3.50) (?'J_;l = etm@a=Llg (s, —a), ) UU_;Z =etm@E=a=llg  (s.a),
U;';; = e_s’”(”’_a)z}m(s7 a), U;:;l = e_s*”(””_“)ﬂm(s7 —a).

We recognize in (3.50) the solutions to boundary-value problems for the Helmholtz
equation on half-intervals, see also the expressions (3.33) and Section 3.2.2.2. Hence,
to obtain a bound for e.g. [|0uu?|[ 2o 1. 12(0: ), We proceed like in Section 3.2.2:

e use the ideas of Section 3.2.2.3 to estimate U, A\ € A, in the time domain;

e extend the results of Section 3.2.2.4 to provide bounds on || R (s, )|l o o)
|1Po.m (s, .)HLOO(Q;), that are uniform in m and s for a fixed Res > 0;

e proceed like in Proposition 3.13.

A bound for [|[Vu||12(0,7;22(q,)) can be obtained in a similar manner (with more care
taken when estimating 0y Ry (8, ), Ou Pom (S, z)). As this approach mimics the one
from Section 3.2.2, we omit the details here and present the main stability result.

PROPOSITION 3.14 (Stability estimates inside the PMLs). Let ug, u1, f satisfy
Assumption 1. Then the solution u® to (3.1) satisfies the following stability bound,
with Q, = QT UQ,, and Cpprr, = max(1,||o|s) max(1, (a + L)™1) max(1, L),

o o 1
VU || 120,75 02(0,) + 10007 | 20,7502 (0,) S Crar max(1,T°)T2 Ey.

3.3 Proof of Theorem 3.1. The existence and uniqueness result in the wider
class TD(H'(Q)) follows from Proposition 3.3. Proposition 3.13 shows the bounds
for wg (and thus for u?|, by Theorem 3.9). Proposition 3.14 states the bounds on
the solution inside the abosorbing layer €),. Combining these bounds leads to the
desired statement.
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4 Convergence estimates. In the previous section, the stability was proven
based on estimates of é7(s) for s € C*. These results are obviously not sufficient
for time-domain convergence estimates. Obtaining those is the subject of the present
section. We were able to find two (related) approaches to estimate the error induced
by the PMLs:

e Laplace transform inversion and contour deformation. Using the
explicit form (3.27) and (3.30), we can use the Bromwich inversion formula
to obtain the expression for the error in the time domain:

(4.1) €°(t) = ﬁ et i e7(s)pnds = — iqﬁn / e'e7 (s)ds,

n+iR n=0 n=0

where 17 > 0. The main idea is then to deform the integration contour(s) (that
depend on t and possibly n) to ensure that |e**é7(s)| is minimized along this
contour. This allows to obtain an estimate for |le7 ||z (0, 7;12(0))-
e Plancherel’s identity. In some cases, it is possible to use the Plancherel’s
identity (3.46), if the error é7(s) can be controlled for all s € {n + iR}, with
some (well-chosen) n > 0.
The advantage of the first technique is its flexibility; however, typically, it requires
more data regularity. The second technique is not always possible to apply. We none-
theless were able to use it. Compared to the first technique, we obtained somewhat
less optimal results (in terms of the constants), but with fewer regularity constraints.
For this latter reason we will present the results obtained with the second technique.

THEOREM 4.1 (Error of the PMLs). Let ug,u1, f satisfy Assumption 1. Let u
solve (2.2) and u® solve (2.10) for 0 <t < T. The error e” = (u” — u)|y, satisfies:
o forT < 2L, e’ =0;
o forT > 2L,

||€UHL2(0,T;H1(Q)) 5 max(l, (a + L)_l)

3 T2 glL?
x max(1,7T2) max (1, 0L2) exp <> Eq (T),

with E4(T) defined in (2.3).

This section is dedicated to the proof of Theorem 4.1. It is organized as follows.
In Section 4.1 we will relate the convergence of the PMLs to a supremum of a certain
quantity along the contour 77 + iR. In Section 4.2 we derive some auxiliary lemmas
that allow to characterize this quantity. Section 4.2.3 is dedicated to the derivation
of the (quasi-)optimal parameter 7. Finally, we prove Theorem 4.1 in Section 4.

4.1 An auxiliary result. The proof of Theorem 4.1 is based on the following
observation, which links the L2-time domain estimates for the error of the PML
defined in (3.30) to the behaviour of the function P,,(s) (3.37) in the Laplace domain.

Remark 4.2. All over this section, we use the following: given v € TD(L?(f)),
Om(s) is the Laplace transform of a distribution v,, € TD(L?(I)); moreover, v(t) =
> Um(t)Pm (i-e. the Laplace transform and decomposition (2.5) commute).
m=0

LEMMA 4.3. The following bound holds true for the error e = u — u|lg, =
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(u? —u)|g, with any n > 0:

(4.2) el 20,71 (0)) S max(1, T%)Ed(T)
x max(1,77 ) max(1, (a + L)1) exp(A(n, T)),

where

(4.3) A(n,T)= sup sup An(s,T), An(s,T)=Re (sT —2Ls,, — 2L6S—m) ,
se{n+iR} meN s

Proof. We will proof the bound for |[e”||z2(0,7;22(0))- The respective bound in
the L2(0,T; H'(Q))-norm can be obtained in the same way.

Step 1. Bounds in terms of P,,(s). From (3.33), and the Plancherel identity,
we obtain, for any n > 0,

~ 1 Ay
/ e Ol < os [ P (1074 + 103 () s

0 n+iR m=0
tom [ 5 R (10 s + 105 () .
nHiR m=0

Using (3.38), the above can be rewritten as:

/ e‘Q"tlle"(t)%zm)dtS( O >2m / 53 102 6 s
0

s€{n+iR} m iR AEAM=0

= ( Sup‘ SuplP > / Z ||U)\ ||L2(Q)d5

se{n+iR} m 77+1R NeA

With Plancherel’s identity and the causality argument (Appendix A), the above yields

T

T
/672’””6"(15)||2Lz<mdtS ( sup suple(5)2> /efmzﬂw(t)“%%mdt'
0

s€lntiR) m ;=
As n > 0, the above gives
T
J1e7 Ol de ST sup  sup [P / S0 Ol .
r se{n+iR} m AEA
It remains to apply to the above the stability result of Theorem 3.11, where we use

the bound ||U>\||%,2(O,T;L2(Q)) S TzHatU)\H%Q(O’T;[g(Q)), valid because UA(O) = 0. This
finally results in the following bound:

(4.4 e @yt ST BT sup sup (o)
se{n+iR} m

The reader can verify that ||e"(t)|\%[1(9) satisfies the same bound as above (up to a
constant), but with 72 replaced by T'max(1,7?).
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Step 2. Rewriting e?"TP,,(s) via A,,(s,T). Let us now consider the term (4.4)
that controls the error of the PMLs:

o —4Re(sm")
3.37 e
sup | " sup \Pm(s)|2 (8.37) sup [ e sup " 3
m s€{n+iR} m se{n+iR} |1 — e~4smy—4sma|

e2A,,,L(s,T)

4.5 =sup sup
(45) m se{ntiR} |1 — e—dsmy—4sma|?’

where, see (3.20), (3.21), A, (s, T) is like in (4.3). With (3.42), the above rewrites

sup (eQnT sup |Pm(5)|2> <4max(1,(a+ L)7?)

m se{n+iR}
xsup sup max(1,(Res)?)e?Am (D)
m se{n+iR}
(4.6) = 4max(1, (a + L)fz) max(1, 77*2)62A(777T).
The bound (4.2) follows by combining (4.6) and (4.4). o

4.2 Properties of Res,, and Re*z. From Lemma 4.3 it follows that the
error of the PML is controlled by the quantity A(n,T). Our goal is to choose 7 so
that this quantity is minimized. Because A(n,T) depends on the behaviour of Re $;,,
Re #=, in this section we provide some useful properties of these quantities.

4.2.1 Properties of Res,,.
4.2.1.1 Explicit expressions for Res,,.

First, remark that s,, = y/s2 + A2, is analytic in CT. Moreover, s2, = 52 + \2,
implies that

(4.7) (Resp,)? — (Ims,,)? = 82 —s7 + A2, Res,, Ims,, = s,.5;,
and we obtain the following expression for Re s,,:

2 _ 2 )2 A
(Resm)zzsr % +2m+\ﬁ, A:(sf75?+>\fn)2+4szsf.

Let us rewrite A in a more convenient form:
A= (s7—s3)2+ X, +2(s7 — 857) A7, +4sis]
(4.8) = (sf + sf)2 + /\fn - 2(5% + sf))fn + 4)\fn f = (sf + sf - Afn)z + 4)&,@%.

We will also need the following simple expression which follows from the above. For
s2 4+ s? = a? = const, and 0 < s, < «, we rewrite it in the simple form:

Afn—a2+\/ﬁ

(4.9) (Resy,)? = s2 + 5

A= (a®—=X2)? +4)2 52

4.2.1.2 Lower bound for Res,,.
We can show the following result.
LEMMA 4.4 (Lower bound for Res,,). For all s € CT, Res,, > Res.
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Proof. We start with (4.9):

2 (24 Q2
(4.10) (Resp,)? — 82 = A = (8 —;Sl) + \/Z

From (4.8) it follows that the right-hand side in (4.10) is non-negative. Because
Re s, > 0 (the choice of the branch of \/), we deduce that Res,, > Res. 0

4.2.2 Properties of Re *=.
4.2.2.1 Explicit expressions for Re *=.

The function Re ®= is analytic in C*. Like before, let us now rewrite Re *= in a
more convenient form.

(3) - 38 = ) () -
2

(=) (02) =

and thus we get the following identity

(Re@)z s+ X2, (s2 — s2) + VD

s 2|s|* ’

D= (|s|* + A2,(s2 - 572)) + 452522

<1 'me

(4.11)

The expression D can be rewritten with the help of A defined in (4.8):

= [s|® + 270, (s7 — s7)[s]* + AL, (57 + 87)?
= Is[* (Is|* = 207, (s7 + s7) + 4ATs7 + A7)
Is|

= [s|*((s7 + 57 — A% +4X%,57) = [s[*A.

8
4

We will need the following simple expression for (4.11), for |s| = o = const:

m 2 4 /\2 2 2)\2 2 2 /A
(4.12) (Re s—) =4 —Am@ +2 mSr TOVA A= (a2 - A2)? + 40282
s a

4.2.2.2 Positivity of Re >z,
LEMMA 4.5 (Positivity of Re #z). For s € C*, Re 2= > 0.
Proof. We remark that
Sm8  srResy, +silmsy, (1.7) s, Resy, + s2s,.(Res,,)

Sm
Re 2™ — Re 2™° — =
e TP EE EE ’

which is strictly positive for s € C* by Lemma 4.4. 0
4.2.3 A choice of  minimizing (4.5). Let us consider (4.3), i.e

(4.13) Ap(s,T) = Re (sT — 2Ly — 2L&S—m> .
S

We are going to look for n > 0 which would ensure that

A (s, T) < =C(a,L,T) <0, forallse{n+iR}, meN.
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For the above to hold true, it is sufficient that

(4.14) 2L (Re Sm + 0 Re S—m) >2nT, forall s € {n+iR}, meN.
s

In this case we would have the following :

(4.15) (4.14) = A(n,T)=sup sup An(s,T) < —nT.
m se{n+iR}

Let us now rewrite (4.14) in a more convenient form. This is an expression we are
going to work with. We start with the following technical lemma.

LEMMA 4.6. Let 2L < 1. Foralln < 4L e (1 + 16L2> the inequality (4.14)
holds true.

Proof. Instead of inserting 7 as defined in the statement of the lemma into (4.14)
and proving the corresponding result, we would rather derive the bound for 7 stated
in the lemma, by starting with (4.14) and showing how it leads to the statement of
the lemma.

We start by rewriting (4.14) using the explicit expressions for Re s,, (4.9) and
Re *= (4.12), obtained for |s| = a and s, =7 > 0,

1
2

/AT
7

(4.16) ( —a2+2n2+\/g)§+%(a2(a2—)\2)+2)\2n +a \/Z)
> A= (a® =A%) +4A7 0"

Our goal is to choose 1 > 0, so that the above inequality holds for all m € N and all
a > n. We will further simplify our considerations by remarking that for (4.16) to
hold true it is sufficient that 7 is s.t.

(4.17) (/\?n —a?+ \/K)% + % (oz2(oz2 -2+ a%ﬁ) \fnT

We consider several cases, where we will (essentially) study a > A\, or a < A\,
Case 1. \,, #0. Let ay, := &Ny, with € > 1 be fixed; the actual value of ¢ will be
determined further. We will consider two cases.

Case 1.1. Choice of  when o < a,,. Applying the Young’s inequality 2% + y? >
2zy to the two terms in the left-hand side of (4.17) shows that for (4.17) to hold true,
it is sufficient that for all 0 < a < ayy,

1 % % \[UT
2520t ()\fn —a?+ \/Z) ((JzQ(oz2 -2+ QQf)
The above rewrites

1 T
Gia~ 2 (A — ()xfn — a2)2) > /e for all a < oy,

V2L’

IThe idea of this splitting comes from the intuition in the frequency domain: for a fixed frequency
w € R, s.t. s =iw, the solution to the Helmholtz equation can be split into the evanescent (containing
modes corresponding to Am > w) and the oscillatory parts (Am < w). With the PML change of
variables (2.8), the oscillatory modes are attenuated by choosing L& large, while the evanescent
modes are attenuated by taking L sufficiently large.
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Replacing A by its explicit expression from (4.16), we obtain

1
<6)\m> > 772T for all o < ayy,.

a 2L’

Because the minimum of the left hand side is realized at o = «,, = £\, the above is

equivalent to

4L%G
4.18 < —.
(4.18) = T2¢

Case 1.2. Choice of n when a > a,,. In this case we will neglect the first term in
(4.17), remarking that for (4.17) to hold true, it suffices that for all & > ayy,

Z(aQ(OéQ_)\Q)_FaQ\/») \fnT

o2
With VA > o — A2, we see that (4.16) is ensured if 7 satisfies

(4.19) for all a > ayy,.

e
o L’

Because for a > ay,, = €A,

2 2
-\ = 1—)\— > a? 1—)\—7” :oz2(1—§_2)7
a? a?

m

for (4.19) to hold true it suffices that

L . a4
(4.20) n<— (1-¢7%)%.

Combining the bounds and choosing ¢ and 7 to ensure (4.16) for o > 7. Let
us combine the two bounds (4.18) and (4.20):

Lo 4L 1
(4.21) n < ?" min (Tg 1- §—2)z> .

It remains to choose £ > 1. Because the first argument of min is decreases in &, and
the second one increases in £, the value

4L
Igl>ai(m1n <T§7 (1- 52)§>
is achieved if there exists £ > 1, s.t.

4L

-l

The above is satisfied for £2 = 16L . With this choice, (4.21) rewrites

(4.22) N< 00—y (1 + —
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Case 2. \,, =0. Evaluating (4.16) in this case results in the following:

5> L,
77+U_L77

For the above to hold true it suffices that

(4.23) n<ao (:2 - 1)_1 .

A final choice of 7. We choose 7 satisfying both (4.22) and (4.23). If £ < 1,

TN LA
L T2’

thus it suffices to choose 7 satisfying (4.22). This proves the statement of the Lemma.O

One of the choices of 7 is given below.

COROLLARY 4.7. Let T > 2L, and let n = n, = % Then

L*c
A, T) < ——.
(7]7 ) — T
Proof. Because T' > 2L, the quantity (1+ 12,%2 )~2 < 572, and one of the possible
choices of 7 satisfying Lemma 4.6 is
L*s
="M= "z

Then the combination of Lemma 4.6 and (4.15) results in the desired statement. 0O

This corollary allows to get a uniform bound for the quantity that controls the error
of the PML, see Lemma 4.3, via the connection (4.5).

4.2.4 Proof of Theorem 4.1. Case T' > 2L. The result of Theorem 4.1
for T > 2L follows by a trivial combination of the bound (4.2) from Lemma 4.3 and
Corollary 4.7, by choosing n = n, = %

Case T < 2L. We will show that e?(t) = 0 for all ¢ < 2L; this will be done by
proving this result for eZ, (¢) for all m € N. By [56, Proposition 3.6.1 and discussion
afterwards ], it is sufficient to show that e*1*é2 (which is the Laplace transform of
eZ (t + 2L)), is the Laplace transform of a causal TD(R) distribution, i.e. satisfies
conditions of Theorem 3.4, and thus e, (¢) vanishes for ¢ < 2L.

We will use the decomposition (3.33), and show the above for each of the terms
in this decomposition. We start with the first term, while for the rest of the terms

the result follows similarly:

€ (8) == P,U+".

m

The analyticity of eQLSé‘,’n)i(s) in C* being a corollary of analyticity of P,, and [A],ﬁ_,
it remains to show that (3.2) holds for this quantity. Lemma 3.12 yields:

2Ls so —1 A —
€255 (5) 1y < emax(t, ) [ )|,
The right hand side satisfies the bound (3.2), because U,f~ € TD(H(I)), and thus
the conditions of Theorem 3.4 apply. Thus, for t < 2L, €7, . (t) = 0. As discussed
before, the proof for the remaining terms in (3.33) mimics the above proof, and hence
the conclusion.
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Remark 4.8. The choice of 17 as in the corollary 4.7 is not optimal, however, allows
to obtain simpler error expressions. A more optimal choice (especially for larger values
of T') would be, cf. Lemma 4.6,

AL2 < 16L2‘)‘1
n=-—0o|1l+ ,

which, by (4.15) gives

Repeating the arguments of the proof of Theorem 4.1, we obtain a more optimal
estimate

2

1 P
"G L2

45 L2 1602\ "
(4.24) X exp (- "T <1+ T2> Eq(T).

Let us remark that the above estimate is close to the one obtained by Diaz, Joly [32],
where the error of the Cartesian PMLs in a half-space is shown to be controlled by

) —1
exp (—%). We conjecture that in (4.24) the term (1 + 1%2) can be waived.

||60||L2(0,T;L2(Q)) 5 T% max < > max(l,(a+L)71)

5 Numerical experiments. We have seen in the proof of Theorem 4.1 that
for fixed T > 0, the error of the PMLs decreases exponentially in 5L2. However, when
fixing &, L, the error deteriorates with time 7'. This is consistent with the behaviour
of the classical PMLs in a half-space, see Theorem 4 in [32].

Nonetheless, because it is an upper bound, one could wonder whether it is still
optimal in the case of the waveguide. The goal of this section is to provide a numerical
confirmation to this fact. For this we consider a particular case of the problem (2.2)
with the vanishing source and the initial conditions given by

w(0,@) = iy, 2)e " Lpj<g. Ou(0,@) =0.
Evidently, in this case u(t, ) = up, (t, 2)dm(y, z), where, in (0,7) x Qp,
Oty + Nty — P, = 0, um (0, ) = e*‘”21|w‘<%, Oyum, (0, ) = 0.

We then apply the PMLs to the above problem and discretize the resulting equations
using the ideas of [7]. Provided a simulation time 7' > 0, the solution uZ (z,t),
z € (—a,a), obtained with the help of the PMLs, is then compared to the solution
Um(2,t), © € (—a,a), computed on the domain (—a—Z,a+Z). The size of the latter
domain is chosen so that the wave reflected from the boundaries does not reach in
time T the physical domain (—a, a). In all the experiments a = 0.5, a = 103. We also
choose the quadratic profile of the damping function:

o(x) =oo(z —|al)®> >0, |z >a.
We then measure the respective (discrete) relative norms

(5.1) e T = ug, — umll 207522 (—asa))/ tm || 220,722 (—a,a)) -
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) eS{L’T di 6?,{L’T dz e‘;’n’L’T di
0 | 0.17 - 0.28 - 1.2-10°7 | -

1 | 0.052 0.31 1.5-1072 | 0.05 45-1077 | 3.7
2 | 0.018 0.35 2.2-1073 | 0.14 1.6-107% | 3.6
3 |6.8-1072 | 0.38 3.8-107* | 0.17 5.8-107% | 3.6
4 [27-1073 | 04 7.4-107% | 0.19 2.1-1075 | 3.6
5 | 1.1-1073 | 0.41 1.5-107°% | 0.21 7.7-107° | 3.6
6 | 44-107* | 04 3.3-107% | 0.22 2.8-107% | 3.7
7 1 1.8-107% ] 0.41 7.4-1077 | 0.22 1.1-107% | 3.8
8 | 7.7-107° | 0.43 1.6-1077 | 0.23 4.1073 3.9
9 |33.107° | 0.43 3.9-107% | 0.23 1.7-1072 | 4.1
10 | 1.4-107° | 0.42 9.107° 0.24 8.2.1072 | 4.8

TABLE 5.1

The data for Ezperiment 1 (left), Experiment 2 (middle) and Experiment 3 (right) described
in Section 5.

By varying one of the values of oo, L, T', while keeping the rest of parameters fixed,
we verify numerically the convergence rate given by Theorem 4.1. For this we measure
the quantity

d; = Citl
€

)

where the quantity e; = eZ;/>T measured in the ith experiment. In each of the exper-

iments the parameters are chosen in a way that ensures that the theoretical value of
d; remains approximately constant (more precisely, in our estimates of the theoretical
value we neglect the terms that depend on L, T polynomially in the estimate of The-
orem 4.1). We perform three experiments (where A, = 100 in all the experiments):
e Experiment 1: L =0.5, 7 =10 and 6,41 = 7; + Ad, with Ad =5,69=5
and 019 = 55. In this case, the theoretical value (which we denote by dy;) of
d; for all 7 is given by

L? L?
dip, = exp (—T(ai — Ji1)> = exp (—TA0> ~ 0.88.

The measured errors are shown in Table 5.1, left. We observe that in the
numerical experiments d; remains almost constant, however, is closer to 0.43,

which indicates that the correct rate is probably closer to exp (—v%zAz?),

with v > 1. An explanation to this can be found in Remark 4.8.
e Experiment 2: ¢ =30, 7 =10 and L? ; ~ L? + (AL)?, with (AL)2 = 0.1,
Ly =0.1 and Lig = 1.0. In this case, the theoretical value of d; is given by

o _(AL)?
dsp, = exp (—T(Lfﬂ - L?)) = exp (—a( T) ) ~ 0.74.
The measured errors are shown in Table 5.1, middle. In the numerical exper-
iments d; remains almost constant, however, is closer to 0.23. This can be
explained like in Experiment 1.
e Experiment 3: 5 =30, L = 0.5, T} = T;' — (AT)™", (AT)™! = 0.025,

Ty =~ 3.6 and T79 = 40. In this case, the theoretical value of d; is given by

di, = exp (—L?c (T} —T;")) = exp (6L*(AT) ') ~ 1.21.
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The measured errors are shown in Table 5.1, right. In the numerical exper-
iments the value of d; is closer to 3.7, which can be explained like in the
previous cases. The deterioration of d; for longer times can be attributed
the fact that in the convergence estimate of Theorem 4.1 the polynomial
time-dependent terms may become significant.
Our experiments confirm the results of Theorem 4.1: the error decreases exponentially
with L2, and deteriorates exponentially with %, T being the simulation time.

6 Conclusions. In this work we have proven convergence and stability of the
PMLs in 3D waveguides. Our results are consistent with the ones we found in the
literature for the 2D half-space problem [32], in the sense that the error of the PMLs
is shown to behave like exp (—‘_’—%Q>, where L is the length of the PML layer, & is the
average absorption rate and T is the computation time.

The stability bounds and the convergence proof presented in this work rely heavily
on the explicit representation of the solution to the PML problem, which is enabled
by the structure of the isotropic wave equation in the waveguide. Nonetheless, as
indicated in the beginning of Section 3, stability of the perfectly matched layers can be
shown by omitting the explicit representation of the solution, by energy-like arguments
in the Laplace domain. Let us remark that while the approach in this article was
suggested for the waveguides, we think that it can be used in other cases when the
perfectly matched layers are used in one of the coordinates (e.g. for the analysis of
the radial PMLs [27]). Moreover, we believe that the techniques of the present paper
can be extended to the error analysis of the PMLs constructed for the dispersive
problems in [15] and [16], for which, up to our knowledge, no information about the
PML convergence is available.

Appendix A. Causality. Given a Banach space X, let

L}(R; X) :={veTD(X): /e_271t||v||§(dt < o0},
0
0 m
H"R; X) :={veTD(X): /e*“'"t > o5k dt < oo}
0 a=0

LEMMA A.l. Givenm >0, 7> 0, X,Y two Banach spaces, let G : HJ'(R; X) —
L%(R;Y) be a convolution operator, defined in the Laplace domain as follows, with
GeTD(L(X,Y)):

Go =L (6(s)is)) =Gxv, ve H'(R; X).

Assume that G satisfies, for all v € H}"(R; X),

(A1) / o2 Gu|[3dt < C(n) / o2 |9y |3 dt,
0 0

where C' depends on n only. Then, for all T > 0,

T T

(A.2) / o1 Gulldt < C(1) / o232 dt.
0 0
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Proof. Given v € H"(R; X), let us define vr € L (R; X) as follows:
t<T,
m=0and t>T,

vr(t) = tT"
)8k (T), m>0andt>T.

HMS o<

It is easy to see that vy € HT’]”(R; X). Moreover, 9{" vy = 1 ryv. By (A.1),

oo T
(A3 [ 2m1gerde < Oty [ o2 op ol
0 0

Moreover, on (0,T), g+ vy = g*v (this can be proven e.g. by showing that e?7* (47 —

0)g(s) satisfies (3.2) and invoking [56, Proposition 3.6.1]). With this observation,
(A.3) implies (A.2). d

Appendix B. Proof of Lemma 3.6. Step 1. Coercivity. We will consider
the following two cases separately: A2, > s? and A2, < s2.
Step 1.2. Case N2, > s?. Let us take the real part of a,,(v,v):

)\2
(B.1) Ream(v,v) = /(52. — 52+ X2l + /a’s,. (1 4 m> o2

/Re( >|8v|2

Because A2, > 52, and s, > 0, the following two inequalities hold:

)\2
B2 [l > el /owQ+HQWF>&
I

I, N

c

The third term in (B.1) can be bounded from below as follows:

2 2 2
Re( : ) _e e > umln(l |72,07%)

s+o |s+o2 — (|3|2+a2)* 4

(B.3)

> —min (1, ||o]|52]s| )> min (1, [|o]|52) min(1, s2).

B~ =

Combining (B.2) and (B.3) into (B.1), we get the following lower bound:
1
(B.4) Ream(v,v) > = 1 min (1, [|o|5?) min (1, s?) ||U||H1(I )
Step 1.2. Case A2, < s?. In this case we compute the real part of a,, (v, sv):

A2 3
Rean, (v, sv) = /(|s|2sr + s,ﬂ)\fn)|v|2 —|—/ (|s|2 + Re ms) cr|v|2
s
(B.5) fe fe

2
+ /Re i|o"'gcv|2.
sS+o
I.
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In the lower bound for the first term we neglect A2, |v|?:
(B.6) /(|8|25r +seAn)[vf? = [ssp|vll72 g, 2 min(L, sP)[lvllZa ).
I.

The second term in (B.5) is non-negative:

)\27 2 _ o2 2 2)2 )\2 2 _ o2
Re <|8|2+ T;S> :‘8‘2+/\72nsr Si (S7+81) + m(sr Sz)

s[> |s|?
sy + 28757 + Ansy + 57(s7 — A7)
- FE =0
S

(B.7)

2

2 < s?. It remains to obtain a lower bound

where the last inequality follows from A
for the third term in (B.5):
s> _ IsP*(sr +0) [5[%sr |s|%s

R = > > " i -2 2
wy  Cste s lreP CaEpren s a Il

> %T min(1, ||o| 22) min(1, s?) > imin(l, o)l =2) min(1, s3).
Combining (B.6), (B.7) and (B.8) in (B.5) results in
Re ap, (v, sv) > i min (1, [|o]|52) min (1, s?) ||U||%11(Ic)7
or, alternatively,

L _ .
(B.9) [Re am,(v,v)| > 15| min (1, [|o]|52) min (1, s?) ||v||§11(10),

Step 1.3. A general bound. Combining (B.9) and (B.4), we deduce the desired bound
from the statement of the lemma:

1 . _ . _ .
[Re am (v, v)] > 1 min(1, |s|~") min (1, ||o5*) min (1, s?) HU||§{1(IC)

V

‘_1 min (1’ HJH;OZ) min (17 Sérl) ”'UH%II(ICV

1
1l
where we used min(1, |s|=!) > |s| "t min(1, |s]) > |s|~! min(1, s,.).

Step 2. Continuity. The continuity of a,,(g,v) is obvious if one shows that
|(1 + %) ’_1 is bounded for all s € C*. This is however easy to verify:

(B.10) ‘(1+%)‘2Re(1+%):1+@.

|s|?
Later on we will need the continuity bound in an explicit form:
|am (g, v)| < |s[* max(|s|, [|o]loc|s| 7" llgll 22z 0]l 2222

(B11)  + A7, max(L, [lollols| ") gl 2 a0l 2.y + 82 102all 22 (1) 10201 221, -

Appendix C. Proof of Proposition 3.7. We start by proving that the
operator family (A(s))™": H-*(Q.) — HY(Q.), s € C*, where

(A(s)q,v)q, = alq,v), see (3.4),

is holomorphic in C¥.
Step 1. Analyticity of (A(s)) ™"
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1. First, let us show that for all ¢,v € H'(I.), the function s — a,,(q,v), cf. (3.9),
is analytic in CT. For this we consider different terms in the explicit expression
for a,(gq,v), cf. (3.9). The holomorphicity is not immediate for the third term in
(3.9) (because the coefficients in its expansion into Laurent series will depend on
o). However, by Lebesgue’s dominated convergence theorem,

_1 —1 R o R
—/ 1+ mqavf/ (1+ ) 3mq3xv/(8_i_a)28xqarva

I.

ie. [(1+ %)71 0,q Oyv is C-derivable in Ct.
1.

We conclude that s — a,,(q,v) is holomorphic in C* for all ¢,v € H'(.).
2. Let us show that for all ¢,v € H(f,.), the following series defines an analytic in
C* function:

(Cl) <A<8)Q7 >SZ =a (J7 Z Am Qm,vm
m=0

Because weak holomorphicity is equivalent to the (norm-)holomorphicity, see [48,
Theorem I11.3.12], this will yield that the family A: C* — £ (Hl(QC), Frl(Qc))

is holomorphic. Let us demonstrate that (C.1) is holomorphic. Because each
am(g,v) : C* — C is holomorphic, it suffices to show that the series in (C.1)
converges uniformly on all compact subsets K of C*. By (B.11),

sup |arm (@m, vm)| < Cr (14 A2 gl 2 () [omll 21
se

el L2 (1) 10evm | L2(1.)) 5

and hence by the Cauchy-Schwarz inequality,

SeK'rn N m=N

1
e} 2
sup Z |@m (@, vm)| < C (Z ((1 "’)‘gn)HQmHii’(Ic) + ||a:chn|%2(IC)>>

1
[e’e} 2
x (Z (@ +22)wmllEeqr,) + |awvm||%mc>)) .

m=N

We then conclude about the uniform convergence of the series (C.1).
3. Because (A(s)) ' € L (H1 (Qe), I;"l(QC)> is well-defined for all s € C*, see Propo-

sition 3.5, by holomorphicity of A(s), A: Ct — L (Hl( ) ﬁ_l(Qc)> is a holo-
morphic operator-valued function in C*, see [48, Section VIIL.1.1, ok 365].
Step 2. Analyticity of 4° : CT™ — Hl(Q ).  Remark that F := f, : Ct — H~!

is holomorphic in CT, by Theorem 3.4. Then 47 (s) = A~ (s)F(s) is holomorphic in
C* as H'(Q.)-valued function.

Appendix D. Proof of Theorem 3.9.

Proof. Existence. By construction of the DtN maps, 47|, where 47 solves the
well-posed (Proposition 3.5) problem (3.3), satisfies (3.26). The uniqueness follows
by the same energy argument as the one used in the proof of Lemma 3.6 (see also
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[47], where a similar argument is used). Taking fs = 0 and decomposing the solution
of (3.26) into the modes yields

(52 + )‘zn)’&gl,m - 8£ﬁ’g2,m =0 in Ia

afagl,m (:l:a’) = :FTim (S)ﬁ‘?l,m (:ta) .

Testing the above with 4 ,,, results in:

(2 +22,) / g, [ + / 0,52
(D.1) / /

+TF 4, (a)* + T, |08, (—a)]* = 0.

By construction of T (s), cf. (3.16), from integration by parts applied to (3.17), we
obtain, for any o,, € H'((a,a + L)):

a+L
T (5)Gon (@) 0 (a) = (82 + A2,) / (1+g) G ()0 ()

a
a+L
o

N / (14 %) 0.G0n(@) 0,0 ().

S
a

A similar expression holds for T', ,,. Taking G,,(a) = g, = 1 in (3.16), and using the
argument of the proof of Lemma 3.6, we obtain:

e Re (Tf’m(sﬂGm(ia)P) = Re (Tim(s)) >0, when \2, > s?

e Re (ETim(s)) >0, when A2, < s2.
It is then easy to see that

e when A2, > s?, taking the real part of (D.1) results in

(s2 —s2+22) / |129,m|2 + / |5zﬁ97m|2 <0, and thus g, =0.
T T

e when A2 < s?, multiplying (D.1) with 5 and taking the real part allows to

conclude that 4, ,,, = 0.
We have thus proven the uniqueness of the solution. 0
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