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—— Abstract

Current phylogenomic methods are still a long way from implementing a realistic genome evolu-
tion model. An ideal approach would require a general joint analysis of genomic sequences, while
including coding sequence annotation, protein evolution or gene transfer, among other mech-
anisms, to infer the complete evolutionary history of the studied genomes. Such an approach
is computationally intractable and currently approximated by phylogenomic pipelines that im-
plement a series of independent steps ranging from gene annotation to species tree inference or
positive selection detection. Here we review the virtues and limits of current phylogenomic meth-
ods compared to what could be expected from an ideal method. We present five case studies
to illustrate various issues and limits in current phylogenomic practices, while assessing their
relative importance. We argue that data error is pervasive in modern datasets and models are
still too simplistic compared to the complexity of biological and evolutionary processes. Im-
portantly, joint analyses should be a research focus as the many steps of phylogenomic pipelines
are not mutually independent. It is essential to recognize the hidden assumptions of the many
types of analysis available to our community so as to circumvent model misspecifications and
critically evaluate the relevance of their results. In conclusion, the quality of datasets should
be enhanced via numerous, rigorous checkpoints, while also boosting the capability of models
to handle biological complexity by the development of better models, particularly through joint
analyses.
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1  Evolutionary history modeling and inference

Reconstructing genome evolution

The ultimate goal of phylogenomics is to reconstruct the evolutionary history of species
through their genomes. In theory, this involves reconstructing the genomes of all organisms
that ultimately supplied a DNA fragment to extant organisms and all events that generated
modifications in the genetic material. Such details obviously cannot all be determined, but
it is likely that several major patterns of great interest could be inferred, as illustrated
in Figure 1. First, the evolutionary history of species generated through speciation and
hybridization should have left a clear majority signal in genomes. Second, the signal left by
horizontal gene transfers from distant or sister species (or so-called “gene flow”) should be
discordant from the majority signal. Third, the extent of incomplete lineage sorting would
inform us about ancestral population sizes and times between successive speciation events.
Fourth, mutations that became fixed because they provided a selective advantage could
be differentiated from the bulk of neutral or slightly deleterious mutations (e.g. through
an unexpected synonymous to non-synonymous substitutions ratio). Mutations can, for
instance, involve single point changes, insertions of a few random nucleotides or a long
stretch of nucleotides (from a transposable element or through illegitimate recombination),
deletions of a few nucleotides or a long fragment (even complete chromosomes), duplications
(of genomes or some chromosomes) or rearrangements (e.g. chromosome translocation,
fission or fusion). The order of magnitude signals generated by each of these events may
vary from a single point mutation to genome duplication. Hence, some could likely be finely
characterized (e.g. the timing of a genome duplication) while it might only be possible to
describe others statistically.
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Figure 1 The historical processes shaping genome evolution. Schematic depiction of the
main mutational processes that shape genomes. Their frequencies and impact on fitness are highly
heterogeneous (e.g. from synonymous mutations to genome duplication or hybridization). These
mutational processes are quite well known and relatively easy to model, whereas estimating the
fitness of a given genome is much more difficult.
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An ideal evolutionary model

The most natural way to infer this history from a series of genomes is to develop a genome
evolution model and use standard statistical inference methods (in a Bayesian or max-
imum likelihood framework, see respectively Chapter 1.2 [Stamatakis and Kozlov 2020] and
Chapter 1.4 [Lartillot 2020a]). The mechanisms depicted in Figure 1 have been the focus of
massive in-depth studies for decades. Speciation is a pivotal theme in evolutionary biology,
and DNA structure and change (including DNA repair) are crucial in molecular biology. All
of this gives us an excellent idea of the most important mechanisms and how they work.
So theoretically we have most of the knowledge required to develop a refined mechanistic
model to reconstruct genome history. Naturally such a model can be designed in the muta-
tion/selection framework (Bird, 1980), where the mutation process is independent of the
DNA function, and a fitness function of the overall genome may be used to accept or reject
a mutation. It is relatively easy to imagine how to model the mutational process inspired by
simulators of genome evolution (Dalquen et al., 2012). For instance, single point mutations
could be modelled with a general time reversible model (Tavare 1986; Chapter 1.1 [Pupko
and Mayrose 2020]), and insertion/deletion with a hidden Markov model (Holmes and Bruno,
2001), while the mutational process would not necessarily be uniform across the genome (e.g.
CpG hypermutability [Bird 1980] or proximity to the DNA minor groove [Pich et al. 2018]).
Horizontal gene transfer should be considered as a mutation. Developing a fitness function is
obviously much more difficult, but a function that only takes the major fitness components
into account, i.e. non-coding RNAs and proteins, and their expression level, might be suffi-
cient. A model similar to those used for gene annotation (see Chapter 4.1 [Necsulea 2020])
would enable prediction of non-coding RNA and protein sequences from genome sequences
through the identification of transcription initiation sites and exon/intron structures. The
fitness of these sequences could be estimated via a phenomenological approach (as in Yu
and Thorne, 2006; Rodrigue et al., 2010). The expression level can be predicted based on
promoter (nucleotide) and transcription factor (amino acid) sequences. Innovative solutions
would certainly be required to be able to integrate all of these elementary fitness components
into the fitness framework of a genome.

Ideal but beyond reach

Despite the attractiveness of such a theoretical model that could be used to infer major
events which have occurred during genome evolution (see Figure 1), nobody has ever en-
visioned such a holistic approach. The reason may be that the approximations needed to
compute genome fitness are so unrealistic that the extent of model violations would un-
doubtedly generate highly inconsistent results. But this is an unlikely explanation since, for
instance, in phylogenetics the underlying maximum parsimony model, and to a lesser extent
the Jukes-Cantor model are highly unrealistic, (e.g. based on the assumption that selective
pressures are the same at every genome position). These models have nevertheless been
and are still being frequently used. The most likely reason for not developing such a global
genome evolution model is the tremendously high combinatorics. Sequence alignment and
evolutionary tree inference independently constitute non-polynomial (NP) problems (see re-
spectively Chapter 1.2 [Stamatakis and Kozlov 2020] and Chapter 2.2 [Ranwez and Chantret
2020]). As genomes are composed of millions of nucleotides, the number of possible ancestral
genomes, evolutionary paths of organisms and DNA fragments is tremendous. Anyone who
has ever tried to infer a phylogenetic tree from a relatively small dataset (e.g. 500 genes
from 100 species) under the site-heterogeneous CAT-GTR model (PhyloBayes, Lartillot and
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Philippe 2004) or a coalescent model (BEAST, Bouckaert et al. 2019) is aware of how far we
are from making inferences with such a genome-scale model (see also Chapter 5.3 [Zhukova
et al. 2020]).

Inferring the history of genomes therefore requires a divide and conquer approach com-
bined with a clever choice of simplifying assumptions. The next section will roughly describe
the main divisions that have been adopted by the phylogenomic research community.

2 The phylogenomic approach

Here we focus on species phylogeny inference using phylogenomics. We then exemplify the
problems and advantages generated by the arbitrary division of a large-scale joint inference
(see Figure 1) into several smaller elements (see Figure 2). Since less information (e.g. the
evolutionary history of sequences is overlooked during alignment) is used at each step, errors
may easily be made and their impact on subsequent steps is a concern. In contrast, working
on a small-scale inference potentially allows us to use more complex models, hence reducing
model violations.

2.1 A practical approximation
Divide and conquer

Essentially, reconstructing a given species phylogeny is a logical inference that uses both
observable data (e.g. genomic sequences or morphological characters) and various premises
(e.g. mutations are inherited through time, and transitions are more likely than transver-
sions) to produce hypotheses regarding past evolutionary events. Unfortunately, the quantity
and complexity of these premises currently hamper any practical holistic inference. With the
aim of applying an approach capable of grasping the main aspects of the numerous evolution-
ary processes described in the previous section, while remaining practical, in phylogenomic
analyses this integrated process is divided into independent blocks of computationally tract-
able units. These units form typical phylogenomic approaches, as illustrated in Figure 2,
and they correspond to various common genomics procedures: (i) genome annotation, (ii)
searching for homologous genes, (iii) defining orthologs, (iv) aligning homologous positions,
(v) inferring species phylogeny (supermatrix or gene tree approaches), and (vi) reconciling
single gene trees and the species phylogeny. Once the species tree is inferred, it is used in
various methods to refine gene trees (duplication, loss, and horizontal gene transfer), infer
the strength of selection, or reconstruct the gene order. Many of these procedures are de-
tailed in other chapters of this book (see Chapters 1.4, 2.2, 2.4, 2.5, 3.2 and 4.5 [Lartillot
2020a; Ranwez and Chantret 2020; Fernandez et al. 2020; Tannier et al. 2020; Boussau and
Scornavacca 2020; Lowe and Rodrigue 2020]). The following description of conventional
phylogenomic approaches is voluntarily brief and cursory and interested readers may find
additional in-depth reviews on phylogenomics elsewhere (Delsuc et al., 2005; Philippe et al.,
2005; Laumer, 2018).

Inferring orthologs

Phylogenomic pipelines are based on genomic data (e.g. often using coding sequences [CDSs]
or ultra-conserved elements [UCEs]) and on transcriptomic data from multiple species. The
choice of the molecular markers to be used is dependent on the biological question at hand,
such as the evolutionary scale under investigation. These molecular datasets from mul-
tiple samples are then clustered into groups of homologous sequences. The criteria used
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for homology prediction is pairwise sequence similarity estimated using BLAST (Altschul
et al., 1990) or Smith—Waterman (Smith and Waterman, 1981) classical pairwise sequence
alignment algorithms. Several algorithms have been proposed to make use of this pairwise
similarity information to explicitly produce groups of homologous sequences, such as MCL
(Enright et al., 2002), hcluster sg (Ruan et al., 2008) or SiLiX (Miele et al., 2011). Other
tools use this pairwise similarity information to directly predict orthology relationships, such
as Hieranoid (Kaduk and Sonnhammer, 2017), OrthoMCL (Li et al., 2003), OrthoFinder
(Emms and Kelly, 2015), OMA (Altenhoff et al., 2019), Eggnog (Huerta-Cepas et al., 2019),
UPhO (Ballesteros and Hormiga, 2016), Ortholog-Finder (Horiike et al., 2016) among oth-
ers (see Chapter 2.4 [Ferndndez et al. 2020]), with variable complexity ranging from fairly
straightforward (OrthoMCL) to complex procedures based on successive clustering loops
and sequence alignments followed by gene tree inference and paralog splitting (Ortholog-
Finder). Orthology prediction tools dovetail in many ways with the overall phylogenomic
approach. They often rely on a variety of steps that include homology inference (i.e. similar-
ity searches), pairwise species comparisons or species-overlap concepts, sequence alignment,
gene genealogy inference, and even species tree inference or a priori knowledge of the species
tree. Orthology prediction is thus often considered as a separate phylogenomic approach,
and interested readers will find a more in-depth review of this topic in Chapter 2.4 (Ferndn-
dez et al., 2020).
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Figure 2 Common phylogenomic approaches. Schematic view of the series of practical
analysis steps (in blue) of the phylogenomic approach.
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Producing alignments

Multiple homologous or orthologous sequences are then jointly aligned using one of the
many available sequence alignment software packages, such as MAFFT (Katoh and Stand-
ley, 2013), Clustal Omega (Sievers et al., 2011), MUSCLE (Edgar, 2004) or T-COFFEE
(Notredame et al., 2000) (see also Chapter 2.2 [Ranwez and Chantret 2020]). Multiple se-
quence alignment software optimizes sequence alignment using various complex algorithms,
but usually relative to a simplistic sequence evolution model (e.g. all substitutions and
replacements are considered equiprobable) and the evolutionary history of the sequence is
overlooked. Interestingly, one tool, i.e. MACSE v2 (Ranwez et al., 2018), models the codon
structure of coding sequences during alignment. Using a more complex model unsurpris-
ingly leads to better results and to some additional features, such as the ability to circumvent
frameshifts that are often present in sequencing data (Ranwez et al. 2018; Chapter 2.3 [Ran-
wez and Delsuc 2020]).

Phylogenomic analyses

When using MSA of homologous sequences, directly concatenating them is impossible since
multiple paralogous/xenologous sequences per species could be present. Instead, reconcili-
ation methods are used to jointly analyse gene trees and species trees, notably by modeling
gene duplication-transfer-loss (DTL) events. Available software includes Phyldog (Boussau
et al., 2013) or ecceTERA (Jacox et al., 2016), among others (see Chapter 3.2 [Boussau and
Scornavacca 2020]). Such analyses are complex but promising for the future of phylogenom-
ics as they acknowledge the actual interdependency of two steps (i.e. jointly inferring gene
and species trees), which are handled separately in the standard phylogenomic approach
using orthologs only (see Figure 2). In addition, much more data can be used with these
analyses than is possible with the reduced set of orthologs. Unfortunately, these methods
are still very computationally-expensive to be widely used in a ML framework (Phyldog),
although parsimony-based amalgamation methods such as ecceTERA could scale up with
genomic data (ecceTERA).

Two main strategies are available to infer a species tree when using multiple sequence
alignments (MSA) of orthologous sequences. Every alignment may be analysed independ-
ently to produce gene trees that may be incongruent because of incomplete lineage sorting
(ILS), introgression or lateral gene transfer. This information may then be used to infer
the underlying species tree, or otherwise every sequence per species may be concatenated
in order to sum up their phylogenetic signals. There is ongoing debate on which strategy
recovers the most accurate species trees (Springer and Gatesy, 2016; Edwards et al., 2016)
and it is important to highlight three key arguments in this debate. First, taking ILS into
account (see Chapter 3.4 [Bryant and Hahn 2020]) is impossible when using a concatenation
approach which, despite the current use of more refined evolution models and more data,
could never accurately solve a series of extremely fast speciation events given that it can
be inconsistent under some evolutionary scenarios (Kubatko and Degnan, 2007). Second,
single-gene tree reconstruction often yields little or no phylogenetic signal for difficult nodes
(e.g. short internal branches) due to stochastic error. Third, only considering the species
tree is not appropriate for subsequent evolutionary analyses (Hahn and Nakhleh, 2016). We
believe that concatenation seems therefore more adequate to resolve ancient phylogenetic
relationships or when the sampling is devoid of ultra-close speciation events, whereas the
use of single gene trees is more appropriate for more recent speciation events, even when
closely-spaced in time. Both methods rely on phylogenetic tree inference generally using
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software based on ML, such as PHYML (Guindon et al., 2010), IQ-TREE (Nguyen et al.,
2015), RAXML-NG (Kozlov et al. 2019; Chapter 1.3 [Kozlov and Stamatakis 2020]), or on
Bayesian approaches such as MrBayes (Ronquist et al., 2012), BEAST (Bouckaert et al.,
2019), and PhyloBayes (Lartillot et al. 2009; Chapter 1.5 [Lartillot 2020b]).

2.2 The costs of over-simplification and subdivision

While some model violations are often discussed concerning the phylogenetic inference step
(e.g. ongoing debate on the development of the best sequence evolution models or on con-
catenation versus coalescence approaches), many other steps in the phylogenomic approach
could also potentially lead to erroneous results. Below we discuss some of the problems
encountered during the various practical steps in the phylogenomic approach when the ideal
evolutionary model presented earlier is misspecified.

Information loss and implicit model violation

The subdivision of an ideal integrated model for reconstructing the evolutionary history of
genomes into a series of independent blocks of computationally tractable units necessarily
leads to the loss of potentially useful information, while forcing us to adopt an over-simplified
model that cannot use the missing information. For instance, homology search through se-
quence similarity ignores the overall evolutionary history of the genomes being compared.
Due to the loss of phylogenetic information, it implicitly makes the strong yet incorrect
assumption that sequences were generated under a star-tree topology with equal branch
lengths. However, the information that some species are closely related and that some oth-
ers are fast-evolving is extremely useful for homology detection. The impacts of this model
violation on the outcome are extremely hard to predict and study because of the substan-
tial challenge of designing alternative non-star-tree models. Moreover, the model used to
quantify similarity is extremely simplistic as it is solely based on an amino acid exchange-
ability matrix (e.g. JTT, or BLOSUM). It implicitly assumes that every position evolves
at the same rate and that at most a single substitution has occurred at a given position,
which are two obviously incorrect assumptions. This oversimplified model explains the poor
sensitivity of the BLAST score (Koski and Golding, 2001). Interestingly, alongside the pub-
lication of the orthology inference tool Orthofinder (Emms and Kelly, 2015), the authors
designed a blast score double-normalization. It normalises BLAST scores for alignment
length and, more importantly, these pairwise scores are normalised across species according
to their evolutionary distances, so it is striving to transform the scores as if the sequences
had been generated under a star-tree topology. This interesting approach nevertheless can-
not control saturation of the similarity score, which means that the correction will be much
more accurate for closely related species than for divergent ones.

Genome annotation errors

As briefly introduced in Figure 2, genome annotation is one of the first steps of most phyloge-
nomic pipelines. Annotating genes requires a set of complex methods that rely on knowledge
regarding genetic code, intron structure, transcription and translation mechanisms or RNA-
seq data (see Chapter 4.1 [Necsulea 2020]). Yet, it often assumes that genomes do not have
any evolutionary history, again an obviously false assumption. A shortcut to input some
evolutionary information is to compare predicted coding sequences with transcriptomes or
proteomes from closely related species (Dunne and Kelly, 2017; Monnahan et al., 2019; Rey
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et al., 2019). Unfortunately, current annotation methods do not model chromosome struc-
ture, protein folding or interaction with other genomic regions. These limitations lead to
erroneous gene predictions that can ultimately mislead comparative genomic analyses (see
examples in Section 3.1).

Sequence alignment model violations

Multiple sequence alignments are also hampered by model violations (see Chapter 2.2 [Ran-
wez and Chantret 2020]), i.e. some mutational processes are explicitly modelled while over-
looking sequence function and protein structure as well as their chromosome-wise context,
such as species-specific recombination hotspots or even lineage-specific evolutionary rates
(i.e. heterotachy). Otherwise, when aligning multiple sequences, indels are implicitly con-
sidered as characters rather than historical events. The latter is a misspecification of an ideal
evolutionary model, which is tackled by the dynamic homology concept. This issue has led
various authors to develop methods for joint inference of sequence alignments and species
trees (Fleissner et al., 2005; Redelings and Suchard, 2005; Herman et al., 2014; Wheeler
et al., 2015). As expected, this interesting approach is computationally intensive, thus seri-
ously limiting the dataset size and the complexity of the sequence evolution model that can
be handled.

Unrealistic phylogenomic inference models

In contrast, phylogenomic analyses of aligned and concatenated sequences enable the use of
more complex evolutionary models geared towards minimizing model violations. However,
some potentially important aspects of genome evolution are still not taken into account
by most phylogenomic inference methods, e.g. lineage-specific composition heterogeneity,
site-specific substitution process heterogeneity, or heterogeneity of site-specific substitution
process among lineages (i.e. heteropecilly, Roure and Philippe 2011). Note that even when
some methods are available to model one aspect of genome evolutionary processes, e.g.
modeling ILS, site-heterogeneity or DTL in reconciliation methods, it is seldom feasible to
combine them, and if it were, the resulting implementation would surely be extremely time-
consuming. For example, combining a CAT model with a GTR component, a Gamma com-
ponent, amino acid compositional breakpoints along the tree and evolutionary rate break-
points along the tree while allowing for gene transfer across lineages to analyse relationships
between 300 complete genomes would clearly be beyond reach with current computation
resources. Finally, knowledge on the genomic context of a sequence is still not used in the
phylogenetic inference process.

Software errors

In addition to these errors — for which we know the origin albeit we do not know where
they are in the dataset — there are unknown errors, i.e. errors in the implementation such
that the script/software does not produce the intended results. These unknown errors are
expected because limited funding and publish-or-perish pressure imply that an insufficient
amount of time is generally devoted to quality control of both programs (Czech et al., 2017;
Darriba et al., 2018) and pipelines (see Section 4.5).

All of the severe model violations described above, albeit unavoidable for computational
tractability reasons, as well as information loss very likely generate errors at each phyloge-
nomic pipeline step. Importantly, of all these errors accumulate along the pipelines, with a
possible snowball effect. For instance, annotation errors alone will generate additional errors
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in homology detection, which in turn will generate more errors in the alignment and finally
in phylogenetic inference. Hereafter we briefly discuss the robustness of phylogenomics to
these errors and how to reduce their impacts.

3 Relative robustness to pervasive errors

3.1 Types of error and methods to detect them

Theoretical limitations of the successive independent and simplistic steps of the phylogen-
omic approach inevitably lead to the production of errors. These can appear at all steps
of a given pipeline and can propagate from step to step. Here we briefly describe various
error types and some recent methods or tools that can detect them and thus reduce their
impact on the phylogenomic approach as a whole. We have classified these errors into three
arbitrary groups: i) observational errors during data acquisition and production, ii) errors
during dataset assembly, and iii) errors during phylogenetic inference. These errors can be
generated by experimental error (e.g. contamination by DNA from other species), stochastic
error (e.g. insufficient coverage), and systematic error (i.e. due to model violations).

Observational errors

This type of error concerns data that are not what the user believes they are. These include
contamination from organisms other than the target (e.g. bacteria, fungi, trypanosomes, vir-
uses), cross-contamination between samples during sequencing data production, sequencing
and assembly errors, fragmented transcriptomic contigs thought to be entire transcripts,
gene exons thought to correspond to entire genes, gene introns thought to correspond to
exons, amino acid sequences translated out of frame (i.e. frameshifts). Contamination in
genomic data can partially be detected by Blobtools by combining coverage, GC content,
and blast taxonomy (Laetsch and Blaxter, 2017), large scale similarity search with Conter-
minator (Steinegger and Salzberg, 2020) or by the consensus of various methods (Cornet
et al., 2018). Contamination is not only present in the data generated during a given study,
but also affects public databases: e.g. 5% of the publicly available cyanobacterial genomes
turned out to be highly contaminated (Cornet et al., 2018) and a recent large-scale ana-
lysis of GenBank identified more than 2,000,000 contaminated sequences! (Steinegger and
Salzberg, 2020). Cross-contamination affects both DNA and RNA data and is increasingly
acknowledged as a pervasive issue (Ballenghien et al., 2017; Alié et al., 2018; Allio et al.,
2020; Prous et al., 2020). It can be handled by the CroCo program which relies on coverage
to detect the actual origin of a sequence in a set of samples (Simion et al., 2018). It has
been shown that up to 30% of transcripts from a de novo assembled transcriptome could
be cross contaminated (i.e. actually belong to another species, Simion et al. 2018) or up to
26% of ddRAD loci (Prous et al., 2020).

Assembly errors during de novo transcriptome assembly (e.g. fragmentation due to in-
sufficient coverage) can be corrected by fusing non-overlapping fragmented transcripts based
on a multi-species orthology context, as shown in Section 4.1, where 30.6% of the transcripts
were fragmented (124,096 out of 405,055 transcripts analysed). Annotation errors are also
pervasive, as illustrated by the fact that reannotation of the well-known model group Droso-
phila recently led to the discovery of 500 to 1,000 new genes per species (Yang et al., 2018).
Recent studies have proposed tools to correct gene annotation based on comparisons with
other species (Dunne and Kelly, 2017; Rey et al., 2019; Monnahan et al., 2019). Using a
non-overlapping sequence criteria on gene annotation from tunicate genomes (see Section
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4.1), we estimate that 5.6% of the predicted genes were split into, usually, two exons (3,178
out of the 56,694 genes analysed). A next step towards more holistic genome annotation
approaches could involve joint annotation of several genomes at once, with tractable com-
putations if the species tree is known. Current tools using such a comparative framework
unfortunately only aim at correcting gene prediction a posteriori (Dunne and Kelly, 2017;
Monnahan et al., 2019) or at improving transcriptomic assemblies that could then be used
to help gene prediction (Rey et al., 2019). Finally, frameshifts (due to sequencing, assembly
or annotation errors) produce very divergent sequence stretches. These can be corrected
during sequence alignment by taking the codon structure of coding sequences into account
using the MACSE v2 alignment tool (Ranwez et al., 2018). If already present, frameshifts
can be detected and masked in a multi-sample alignment using two recent segment filtering
tools, i.e. HMMcleaner (Di Franco et al., 2019) and Prequal (Whelan et al., 2018).

Orthology errors

Similarity searches, usually via BLAST (Altschul et al., 1990), are hampered by bias, where
higher scores are given to long dissimilar alignments than to short highly similar ones. This
bias, combined with the lack of precision of the method in detecting very dissimilar se-
quences, means that a poorly assembled or highly divergent transcriptome will likely yield
poor homology results. Pairs of homologous sequences have different potential relationships:
they can be orthologous (i.e. stemming from speciation), paralogous (i.e. stem from duplic-
ation) or xenologous (i.e. stemming from horizontal transfer) — see Chapter 2.4 (Fernandez
et al. 2020) for an in-depth review of this topic. When using orthology inference algorithms,
sequence pairs can be erroneously categorised as a subtype due to several issues. For ex-
ample, incomplete taxonomic sampling complicates the detection of xenologs Kuzniar et al.
(2008), and inaccurate gene tree inference can hampers the classification of two sequences
as orthologous (e.g. if only one of them evolved rapidly). While ongoing research is focused
on improving orthology inference tools, it is also crucial to design a taxonomic sampling
method tailored to the evolutionary scale at hand to ensure accurate inference of sequence
relationships. Orthology sets can be further improved by a posteriori checking orthology set
consistency (Simion et al., 2017). Lastly, several tools can eventually be used to analyse se-
quence alignments and gene trees in order to detect and limit the impact of orthology errors
on the phylogenomic pipeline, e.g. Phylo-MCOA (de Vienne et al., 2012), treespex (Struck,
2014), Branch Length Correlation (BLC) methods (as in Simion et al. 2017), Treeshrink
(Mai and Mirarab, 2018) or reconciliation methods (Dondi et al., 2016). See a comparison
of some of these methods in Section 4.2.

Evaluating phylogenomic datasets

It should be noticed that phylogenomic pipelines could be highly diversified in terms of im-
plementation, thus leading to highly diversified phylogenomic datasets. Unfortunately, these
datasets are seldom compared with statistics other than simply the numbers of genes and
species included. Looking beyond summary statistics in these phylogenomic datasets can re-
veal various levels of data quality (e.g. measured with the Robinson-Foulds distance between
gene trees and species trees), with orders of magnitude difference in data quantity (see Fig-
ure 2 in Simion et al. 2017, and Figure S4D in Philippe et al. 2019). For instance, regarding
the debated phylogenetic position of ctenophores, less than 30% of the gene tree bipartitions
are congruent with the species tree in three datasets that support the ctenophora-first hy-
pothesis (Dunn et al., 2008; Hejnol Andreas et al., 2009; Moroz et al., 2014), whereas more



P. Simion, F. Delsuc and H. Philippe

than 60% are congruent in a dataset that supports the porifera-first hypothesis of Simion
et al. (2017). Data quality governs the crucial phylogenetic signal-to-noise ratio upon which
the accuracy of the inferred species tree strongly depends. When working on debated species
phylogeny, we stress the need to carefully inspect the phylogenomic pipelines used and the
respective virtues of the datasets they led to, as their signal-to-noise ratio might be pivotal
in evaluating the reliability of a given phylogenomic result. See also Chapter 2.5 (Tannier
et al. 2020) for an original approach to gene tree quality assessment based on ancestral
genome reconstruction.

Phylogenetic inference errors

Many sequence evolution models are available for phylogenetic inference based on homo-
logous sequence alignments. Early models were tailored for single-gene analyses but the
datasets have increased in both their dimensions (i.e. more markers and taxa) and com-
plexity. Model assumptions are now recognised as often being violated by complex datasets,
thus prompting the need to also increase the model complexity. For example, introduction
of the Gamma component in models discredited the assumption that all sites evolve at the
same pace (Yang, 1994), and more recent site-heterogeneous CAT models refuted the as-
sumption that all sites evolve under the same substitution process (Lartillot and Philippe
2004 and Chapter 1.4 [Lartillot 2020a]). Potential model misspecifications are still numerous
and could result in erroneous topology inference (e.g. LBA artefact, compositional bias) and
incorrect branch length estimation. Various methods and models have been developed to
reduce these misspecifications, such as GHOST models implemented in IQ-TREE in order
to model heterotachy (Crotty et al., 2019), CAT models to phenomenologically account for
protein structure and function (Lartillot and Philippe, 2004), the PMSF approach recently
implemented in the ML framework (Wang et al., 2018), compositional breakpoints (BP) to
account for heterogeneity in the substitution process across lineages (Blanquart and Lartil-
lot, 2006, 2008) or site-heterogeneous codon models (SelAC) to model stabilising selection
(Beaulieu et al., 2019). Data recoding has a special role in current phylogenomics. It consists
in grouping different character states into a single common character leading to alphabet
reduction (e.g. the Dayhoff 6-state recoding scheme). It is used in order to reduce compos-
itional bias and saturation in the data, thus enhancing the phylogenetic signal (Susko and
Roger, 2007). The relative importance of signal loss in comparison with the reduction in
compositional bias and saturation is still debatable and likely depends on the characteristics
of the dataset under study. In our opinion, data recoding should be considered suitable for
large supermatrices only and recoded datasets are still highly complex so that they still re-
quire to be analysed with complex models (e.g. CAT models, see Feuda et al. 2017). Finally,
a recent study assessed the impact of modelling site-heterogeneity versus partition-wide het-
erotachy and convincingly concluded that modelling site-heterogeneity was more important
than modelling partition-wide heterotachy (Wang et al., 2019).

So far we have discussed ways to limit errors stemming from systematic bias, but when the
phylogenetic signal is weak, stochastic errors can occur even when using large phylogenomic
datasets. This is particularly true for ancient and short internal branches. In fact, with
such difficult relationships, the data quantity required is so high that even a large sampling
of complete genomes would not be enough to resolve them (Philippe et al., 1994).
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3.2 Consistent species phylogenies
A large quantity of signal

The phylogenomic approach is, despite its flaws, surprisingly robust, as most pipelines will
lead to the recovery of a similar species tree topology. This can be explained by the sheer
quantity of phylogenetic signal accumulated when thousands of molecular markers are com-
bined. This is not surprising, as many parts of the tree of life have already been correctly
inferred using comparatively small morphological character matrices or single gene phylo-
genies. Phylogenetic signal is additive, so the amount of signal increases with the data
quantity. In fact, only additive errors can compete with phylogenetic signal by producing
a non-phylogenetic signal, leading to the recovery of an erroneous tree. For an error to be
additive it has to produce the same kind of bias repeatedly across markers and lineages.
For example, genomic cross-contamination from sample A to sample B will repeat the same
mislabelling of B sequences, and species B will eventually be attracted towards the phylo-
genetic position of species A (Laurin-Lemay et al., 2012). As another example, in a lineage
that has a naturally high evolutionary rate, on average all markers will present more ho-
moplasy with another fast-evolving lineage, and both long-branch lineages will attract each
other (i.e. LBA artifact). Conversely, various randomly distributed errors will only produce
non-additive signals (often called “noise’) that will not severely distort the phylogenetic sig-
nal. Even if not correctly modelled, these errors will simply reduce the statistical power of
phylogenomics (see Section 4.3). Overall, the phylogenomic approach produces a globally
consistent species tree as long as the phylogenetic signal prevails over the systematic error.

Few very difficult cases

Phylogenomic inconsistency only occurs in a few cases across the tree of life, all of which
share the same characteristics and correspond to short internal branches. These branches
bear a limited amount of phylogenetic signal so they are highly susceptible to errors, even
random errors (e.g. see Section 4.3). Indeed, the signal-to-noise ratio for these branches
is so low that any perturbation or noise will hamper signal extraction regardless of the in-
trinsic qualities of the model used. Branches are short when diversification has occurred
rapidly through time, and the problem becomes more complex when the speciation event
was too ancient, with progressive loss of the historical signal through multiple substitutions
(i.e. saturation). Difficult relationships stemming from the first case triggered ILS modelling
research (see Chapter 3.3 [Rannala et al. 2020]), while relationships derived from the second
case underscore the need for better models to optimize the efficiency of extraction of the
scant amount of remaining historical signal (see above and Chapter 1.4 [Lartillot 2020a]).
As the phylogenomic approach is largely consistent across species phylogenies, except for
short internal branches with low signal-to-noise ratio, it is not surprising that long-standing
phylogenomic disputes are finally now focused on a few difficult relationships, i.e. the phylo-
genetic position of ctenophores, xenacoelomorphs, Stauromedusae, Laurasiatheria, the root
of the placental tree or the early evolution of birds and eukaryotes.

4 Case-studies: Examples of current limits of phylogenomics

4.1 Correcting data errors in tunicates

Current phylogenomic practices involve similar handling of genomic and transcriptomic data
from orthology inference to final sequence alignment, which violates the hypothetical ideal
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Figure 3 Impact of data correction on tunicate phylogenomics. A) Detailed procedure for
both standard and corrected pipelines. Three steps were only used in the “corrected” procedure:
CroCo, Fusion 1 and Fusion 2. None of these steps were used in the “standard” pipeline. B)
Summary statistics of the datasets produced from the two pipelines. The left side of the table
corresponds to statistics obtained from the final orthologs highlighted in bold (i.e. 408 and 3,039).
Conventional criteria for missing data filtering in supermatrices are highlighted in bold for both
pipelines to ease comparison for readers.

holistic evolution model described at the beginning of this chapter. Indeed, a mix of gen-
omic and transcriptomic data is often used in phylogenomic studies as transcriptomic data
sequencing and assembly is both cheaper and faster than whole genomes. Transcriptomics
is a cost-efficient way to enrich taxonomic sampling, which in turn helps to infer more ac-
curate trees. Both types of sequencing data are potentially subject to contamination and
cross-contamination. However, genomic and transcriptomic data differ in their nature. One
the one hand, genomic data quality relies on accurate gene annotation, genes can occur in
multiple copies and it might be expected that a genomic gene set is exhaustive for a given
organism. On the other hand transcriptomic data quality mostly relies on the transcriptome
assembly accuracy, whereas alternative splicing is often overlooked in favour of keeping the
longest transcript, and transcriptomes are not exhaustive as rare transcripts are likely to be
missed if the sequencing coverage is not deep enough. Regardless, both types of data are
usually handled the same way. Data errors must be properly modelled in order to reduce
discrepancies between data acquired by current protocols and real biological data. Here,
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we simply tried to a posteriori correct some misspecifications, namely cross-contamination,
split gene annotation and fragmentation of transcriptomic assemblies. We assessed the im-
portance of these misspecifications by comparing datasets built with two different pipelines
on the same mix of tunicate genomic and transcriptomic assemblies.

Both pipelines start with a set of putative orthogroups created with 18 genomes using
OrthoMCL and then follow a series of filters and alignments until a final set of orthogroups
is reached. The first pipeline is straightforward as it does not try to correct potential errors
impacting genomic and transcriptomic data (no CroCo, no Fusion 1 and no fusion 2, see the
standard pipeline in Figure 3A). The general procedure is designed as follows: transcriptomic
data are incorporated into clusters of homologous sequences based on genomic data using
Forty-Two (see https://bitbucket.org/dbaurain/42) and only alignments with reasonable
size and diversity are kept. We then check tunicate species (only those based on genomic
data) and remove all alignments in which at least one species presents two sequences (i.e.
apparent paralogy). For each alignment, we then remove all sequences from species (based on
transcriptomic data) that have too many paralogous sequences (i.e. more than eight copies
per species). Short sequences that span less than 100 amino acids and have more than 70%
missing data in a given alignment are discarded. Lastly, if less than three species present
paralogs for a given alignment, their sequences are removed. The second pipeline adds three
steps to the previous one (CroCo, Fusion 1 and Fusion 2, see the three blue “YES” of the
corrected pipeline in Figure 3A). First, transcriptome assemblies from 54 species are cleaned
from cross-contaminations using CroCo (Simion et al., 2018). Second, gene annotations of
tunicate species (only those based on genomic data) are refined in the comparative context
of an alignment by fusing together several sequences from the same species when they do
not overlap. This is the “Fusion 1” step. Third, tunicate fragmented transcripts (based on
transcriptomic data) are improved by also fusing same-species non-overlapping sequences
in the alignments. This last “Fusion 2” step was only possible after an orthology context
was reached by filtering out alignments containing paralogy for tunicate genomic data thus
ensuring that we did not erroneous fuse non-overlaping paralogs.

The simultaneous use of the three corrections described above combined with para-
logy filters led to a dramatic increase of roughly one order of magnitude in the size of
the assembled dataset (see Figure 3B). The corrections improved the quantitative metrics
measured here, i.e. gene number (408 to 3,039) and missing data (34.9 to 29.3%), thus
increasing the number of known residues by 17-fold (2.5 M to 42.6 M). Gene alignments and
supermatrices are available on the following website, containing the Supplementary Ma-
terial of the current article: https://github.com/psimion/SuppData_Simion_Chapter_
2020_Limitations_Phylogenomics . A recent study also reported a marked improvement
in their dataset after cross-contamination removal with CroCo, with a gene number increase
of 2,993 to 6,621 (Allio et al., 2020). This improvement was associated with an impact on
the species tree topology and branch lengths, as expected given the findings of previous stud-
ies on the impact of the presence of cross-contamination in phylogenomics (Laurin-Lemay
et al., 2012; Simion et al., 2018)). Importantly, these quantitative improvements were ob-
served hand in hand with a qualitative improvement of the phylogenomic dataset. Indeed,
the congruence between gene trees and species tree increased from 63.3% to 67.2% when
using our three correcting steps (Figure 3B).

Why do cross-contamination removal and non-overlapping sequence fusion lead to a data-
set that is an order of magnitude larger and of better quality? The answer lies in the existing
interdependency between the different steps of the phylogenomic approach. We handled each
step independently, but they share many assumptions that underlie an ideal genome evolu-
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tion model, which means that a misspecification in one step will impact the next one. First,
orthology inference tools are based on the assumption that sequences are correctly associated
with an organism (i.e. no cross-contamination). Second, the accuracy of filtering clusters
corresponding to 1-to-1 orthologs depends on the extent to which the genes are complete
(i.e. correct gene annotation). In our example, gene annotation was a posteriori improved
by being considered in the comparative context of a multi-species alignment. Third, high
transcriptomic assembly quality (i.e. no fragmented transcripts) is essential when consider-
ing contigs from a transcriptomic assembly as biological transcripts. By carrying out simple
a posteriori corrections to some known issues in the practical phylogenomic approach, we
were able to better take into account some evolutionary and experimental processes that
produced the genomic data under study. Orthology inference methods are more accurate
if contaminants are removed and the number of apparent paralogs is reduced if split gene
annotation and transcripts are fused back together. These simple corrections ultimately led
to a vastly larger phylogenomic dataset.

Although useful, our simple corrections are still insufficient to build a truly genome-scale
dataset. Indeed, a large percentage of the genes in the genomes and transcriptomes are
still not present in the supermatrices. This might be due to incomplete sequencing and
assembly of genomes and transcriptomes, to the limits of the orthology assignment method
used (e.g. missing small and fast evolving genes) and/or to incomplete taxonomic sampling,
which hampers accurate reconstruction of complex evolutionary histories (e.g. transfers,
duplications, losses).

4.2 Cleaning outlier sequences and genes in turtle phylogenomics

The phylogenetic position of turtles within amniotes offers a great example of a longstanding
question that has finally been answered through the resolving power of the phylogenomic
approach. In 2012, two phylogenomic studies based respectively on transcriptomes (Chiari
et al., 2012) and ultra-conserved DNA elements (Crawford Nicholas G. et al., 2012) inde-
pendently found convincing support for positioning turtles as a sister group of archosaurs
(birds and crocodiles), to the exclusion of lepidosaurs (lizards and snakes). This more de-
rived position of turtles, recently confirmed by a larger scale phylogenomic analysis (Irisarri
et al., 2017), implies that the anapsid condition of turtles (no temporal fenestration) is a
derived state, whereas it was classically interpreted as the ancestral condition for amniotes.
Chiari et al. (2012) built a phylogenomic dataset of 248 single copy nuclear genes for 16 ver-
tebrate taxa, which was assembled according to best reciprocal hits obtained with BLAST
based on the genomes and orthology annotations available at the time, along with newly
generated transcriptomes. They showed that ML and Bayesian concatenations, and gene
trees/species tree approaches performed under the best fitting nucleotide and amino acid
substitution models unambiguously supported the classification of turtles as a sister group to
birds and crocodiles (T2 in Figure 4B). However, the use of more simplistic nucleotide sub-
stitution models for both concatenation and gene trees/species tree reconstruction methods
led to an alternative topology by artifactually grouping turtles and crocodiles (T1 in Fig-
ure 4A), likely because of third codon position saturation. This 248-gene dataset has since
become an exemplary dataset in several studies aimed at testing phylogenetic reconstruc-
tion methods by comparing concatenation versus gene trees/species tree approaches (Bayzid
et al., 2014; Mirarab et al., 2014, 2016; Simmons et al., 2016, 2019; Gatesy et al., 2019).
Moreover, two recent studies have used this dataset as a core example to illustrate methods
to detect outlier genes in phylogenomic analyses based respectively on Bayes factors (Brown
and Thomson, 2017) and gene-wise likelihoods (Walker et al., 2018) between alternative
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Figure 4 Assessing the effects of three filtering methods and sequence evolution
models on the phylogenetic position of turtles. A) Maximum likelihood topology (T1)
obtained with IQ-TREE under a single concatenated GTR+G model on the original nucleotide
dataset of Chiari et al. (2012), including all codon positions. B) Maximum likelihood topology (T2)
obtained with IQ-TREE under a single concatenated GTR+G model on the nucleotide dataset,
including all codon positions filtered using the branch length correlation (BLC) method of Simion
et al. (2017). Numbers at nodes indicate the standard ML bootstrap percentage/gene concordance
factor, respectively. Bullets indicate nodes for which support values are reported in the table.
Scale is based on the mean number of substitutions per site. C) Summary statistics and support
values for the alternative T1 and T2 topologies obtained with different datasets (AA, NT12, and
NT123) resulting from three following filtering methods: BT, TS, and BLC. The datasets were
analysed under a single concatenated model (noPART) and a partitioned model by gene (PART).
Abbreviations: BT: removal of the two paralogous genes identified by Brown and Thomson (2017);
TS: TreeShrink filtering with default parameters (Mai and Mirarab, 2018); BLC: filtering with
the branch length correlation method of Simion et al. (2017); AA: amino acid dataset; NT12:
nucleotide dataset with saturated third codon positions removed; NT123: nucleotide dataset with
all codon positions; noPART: single concatenated model (LG+G for amino acids and GTR+G for
nucleotides); PART: partitioned model by gene (best models determined with ModelFinder); BP:
ML bootstrap percentage; CFgene: gene concordance factor.

topologies. Brown and Thomson (2017) detected two genes as marked outliers within the
248 single-copy orthologous genes of Chiari et al. (2012) and showed that the corresponding
alignments contained non-orthologous sequences, thus creating conflicting gene trees and
resulting in the artefactual topology (T1) grouping of turtles and crocodiles when analysing
the complete concatenated nucleotide dataset.

Protocols have been proposed to clean outlier sequences from alignments based on branch
length analysis of the corresponding gene trees. Analyses of branch lengths between con-
catenation trees and those of individual gene trees have been used to exclude genes in
phylogenomic analyses of metazoans (Simion et al., 2017), as well as to curate single-copy
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orthologous gene alignments of the OrthoMaM database (Scornavacca et al., 2019), and to
exclude outlier sequences when focusing on terminal branch lengths (Simion et al., 2017).
This approach is here referred to as Branch Length Comparison (BLC). A similar method
to detect outlier sequences that artificially inflate the diameter of individual gene trees was
recently developed and implemented in the TreeShrink software package (Mai and Mirarab,
2018). Here we used the dataset of Chiari et al. (2012) to illustrate the impact of differ-
ent cleaning methods on resolving phylogenetic conflicts regarding the position of turtles.
First, we removed the two paralogs identified by Brown and Thomson (2017) of the ori-
ginal amino acid and nucleotide datasets (BT). Second, we used HMMCleaner to remove
likely non-homologous sequence fragments from the original nucleotide datasets, removed
residual sequences shorter than 50 nucleotides, inferred individual ML gene trees and con-
catenated trees under a GTR4+G model using RAxML 8 (Stamatakis, 2014). Third, we
applied TreeShrink with default parameters (TS, Mai and Mirarab 2018), and used the
method of Simion et al. 2017 ~here named BLC- to exclude outlier sequences having a ter-
minal branch-length ratio >5 and gene alignments with an R2 Pearson correlation coefficient
between all branch lengths in each gene tree and the corresponding supermatrix tree out-
side of the normal distribution (mean +/- 1.96 standard deviation). Finally, we performed
phylogenetic reconstruction, along with gene and site concordance factors, on the resulting
datasets using IQ-TREE (Minh et al., 2018) under a single concatenated LG+G or GTR+G
model (noPART) and a gene partitioned model (PART), with model selection performed
using ModelFinder (Kalyaanamoorthy et al., 2017) on amino acid datasets (AA), nucleotide
datasets with only first and second codon positions (NT12), and nucleotide datasets with
all codon positions (NT123).

The application of TreeShrink (TS) resulted in the removal of a total of 82 sequences in
76 gene alignments, whereas the BLC method removed 10 outlier sequences and 11 genes.
Only BLC allowed automatic detection and exclusion of the two alignments containing para-
logous sequences (ENSGALG00000008916 and ENSGALG00000011434). TS only excluded
the Monodelphis sequence from ENSGALG00000008916. As previously shown by Brown
and Thomson (2017), removing the two paralogous genes was enough to shift the topology
inferred with the three codon positions (T1) to the highly supported amino acid topology
(T2) in all cases (see Figure 4C). Automatic filtering with TreeShrink was inefficient as it
resulted in supporting the artifactual T1 topology (BP = 73) and with an even higher gene
concordance factor (CFgene = 28.3 vs. 25.8) than the original nucleotide dataset with all
three codon positions included when analysed with a single concatenated model. In con-
trast, the BLC procedure retrieved the amino acid topology (T2) with strong support (BP
= 100), even with a single concatenated model. As shown in Chiari et al. (2012), removing
the saturated third codon positions worked for all filtering methods, as was also the case
when using a gene partitioned model, which in all cases supported the T2 topology (see Fig-
ure 4C). However, in the latter case, the NT__123 and NT123_ TS datasets only moderately
supported the amino acid T2 topology (BP = 78 and 67, respectively), whereas all other
methods and datasets provided strong support (BP = 100).

Finally, it is worth noting that the BLC filtering method generally resulted in higher
gene- and site-concordance values compared to other filtering approaches (see Figure 4C),
thus demonstrating that gene tree incongruence was reduced by efficient sequence filter-
ing in individual gene alignments. Compared to Bayes factors and likelihood calculations,
this method provides an automated and computationally efficient approach to decrease the
impact of data error on phylogenomic inference. More generally, “gene incongruence” as
detected by current methods does not seem to stem from biological processes. Instead, they
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were mostly caused by orthology error and saturated positions, two typical methodological
issues during phylogenomic data construction and analysis. Our experiment also highlights
the importance of the signal-to-noise ratio. When low quality third codon positions were
included, more noise than signal was incorporated because it is hard to extract signal from
saturated data with the evolutionary models used here (note that codon models could be-
have differently as they explicitly account for genetic code structure). When only the first
and second codon positions were retained, the absolute signal quantity was lower but the
signal-to-noise ratio was higher as we discarded the noisy saturated data. Discarding data
that would not be correctly modelled is one way of improving the accuracy of phylogenomic
analyses.

4.3 Random contamination and short internal branches

Although it has been shown that cross-contamination (Laurin-Lemay et al., 2012; Simion
et al., 2018) and contamination (Philippe et al., 2011b) can drastically distort phylogenomic
trees, the level of contamination necessary to induce reconstruction errors as well as the
nature of the errors are unknown. In this case study, we introduced various amounts of
contaminants into a clean dataset and inferred phylogenomic trees to assess the impact
of sequence contamination on phylogenomics. We used the eukaryotic reference align-
ments maintained in the Philippe lab from which we selected 33 molluscan species as
well as 15 lophotrochozoan species as a close outgroup. For the contaminant sequences,
we selected species from taxonomic groups observed to be frequent contaminant sources
in real transcriptomic datasets (Philippe, unpublished observations): Amoebozoa, Api-
complexa, Arthropoda, Choanoflagellata, Ciliophora, Cryptophyta, Deuterostomia, Dip-
lomonadida, Dinophycae, Fungi, Haptophyta, Heterolobosea, Kinetoplastida, Microsporidia,
Nematoda, Platyhelminthes, Rotifera, Stramenopiles and Viridiplantae. Some chimaeras
between closely related species were made to reduce the amount of missing data (for de-
tails, see Supplementary Material website). A total of 110 species were finally selected and
the dataset was constructed by Philippe et al. (2011b). Briefly, ambiguously aligned po-
sitions were removed using Gblocks (Castresana, 2000) and a supermatrix was assembled
using SCaFoS (Roure et al., 2007). Only 143 genes with less than 27 missing species were
considered (see Supplementary Material website), yielding an alignment of 30,517 positions
from 110 species with 13% missing data. From this alignment, we extracted an alignment
of 48 uncontaminated data (the 33 molluscan and 15 lophotrochozoan species) with 25%
missing data, which was used as reference.

For the sake of simplicity, the protocol is described for a contamination level of 5% of
species and 5% of genes. The same protocol was repeated for all combinations between [5,
10, 25, 50] percent of genes and [5, 10, 25, 50] percent of species. Ten replicates were done
for each contamination level. Briefly, 5% of genes (i.e. 7 genes) were randomly selected
over the 143 proteins in the dataset. For each selected gene, 1 to 5% of the 48 species (i.e.
1 to 2 species) were randomly selected as contamination targets and we randomly drew a
value between 1 and 5% to mimic the fact that in real alignments the contamination level
varies greatly among species. Note that the target species were different for each gene. For
each sequence to be contaminated, a species was randomly selected among the remaining
62 non lophotrochozoan species, and its sequence was used to replace the original target
sequence. A supermatrix was then assembled using SCaFoS (Roure et al., 2007), yielding
an alignment of the same size and level of completeness as the uncontaminated alignment
(30,517 positions, 25% missing data).

The accuracy of the phylogenetic inferences performed in the presence of contamination
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Figure 5 Effect of an increasing contamination level on the phylogenetic accuracy. A)
The Robinson-Foulds distance was measured against the topology obtained from the uncontamin-
ated dataset for all contaminated datasets. The inferences were conducted with the CAT+G4 and
WAG+F+G4 models. The linear regression is plotted for each diagram. B) For four branches of
different length, the bootstrap values of the inferences performed with the WAG+F+G4 model are
plotted against the percentage of contaminated sequences. The linear regression is plotted for each
node. BL is the internal branch length as estimated by the WAG+F+G4 model. C) The slope of
the linear regression between the statistical support (as dependent variable) and the contamination
level (as explanatory variable) is plotted against the internal branch length for all branches present
in the topology obtained from the uncontaminated dataset with the CAT+G4 and WAG+F+G4
models.

was measured using the Robinson-Foulds distance (Robinson and Foulds, 1981) against the
tree inferred from the dataset without contamination. As expected, the accuracy decreased
with the amount of contaminated sequences, but no difference was detectable with respect
to the sequence evolution model, with similar performances obtained with the CAT+G4 and
WAG+F+G4 models (see Figure 5A).

As shown in Figure 5B in the case of the WAG+F+G4 model, the statistical support for
a given node decreased with the contamination level. As expected, contamination had
a greater impact for short branch lengths, while being negligible for medium and long
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branches (compare slope and BL values on Figure 5B). Similar results were obtained with
the CAT4G4 model (data not shown). To further validate this result, the linear regression
slope (as in Figure 5B) was plotted against the branch length for all non-trivial bipartitions
present in the trees inferred without contamination (see Figure 5C). For branches with a
length greater than 0.1 (CAT) or 0.04 (WAG), the node was almost always recovered with
maximal support and the slope was close to 0 (see Figure 5C). Otherwise the slope decreased
with the branch shortness, indicating that inference was on average more sensitive to con-
tamination with shorter branches. The dispersion of the slope values for a given branch
length was likely due to the other parameters influencing phylogenetic inference (e.g. depth
in the tree, number of taxa in the bipartitions, heterogeneity of evolutionary rates of species
surrounding the branch). In summary, at realistic random contamination levels (<5%), only
short branches will be negatively affected while most of the topology will remain unchanged.
Note that this was due to the randomness of this experiment, thus producing noise. Had
we simulated a contamination pattern consistently affecting the same taxa, thus introducing
non-phylogenetic signal, even medium and long branches would have likely been affected. In
conclusion, the main effect of a limited level of random contamination is a small reduction
in the phylogenomics statistical power, so only frequent and biased contamination could
explain incongruent phylogenomic trees.

4.4 Reappraisal of phylogenomic signal dissection methods

Recent years have brought forth a particular kind of phylogenomic analysis that aims at
using single genes or single alignment sites to investigate phylogenetic relationships that
are notoriously hard to resolve. We will here refer to these as “Constrained Topology
Analyses” (CTA) as they include slightly different analyses schemes (e.g. Gene Genealogy
Interrogation (GGI) [Arcila et al. 2017], AGLS and ASLS [Shen et al. 2017], Maximum
Gene-Wise Edge (MGWE) [Walker et al. 2018], Bayes Factors [Brown and Thomson 2017]).
These approaches use the general idea underlying all supertree methods that a “majority
vote” from many small data subparts will help determine the best tree. They measure
congruence and conflict of genes (or sites) relative to constrained tree topologies and then
relies on a “majority vote” to determine which of these topologies is best supported by
the data (see also Chapter 3.4 [Bryant and Hahn 2020]). CTA approaches were recently
used to assess a variety of phylogenetic relationships, including the position of ctenophores
(Arcila et al., 2017) (Shen et al., 2017), otophysans (Arcila et al., 2017), turtles (Brown and
Thomson, 2017) (Walker et al., 2018), carnivorous Caryophyllales (Walker et al., 2018), or
Amborella within angiosperms (Smith et al., 2015).

In this section, we reappraise the potential of CTA approaches to resolve notoriously
difficult phylogenetic relationships while criticizing the scant amount of phylogenetic signal
they rely on and highlighting the ever-important problem of model fit. CTA approaches are
based on the assumption that every single-gene analysis yields enough phylogenetic signal
to inform the difficult node under scrutiny. Since these nodes usually correspond to ancient
events and/or short internal branches, it can be doubted that the findings of a single-gene
analysis could reliably support a given topology versus alternative ones. Indeed, all recent
CTA studies have reported a very high number of uninformative genes, and 82.8% to 97.3%
of the genes did not reliably support either of the two main topologies under scrutiny (see
Figure 6A). The data subparts are generally too small to resolve the problem at hand. This,
in itself, is not problematic and is reminiscent of the era of single-gene phylogenetics where
all phylogenetic analyses were interpreted in light of these limitations. In CTA, however, all
of these single-gene analyses are often genuinely combined and the majority solution is con-
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Figure 6 The limitations of CTA approaches. A) Summary statistics of recent CTA studies
focused on hard to resolve phylogenetic nodes. Values in the analysis conducted by Smith et al.
(2015) are means of the corresponding values for the three deep nodes under study (nodes 3, 4
and 6). B and C) Comparative reanalyses of a previous study (Shen et al., 2017) at gene and
amino-acid site levels. B) Gene-wise information detected by CTA under several evolution models.
Uninformative genes did not significantly reject the other topology tested according to the AU
topology test (Shimodaira, 2002). C) Site-wise information detected by CTA under several evolution
models when using the 5% strongest sites (as in the original study of Shen et al. 2017).

sidered to be the best. This is problematic for at least two reasons: (i) there is no guarantee
that the majority signal is phylogenetic, as it could stem from an error source that would be
additive in nature and therefore lead to a substantial systematic error (i.e. non-phylogenetic
signal), and (ii) single gene inference is more complicated because less information is avail-
able to accurately infer the evolutionary model parameters. For example, if LBA artefacts
affect many single-gene analyses, then the CTA results will erroneously consider that the
majority LBA species tree is the correct topology. These issues are even more problematic
when CTA is used at the scale of single site (see Shen et al. 2017). Using per-site likelihood
differences between contradicting topologies is very similar to counting synapomorphies to
build the best species tree: it would only work in the presence of low or negligible homo-
plasy, which is clearly not the case in large phylogenomic datasets. Historically, questions
regarding dataset size and phylogenetic signal extraction triggered the emergence of “total-
evidence”, “multi-gene” and later phylogenomic approaches (Delsuc et al., 2005). This led
to the resolution of many parts of the tree of life by maximising the amount of phylogenetic
signal that could be extracted from the data. In this regard, recent CTA methods can be
viewed as a return to a “low-evidence” approach as well as a violation of the ideal joint
model described at the beginning of this chapter (see Figure 1).

CTA approaches can thus theoretically support an erroneous species tree, like conven-
tional phylogenomic approaches. Since they are based on the sum of single-gene or single-site
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signals, they are also impacted by the practical difficulties inherent to meeting phylogenetic
objectives: using high quality data under a satisfactory evolutionary model in order to infer
an accurate gene genealogy. The importance of data quality was stressed in Sections 4.1 and
4.2. We thus tested the impact of model choice on CTA approaches at gene and site scales
by reanalysing a dataset from a recent study focused on the position of ctenophores within
metazoans (i.e. the “D16_Opisthokonta” dataset of 89 genes, see Shen et al. 2017). This
latter study originally did not check the significance of gene support for a given topology, so
we used the same approach as another study instead, based on the approximately unbiased
topology test (Arcila et al., 2017). Genes that do not significantly support any given topo-
logy are hereby called “uninformative”. In addition, we checked the potential test rejection
of a priori constrained topologies compared to the unconstrained, genuine, gene topology
(i.e. star tree). This test has not been conducted in recent CTA studies, and our results
shows that a large proportion of constrained topologies are significantly rejected when com-
pared to the unconstrained topology, across evolution models: 98% (Poisson), 97% (LG),
98% (EX_EHO), 93% (GTR), and 93% (C60), see Supplementary Material website. This
confirms that most single-gene datasets do not carry enough phylogenetic signal to recover
a reasonable species tree, regardless of the evolution model used.

Our gene-wise reappraisal of CTA approaches using different sequence evolution models
revealed the same trend as noted in previous studies: a very large amount of the genes are
uninformative as they do not contain enough phylogenetic signal to favour any constrained
topology (grey bars in Figure 6B). Moreover, improving the model complexity decreases the
number of informative genes, suggesting that these genes might support a given topology
under a simpler model because of model misspecifications. With the C60 site-heterogeneous
model, virtually all genes are considered as uninformative regarding the two topologies un-
der scrutiny (Figure 6B). The impact of the model choice is even greater when considering
site-wise data. The absolute site-preference for the two topologies tested decreases with the
model complexity, as for gene-wise analyses (see AU tests results provided in Supplementary
Material website), again indicating that general site support for topologies might be over-
estimated with simple models. More importantly, whereas simple models show a greater
number of sites seemingly supporting ctenophores as a sister-clade to other metazoans (as
in Shen et al. 2017), using the more complex and better fitting C60 site-heterogeneous model
leads to the opposite conclusion and favours sponges as a sister-clade to other metazoans
(see Figure 6C). This highlights that CTA approaches can be highly impacted by model
choice upon which the conclusions of studies are based on.

The critical reappraisal of CTA approaches presented here is not intended to discourage
its potential use for phylogenomics. Dissecting conflicting signals in large heterogeneous
phylogenomic datasets is both important and helpful. However, our results show that CTA
still needs to be refined in the following areas: i) investigating the validity of using a con-
strained topology when the data significantly supports a different topology, ii) ensuring data
quality, and iii) selecting the most adequate evolution model for each data subset. It is still
doubtful that CTA could effectively resolve notoriously contentious relationships because it
is hard for the models to extract enough phylogenetic signal from a small dataset (e.g. see
Wang et al. 2019). Small datasets indeed contain a limited absolute amount of phylogenetic
signal and the lack of data hampers complex models from accurately estimating parameter
values. The main results of CTA studies to date are that outlier genes that generally chan-
nel phylogenomic analyses towards an erroneous species tree actually (Brown and Thomson,
2017) or likely (Walker et al., 2018) correspond to data errors (e.g. paralogs, contamina-
tion). In phylogenomics studies, CTA approaches might therefore be an efficient data quality



P. Simion, F. Delsuc and H. Philippe

check tool for detecting outliers, rather than being an efficient phylogenetic signal extraction
approach.
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Figure 7 Example of cross-contaminations in the dataset of Arcila et al. (2017). The
alignment of the ENSDARGO00000061941_5_ 17739391 17739087 locus was analysed under the
GTR+G model using RAxML. A) To illustrate cross-contamination simply, the five major mono-
phyletic groups are shown in color (Cypriniformes in yellow, Gymnotiformes in blue, Siluriformes in
red, Characoidei in grey and Citharinoidei in green). For instance, the sequence of the Characoidei,
Characidium zebra, is identical to Gymnorhamphichthys hypostomus, a member of Gymnotiformes.
It is likely that the correct sequence is that of Characidium zebra since it is closely related to Chara-
cidium purpuratum. B) Reanalysis of Arcila et al. (2017) dataset using IQ-TREE to perform the
Approximately Unbiased (AU) topology test. Lines represent the cumulative number of genes (x
axes) supporting each hypothesis with highest probability (rank 1) and their associated P-values (y
axes) according to the AU topology test. Values above the dashed line indicate all rank 1 hypotheses
that are significantly better than the alternatives (P < 0.05), whereas those below the dashed line
are also rank 1 but without statistical significance.

4.5 Opening the phylogenomic black box

Phylogenomic pipelines and their various components are becoming increasingly complic-
ated, and the volume of data to handle is exponentially increasing. Accordingly, it is tempt-
ing to consider the pipeline as a black box and to focus on the last step, i.e. alignment-based
tree inference. However, the road from biological samples to the species tree is long and
paved with multiple potential errors, as shown in this chapter. Placing too much trust in the
phylogenomic black box is thus risky. For instance, Smith et al. (2011) stated that “Phy-
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loBayes misidentified the data type of [their] matrix”, without questioning their pipeline
or looking at the data, despite the fact that six amino acids (E, F, I, L, P and Q) were
entirely missing from their dataset. This led the authors to publish a corrigendum to their
study stating that this error was due to a bug in their phylogenomic pipeline (Smith et al.,
2013). Similarly, Finet et al. (2010) inferred that two well-established clades (Zygnematales
and Coleochetales) were not monophyletic, although their study focused on a sister-group of
land plants. Yet a close visual examination of their alignments and corresponding gene trees
revealed numerous cross-contamination events that were responsible for these unexpected
results (Laurin-Lemay et al., 2012).

It is thus time to open the phylogenomic black box, take a close look at the intermediate
data and results, and check that they make sense in the light of current knowledge. We
briefly illustrate this by dissecting a recent study on the radiation of Otophysi fish (Arcila
et al., 2017). The relationships between four well-established clades (Gymnotiformes, Siluri-
formes, Characoidei and Citharinoidea) were recognized as difficult to resolve. The authors
sequenced 1,051 genes for 225 species, using monophyletic Cypriniformes as outgroup. They
used 45 different tree reconstruction methods based on concatenation and species tree ap-
proaches and observed that only 5 out of the 15 possible topologies were never supported.
The two most frequently recovered topologies were retrieved in only 11 and 9 of the 45
results. In contrast, the monophyly of the 5 clades (Cypriniformes, Gymnotiformes, Siluri-
formes, Characoidei and Citharinoidea) was always recovered with maximal support. This
result is in full agreement with previous knowledge: the length of internal branches is long
for the monophyly of the 5 clades (plenty of phylogenetic signal) and short with regard to the
relationships among the 5 clades (sparse phylogenetic signal). Instead of concluding that the
data quantity was insufficient to resolve this radiation, the authors used the GGI approach
in an attempt to find signal in single gene trees. The theoretical expectation is that single
genes should have some signal in support of the monophyly of the 5 clades and virtually
no signal for their inter-relationships. Indeed, if a single gene provides strong support for
any inter-clade relationship, this gene likely did not follow the same historical path as the
1,050 other genes (e.g. contains paralogs). Surprisingly, Arcila et al. (2017) disregarded this
theoretical expectation and instead decided “to gain additional insights [...] [to] constrain
gene-tree space to a small number of relevant options (15 in this case; Figurel) [to] overcome
gene tree estimation error.” In other words, they constrained branches for which a single gene
was expected to have some signal so as to find support for branches for which the single
gene was not expected to bear any signal. Quite surprisingly, their approach seemed to suc-
ceed since they found 325 genes that strongly supported one topology (topology H__0 which
was supported by seven of the 45 analyses described above) and 69 another one (topology
H_al0 which was never supported by any of the 45 analyses). This raises two questions:
(1) why was monophyly of the 5 clades constrained, and (2) why was there so much phylo-
genetic signal in 40% of the loci for the short internal branches connecting these 5 clades
but none when concatenated genes were analysed? Indeed, it is striking that only one out
of 23 concatenation approaches recovered a topology favoured by the gene-scale approach
(i.e., H 0 and not H_al0); Instead, concatenations mostly supported H_a0l, H_ a03 and
H_ a04. Unfortunately, the answers are to be found in errors in the phylogenomic pipeline,
not in any previously overlooked biological properties.

First, Arcila et al. (2017) recognised that: “it is possible that deep coalescences could
result in particular gene histories that display non-monophyly of one or more subclades.
This possibility, however, is highly unlikely because internal branches subtending subclades
span 20-65 million years of evolution.” But they did not foresee that the non-monophyly
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of the 5 clades could be due to data error (i.e. cross-contamination events). A compar-
ison of single gene and concatenation branch lengths using the BLC method (see pre-
vious section 4.2) highlighted numerous anomalous terminal branch lengths and led to
some very poor correlation coefficients. For instance, the phylogeny based on the ENS-
DARGO00000061941 5 17739391 17739087 locus revealed numerous cross-contamination
events (see Figure TA). Among other events, the Siluriformes Tatia and Bagrus ubangensis
are identical to the Citharinoidei Distichodus fasciolatusl (distant from other species of the
Distichodus genus), and this cluster is deeply nested within the outgroup, i.e. Cypriniformes.
Using a variety of approaches based mainly on branch length comparison and BLAST sim-
ilarity, we estimated that about 12.3% of the sequences of this dataset stemmed from con-
tamination events (20,000 out of the 162,555 sequences. For details, see Supplementary
Material website). This indicates that the ENSDARG00000061941 517739391 17739087
locus is therefore not an exception. Our findings complement those of a later study from the
same group (Betancur-R. et al., 2019), which showed that a dataset from a competing study
was cross-contaminated but ironically did not check their own previous data. In summary,
constraining the monophyly of the five clades in the Arcila et al. (2017)’s study was mainly
necessitated by the presence of numerous incorrectly identified sequences.

Second, the presence of a very strong signal for deep relationships in 394 out of the 1,051
loci reported by Arcila et al. (2017) could solely be explained by software error, i.e. a bug
in the RAXML version used, as confirmed by Alexis Stamatakis (personal communication).
When we performed the computation with IQ-TREE (Nguyen et al., 2015), our results
perfectly fit the theoretical expectations: only 2 out of the 1,051 loci significantly supported
any of the 15 possible topologies (see Figure 7B). This observation is in agreement with
results of Section 4.4. Moreover, contrary to Figure 2a in Arcila et al. (2017), where the
best two topologies were H__0 and H__al0, our results suggested that the best two topologies
were H_a0l and H_a03. The topology that was the most frequently recovered in the 45
experiments of Arcila et al. (see H_a01 in their Figure 1) displayed the highest average AU
test p-value in our results. This was in full agreement with the theoretical expectation, as
the accumulation of a very weak signal (phylogenetic or not) over a large number of genes
appeared to be the dominant signal in the concatenated tree.

These examples demonstrated how easily errors can arise along the long road leading
from biological samples to species trees and lead to erroneous conclusions (i.e. data error
and software error in the case of Arcila et al. 2017). Not only a combination of automatic and
manual quality control needs to be performed at each step along phylogenomic pipelines, but
also all (intermediate) results should be evaluated in the light of theoretical expectations. For
instance, a transcriptome assembly with a reasonable N50 but more than 100,000 contigs, or
a very unexpected phylogenetic placement or branch length for a taxon should immediately
trigger the opening of the phylogenomic black box. Indeed, such a transcriptome likely
contains contaminants and/or fragmented sequences, and a surprisingly long branch taxon
could be produced by incorrect underlying data.

5 Conclusions

Multiple types of error occur along the long road from organisms to the species phylogeny,
all of which are ultimately due to model violations. They generally decrease the resolving
power of phylogenomics (e.g. Figure 5), but occasionally increase it in favour of an erroneous
solution (e.g. biased contamination or software bugs). Since very few studies have focused
on tracking these errors, we have little idea on the extent of their impact on the species
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phylogeny accuracy. We argue that it is essential to identify the most damaging errors (e.g.
contamination, annotation errors, orthology errors, alignment errors, single gene tree errors,
violation of sequence or gene evolution models) and devote more energy correcting them.
Note that the extent of the damaging effect might differ markedly depending on the result
of interest. For instance, an annotation error might have a limited impact on topology
inference, but a huge impact on branch length and positive selection estimates (Di Franco
et al., 2019).

Our current knowledge of biology and evolution could guide us in identifying relevant
model violations (and the errors they introduced in the divide and conquer approach of the
ideal model in Figure 1. For instance, ignoring ILS would likely only be important for very
short internal branches, while over-simplified sequence evolution models could be adequate
for minor phylogenetic issues. Posterior predictive checks could enhance studies on these
intuitions by quantifying data aspects that are the most poorly explained by the model. For
example, recent studies have stressed the importance of rampant discordance between gene
trees (Hahn and Nakhleh, 2016), while it could be argued that rampant data error is an
equally (or more) serious threat.

Two approaches are conventionally used to eschew these model violations. The first
one consists in identifying and removing the most problematic data. For instance, cross-
contaminants may be removed from transcriptomic data (Simion et al., 2018), poorly aligned
regions (Di Franco et al., 2019) or genes/sites that seriously violate the model assumptions
(Roure and Philippe, 2011). This approach is not well founded from a statistical standpoint
because the data has to be analysed multiple times while removing data instead of developing
an adequate model. However, it is computationally quite efficient and seems reasonnable
when founded on solid external knowledge. We believe research in that direction should be
pursued. The second approach involves the development of better models. Each sub-model
may be improved along the phylogenomic pipeline independently, or sub-models could be
combined to allow joint analysis (e.g. alignment and phylogeny). We feel that studies
should be focused on sequence evolution models (see Chapter 1.4 [Lartillot 2020a]) and on
joint inference of gene trees and species trees (as in Boussau et al. 2013). Yet we stress that
software error is an emerging threat to the phylogenomic approach and that increasing the
model complexity or implementing clever mathematical tricks to accelerate the computation
will increase the software error risk. More resources need to be devoted to the development
of high quality software.

Finally, in the current Anthropocene age, the question arises as to whether phylogenomics
is a past or future science. Unfortunately, at a time when the environmental footprint of
humanity should be drastically reduced [IPCC and IPBES reports], enhancing the accuracy
of phylogenomics would require a sharp increase in the computational burden (more data
and more complex joint models). As an illustrative example, the computational footprint
of xenambulacrarian phylogenomics rose from 7T of CO2 in 2011 (Philippe et al., 2011a) to
260T in 2019 (Philippe et al., 2019), roughly equivalent to 137 round-trip flights between
New York and Paris. This raises a legitimate question as to whether pursuing biodiversity
science under current scientific practices is reasonable.
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