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Abstract

We design and analyze a hybrid high-order (HHO) method on unfitted meshes to approximate the Stokes interface problem. The interface can cut through the mesh cells in a very general fashion. A cell-agglomeration procedure prevents the appearance of small cut cells. Our main results are inf-sup stability and a priori error estimates with optimal convergence rates in the energy norm. Numerical simulations corroborate these results. Stokes interface problem, hybrid high-order method, unfitted meshes.

1 Introduction

Generating meshes to solve problems posed on domains with a curved interface separating subdomains with different properties can be a difficult task. The use of unfitted meshes that do not fit the interface greatly simplifies the meshing process since such meshes can be chosen in a very simple manner. We can for instance mesh the domain without taking into account the interface. The analysis of finite element methods (FEM) on unfitted meshes was started in [2, 3]. The main paradigm introduced in [20] is to double the unknowns in the cut cells and to use Nitsche’s method (see [27]) to weakly impose the interface conditions. We refer the reader to [8] for an overview. One difficulty with the penalty method appears with the presence of small cuts, i.e. cells that have only a tiny fraction of their volume on one side of the interface. Small cuts have an adverse effect to [8] for an overview. One difficulty with the penalty method appears with the presence of small cuts, i.e. cells

unnecessary to solve the Stokes interface problem. Let $\Omega$ be a polygonal/polyhedral domain in $\mathbb{R}^d$, $d \in \{2, 3\}$ (open, bounded, connected, Lipschitz subset of $\mathbb{R}^d$) and consider a partition of $\Omega$ into two disjoint subdomains so that $\Omega = \Omega_1 \cup \Omega_2$ with the interface $\Gamma = \partial \Omega_1 \cap \partial \Omega_2$. The unit normal vector $\mathbf{n}_\Gamma$ to $\Gamma$ conventionally points from $\Omega_1$ to $\Omega_2$. For a smooth enough function $v$ defined on $\Omega_1 \cup \Omega_2$, we define its jump across $\Gamma$ as $[v]_\Gamma := v_{|\Omega_1} - v_{|\Omega_2}$. We denote $H^1(\Omega_1 \cup \Omega_2; \mathbb{R}^d) := \{v \in L^2(\Omega; \mathbb{R}^d) \mid v_{|\Omega_i} \in H^1(\Omega_i; \mathbb{R}^d), \forall i \in \{1, 2\}\}$ and $L^2(\Omega) := \{q \in L^2(\Omega) \mid \int_{\Omega} q = 0\}$. We consider the following problem: Find the velocity and pressure $(u, p) \in H^1(\Omega_1 \cup \Omega_2; \mathbb{R}^d) \times L^2(\Omega)$ such that

\[
-\nabla \sigma(u, p) = f, \quad \nabla \cdot u = 0 \quad \text{in } \Omega_1 \cup \Omega_2, \quad (1a)
\]

\[
[\sigma(u, p)]_\Gamma \mathbf{n}_\Gamma = g_N, \quad [u]_\Gamma = 0 \quad \text{on } \Gamma, \quad (1b)
\]

\[
u = 0 \quad \text{on } \partial \Omega, \quad (1c)
\]

with data $f \in L^2(\Omega; \mathbb{R}^d)$ and $g_N \in L^2(\Gamma; \mathbb{R}^d)$, and where $\sigma(u, p) := 2\nu \nabla^\circ u - \rho I$ is the total stress tensor, $\nabla^\circ u = \frac{1}{2}(\nabla u + \nabla u^T)$ is the linearized strain tensor, and $I$ is the identity tensor. For simplicity we consider the viscosity $\nu$ to be constant in each subdomain $\Omega_i$ and we set $\nu_i := \nu_{|\Omega_i}$ for all $i \in \{1, 2\}$. To ensure robustness with respect to the viscosity contrast, the two subdomains play different roles in the numerical scheme. To fix the ideas, we enumerate the two subdomains so that $0 < \nu_1 \leq \nu_2$. We notice that several discretizations of the model problem (1) on unfitted meshes have already been analyzed, see for instance [19, 29, 4, 21, 12, 32, 26, 24, 10, 1] for finite element discretizations and [30, 22] for discontinuous Galerkin. However among these works only [10] analyzes the approximation of (1) with high order polynomials.
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The goal of the present work is to devise and analyze a hybrid high-order (HHO) method on unfitted meshes for the Stokes interface problem. Robustness with respect to small cuts is achieved by using a cell-agglomeration procedure. HHO methods have been introduced and analyzed for diffusion and locking-free linear elasticity problems on fitted meshes in [16, 17]. As shown in [14], these methods are closely related to hybridizable discontinuous Galerkin (HDG) methods and to nonconforming virtual element methods (ncVEM). HHO methods have already been used to solve Stokes and Navier–Stokes problems on fitted meshes in [18, 5].

We consider an unfitted setting for HHO that has been first introduced and analyzed in [9] for an elliptic interface problem. This study has been continued in [7] where novel gradient reconstructions enabled the use of a parameter-free Nitsche’s method to impose the interface conditions. Moreover, the unfitted HHO method has been run on several elliptic interface problems, including high contrast of coefficients and jumps of the solution across the interface. In the present work we extend the unfitted HHO method from [7] to the Stokes interface problem. The novelties herein are the devising of linearized strain and divergence reconstruction operators and the inf-sup stability analysis where we track the dependency on the viscosity coefficients on both sides of the interface and show that the method is robust in the highly contrasted case.

This work is organized as follows. We introduce the discretization of the model problem (1) by an unfitted HHO method in Section 2. We present the key analysis tools related to the discrete unfitted setting in Section 3. We perform the numerical analysis of the unfitted HHO method in Section 4, where we establish in particular inf-sup stability and a priori error estimates with optimal convergence rates. We then present some numerical examples in Section 5. Finally, conclusions are drawn in Section 6.

2 The unfitted HHO method

The goal of this section is to introduce some important definitions concerning unfitted meshes and to present the unfitted HHO method to discretize the Stokes interface problem.

2.1 Unfitted meshes

Let \((T_h)_{h>0}\) be a family of matching meshes of \(\Omega\). The meshes can have cells that are polyhedra in \(\mathbb{R}^d\) with planar faces, and hanging nodes are also possible. For all \(T \in T_h\), \(h_T\) denotes the diameter of the cell \(T\) and \(n_T\) is the unit normal on \(\partial T\) pointing outward \(T\). We set \(h := \max_{T \in T_h} h_T\). The mesh faces are collected in the set \(F_h\). Assumptions on the mesh regularity and how the interface cuts the mesh cells are stated in Section 3.1.

Let us define the partition \(T_h = T^1_h \cup T^\Gamma_h \cup T^2_h\), where the subsets:

\[ T^1_h := \{ T \in T_h \mid T \subset \Omega \} \quad (\forall i \in \{1, 2\}), \quad T^\Gamma_h := \{ T \in T_h \mid T \cap \Gamma \neq \emptyset \}, \]

collect respectively the mesh cells inside the subdomain \(\Omega_i\) (the uncut cells), and those cut by the interface \(\Gamma\) (the cut cells). For every cut cell \(T \in T^\Gamma_h\) and all \(i \in \{1, 2\}\), we define:

\[ T^i := T \cap \Omega_i, \quad T^\Gamma := T \cap \Gamma. \]

For all \(T \in T^\Gamma_h\) and all \(i \in \{1, 2\}\), the boundary \(\partial(T^i)\) of the subcell \(T^i\) is decomposed as:

\[ \partial(T^i) = (\partial T)^i \cup T^\Gamma, \quad (\partial T)^i := \partial T \cap \Omega_i. \]

In order to unify the notation, for all \(i \in \{1, 2\}\) and \(T \in T^i_h\), we also set:

\[ T := T, \quad T^0 := \emptyset, \quad (\partial T)^0 := \partial T, \quad (\partial T)^1 := \emptyset, \quad T^\Gamma := \emptyset, \]

where \(\bar{i} := 3 - i\) (so that \(\bar{1} := 2\) and \(\bar{2} := 1\)). In a similar way, for all \(F \in F_h\) and all \(i \in \{1, 2\}\), we set:

\[ F^i := F \cap \Omega_i. \]

2.2 The local discrete problem

In this section, we describe the unfitted HHO method for the Stokes interface problem. Let \(k \geq 0\) be a polynomial degree. The discrete unknowns for the velocity are piecewise polynomials of degree \(k\) attached to the mesh faces and of degree \((k+1)\) attached to the mesh cells, whereas the discrete unknowns for the pressure are piecewise polynomials of degree \(k\) attached to the mesh cells. For \(\ell \in \mathbb{N}\), we denote \(\mathbb{P}^{\ell}(S)\) (resp. \(\mathbb{P}^{\ell}(S; \mathbb{R}^d), \mathbb{P}^{\ell}(S; S^{d \times d}))\) the space of scalar-valued (resp. vector-valued, symmetric matrix-valued) polynomials in \(S\) of degree at most \(\ell\). We also denote \((\cdot, \cdot)_S\) the \(L^2\)-scalar product on \(S\) and \(\| \cdot \|_S\) the associated norm. Whenever \(S = \emptyset\), we abuse the notation by writing \(\mathbb{P}^{\ell}(S) := \{0\}\) and \((\cdot, \cdot)_S := 0\).
Let $T \in \mathcal{T}_h$. For all $i \in \{1, 2\}$, we set $\mathbb{P}^k(F_{\partial T}^i; \mathbb{R}^d) := \mathbb{X}_F \in F_{\partial T}^i \mathbb{P}^k(F; \mathbb{R}^d)$ and $\mathcal{F}_{\partial T}^i := \{ F \mid F \in F_{\partial T} \}$ where $F_{\partial T} := \{ F \in \mathcal{F}_h \mid F \subset \partial T \}$. We define the local discrete unknowns as

$$\tilde{v}_T := (v_{T^i_1}, v_{\partial T^i_1}, v_{\partial T^i_2}, v_{\partial T^i_3}) \in U^k_T, \quad p_T := (p_{T^i_1}, p_{T^i_2}) \in P^k_T,$$

with $U^k_T := U^{k,1}_T \times U^{k,2}_T$, $P^k_T := P^{k,1}_T \times P^{k,2}_T$, and

$$U^{k,i}_T := \mathbb{P}^{k+1}(T^i; \mathbb{R}^d) \times \mathbb{P}^{k}(F_{\partial T^i}; \mathbb{R}^d), \quad P^{k,i}_T := \mathbb{P}^{k}(T^i), \quad \forall i \in \{1, 2\}.$$  \hspace{1cm} (7)

Note that there are no discrete unknowns attached to $T^T$. For all $T \in \mathcal{T}_h^I$ and all $\tilde{v}_T \in \tilde{U}_T$, we denote $[v_T]^r := v_{T^i_1} - v_{T^i_2}$.

For all $T \in \mathcal{T}_h$ and all $i \in \{1, 2\}$, we define a symmetric gradient reconstruction operator $\mathbb{E}^k_T : \tilde{U}^k_T \rightarrow \mathbb{P}^k(T^i; S^{d \times d})$ such that for all $\tilde{v}_T := (v_{T^i_1}, v_{\partial T^i_1}, v_{T^i_2}, v_{\partial T^i_2}) \in \tilde{U}^k_T$, we have

$$\langle \mathbb{E}^k_T(\tilde{v}_T), q \rangle_{T^i} := (\nabla v_{T^i_1}, q)_{T^i} + (v_{\partial T^i_1} \cdot q n_T)_{\partial T^i_1} - ([v_T]^r \cdot q n_T)_{T^i}, \quad \forall q \in \mathbb{P}^k(T^i; S^{d \times d}) \text{ in (8a)}$$

for all $q \in \mathbb{P}^k(T^i; S^{d \times d})$ in (8a) and all $q \in \mathbb{P}^k(T^i; S^{d \times d})$ in (8b). Similarly, for all $T \in \mathcal{T}_h$ and all $i \in \{1, 2\}$, we define a divergence reconstruction operator $D^k_T : \tilde{U}^k_T \rightarrow \mathbb{P}^k(T^i)$ such that for all $\tilde{v}_T := (v_{T^i_1}, v_{\partial T^i_1}, v_{T^i_2}, v_{\partial T^i_2}) \in \tilde{U}^k_T$, we have

$$D^k_T(\tilde{v}_T) := \text{trace}(\mathbb{E}^k_T(\tilde{v}_T)), \quad \forall q \in \mathbb{P}^k(T^i).$$ \hspace{1cm} (9)

Note that $D^k_T(\tilde{v}_T) \cdot n_T := D^k_T^i(\tilde{v}_T) \cdot n_T$.

The stabilization bilinear form is defined as follows: For all $(\tilde{v}_T, r_T), (\tilde{w}_T, q_T) \in \tilde{Y}^k_T := \tilde{U}^k_T \times P^k_T$,

$$A_T((\tilde{v}_T, r_T), (\tilde{w}_T, q_T)) := A_T(\tilde{v}_T, \tilde{w}_T) - b_T(\tilde{w}_T, r_T) + b_T(\tilde{v}_T, q_T) - \chi \nu_2^{-1} h_T(\| \sigma(v_T, r_T) \|\|^2 n_T, \| \sigma(w_T, -q_T) \|\|^2 n_T)_{T^i}, \quad \forall \nu_2 \in \mathbb{R}, \chi \in \mathbb{R} \setminus \{0\} \setminus \{0\}.$$

The local HHO bilinear and linear forms act as follows: For all $(\tilde{v}_T, r_T), (\tilde{w}_T, q_T) \in \tilde{Y}^k_T := \tilde{U}^k_T \times P^k_T$,

$$A_T((\tilde{v}_T, r_T), (\tilde{w}_T, q_T)) := A_T(\tilde{v}_T, \tilde{w}_T) - b_T(\tilde{w}_T, r_T) \quad \forall \nu_2 \in \mathbb{R}, \chi \in \mathbb{R} \setminus \{0\} \setminus \{0\}.$$

where $\Pi^k_{\partial T^i}$ denotes the $L^2$-orthogonal projector onto $\mathbb{P}^k(F_{\partial T^i}; \mathbb{R}^d)$.

The local HHO bilinear and linear forms act as follows: For all $(\tilde{v}_T, r_T), (\tilde{w}_T, q_T) \in Y^k_T := \tilde{U}^k_T \times P^k_T$,

$$A_T((\tilde{v}_T, r_T), (\tilde{w}_T, q_T)) := A_T(\tilde{v}_T, \tilde{w}_T) - b_T(\tilde{w}_T, r_T) + b_T(\tilde{v}_T, q_T) \quad \forall \nu_2 \in \mathbb{R}, \chi \in \mathbb{R} \setminus \{0\} \setminus \{0\}.$$

with $[\sigma(v_T, r_T)]_{\partial T^i} := \sigma(v_{T^i_1}, r_{T^i_1}) - \sigma(v_{T^i_2}, r_{T^i_2})$ and

$$a_T(\tilde{v}_T, \tilde{w}_T := \sum_{i \in \{1, 2\}} 2 \nu_1 \langle \mathbb{E}^k_T(\tilde{v}_T), \mathbb{E}^k_T(\tilde{w}_T) \rangle_{T^i} + s_T(\tilde{v}_T, \tilde{w}_T), \quad \forall \nu_2 \in \mathbb{R}, \chi \in \mathbb{R} \setminus \{0\} \setminus \{0\}.$$

and $\chi > 0$ is a penalty parameter that has to be chosen small enough (see Lemma 10). Our numerical results indicate that the stabilization term associated with $\chi$ can be omitted (i.e., one can set $\chi := 0$), but this term is needed in the present stability analysis.

**Remark 1 (Alternative gradient reconstruction).** One can also consider a gradient reconstruction operator mapping to $\nabla \mathbb{P}^k(T^i; \mathbb{R}^d)$ defined in a similar way to the original HHO method for the Stokes equations in [18] for all $i \in \{1, 2\}$. In this case, the specific divergence reconstruction defined in (10) has to be computed separately so as to evaluate the local bilinear form $b_T$ in (13b).
2.3 The global discrete problem

For all $i \in \{1, 2\}$, we define the discrete spaces

$$\tilde{U}_{h}^{k,i} := \left( \chi_{T \in \mathcal{T}_{h}} \mathbb{P}^{k+1}(T; \mathbb{R}^d) \right) \times \left( \chi_{F \in \mathcal{F}_{h}} \mathbb{P}^{k}(F; \mathbb{R}^d) \right), \quad P_{h}^{k,i} := \chi_{T \in \mathcal{T}_{h}} \mathbb{P}^{k}(T),$$

and we set

$$\tilde{U}_{h}^{k} := \tilde{U}_{h}^{k,1} \times \tilde{U}_{h}^{k,2}, \quad P_{h}^{k} := P_{h}^{k,1} \times P_{h}^{k,2},$$

as well as $P_{h}^{k,0} := \{ q_{h} \in P_{h}^{k} \mid (q_{h}, 1)_{T} = 0 \}$. We also denote $\tilde{U}_{h}^{k,0}$ the subspace of $\tilde{U}_{h}^{k}$ where all the degrees of freedom attached to the faces composing $\partial \Omega$ are null. Let $\tilde{\nu}_{h} \in \tilde{U}_{h}^{k}$ and let $q_{h} \in P_{h}^{k}$. For every cell $T \in \mathcal{T}_{h}$, we denote $\tilde{\nu}_{T} := (\nu_{T}^{1}, \nu_{T}^{2}, \nu_{T}^{3}, \nu_{T}^{4}) \in U_{T}^{k}$ the components of $\tilde{\nu}_{h}$ attached to $T^{1}, T^{2}$ and the faces composing $(\partial T)^{1}$ and $(\partial T)^{2}$, and we denote $q_{T} := (q_{T}^{1}, q_{T}^{2}) \in P_{T}^{k}$ the components of $q_{h}$ attached to $T^{1}$ and $T^{2}$ (see (7)).

The discrete problem reads as follows: Letting $Y_{h}^{k} := \tilde{U}_{h}^{k} \times P_{h}^{k,0}$, find $(\tilde{w}_{h}, q_{h}) \in Y_{h}^{k}$ such that

$$A_{h}((\tilde{u}_{h}, p_{h}), (\tilde{w}_{h}, q_{h})) = L_{h}(\tilde{w}_{h}, q_{h}), \quad \forall (\tilde{w}_{h}, q_{h}) \in Y_{h}^{k},$$

where for all $(\tilde{w}_{h}, r_{h}), (\tilde{w}_{h}, q_{h}) \in Y_{h}^{k}$

$$A_{h}((\tilde{w}_{h}, r_{h}), (\tilde{w}_{h}, q_{h})) := \sum_{T \in \mathcal{T}_{h}} A_{T}((\tilde{w}_{T}, r_{T}), (\tilde{w}_{T}, q_{T})), \quad L_{h}(\tilde{w}_{h}, q_{h}) := \sum_{T \in \mathcal{T}_{h}} L_{T}(\tilde{w}_{T}, q_{T}).$$

It is also convenient to define

$$a_{h}(\tilde{w}_{h}) := \sum_{T \in \mathcal{T}_{h}} a_{T}(\tilde{w}_{T}), \quad b_{h}(\tilde{w}_{h}) := \sum_{T \in \mathcal{T}_{h}} b_{T}(\tilde{w}_{T}).$$

The discrete problem (16) can be solved efficiently by eliminating locally all the cell velocity unknowns and all the non constant pressure unknowns using static condensation. This local elimination leads to a global transmission problem involving only the velocity unknowns on the mesh skeleton and the mean pressure in every cell (one pressure degree of freedom per cell even in cut cells). The resulting stencil couples velocity unknowns attached to neighboring faces (in the sense of cells) and mean pressure values attached to neighboring cells (in the sense of faces). Once this global transmission problem is solved, the cell velocity and pressure unknowns are recovered by local solves (see e.g. [13]).

3 Analysis tools for unfitted meshes

In this section we establish the key analysis tools on unfitted meshes regarding discrete inverse and multiplicative trace inequalities, as well as polynomial approximation properties.

3.1 Admissible mesh sequences

We consider a shape-regular polyhedral mesh sequence $(\mathcal{T}_{h})_{h>0}$ in the sense of [16]. The mesh regularity is quantified by a parameter $\rho > 0$. Three additional assumptions on the meshes are introduced. The first one quantifies how well the interface cuts the mesh cells (and provides some discrete inverse inequalities), the second one quantifies how well the mesh resolves the interface (and provides a multiplicative trace inequality) and the third one requires the meshes to be not too graded.

**Assumption 1** (Cut cells). There is $\delta \in (0, 1)$ such that, for all $T \in \mathcal{T}_{h}^{1}$ and all $i \in \{1, 2\}$, there is $\tilde{x}_{T,i} \in T^{i}$ such that $B(\tilde{x}_{T,i}, \delta h_{T}) \subset T^{i}$.

**Assumption 2** (Resolving $\Gamma$). There is $\gamma \in (0, 1)$ such that, for all $T \in \mathcal{T}_{h}^{1}$, there is a point $x_{T} \in \mathbb{R}^{d}$ such that setting $T^{1} := B(x_{T}, \gamma^{-1} h_{T})$ we have the following properties: (i) $T \subset T^{1}$; (ii) for all $s \in T^{1}$, $\|x_{T} - s\|_{\mathbb{R}^{d}} \leq \gamma^{-1} h_{T}$ and $d(x_{T}, \Gamma) \geq \gamma h_{T}$, where $T_{2} \Gamma$ is the tangent plane to $\Gamma$ at the point $s$; (iii) For all $F \in \mathcal{F}_{\partial T}$, there is $x_{F} \in T^{1}$ such that $d(x_{F}, F) \geq \gamma h_{T}$.

It is shown in [9, Lem. 6.4] that if the mesh is fine enough, it is possible to devise a two-step cell-agglomeration procedure so that, choosing the parameter $\delta$ small enough (depending on the shape-regularity parameter $\rho$), Assumption 1 is fulfilled. In [7, Section 4.3], this procedure has been improved by adding a third step that guarantees that there is no propagation of the cell-agglomeration. Moreover it is shown in [9, Lem. 6.1] that if the mesh is fine enough compared to the curvature of the interface $\Gamma$, the statements (i) and (ii) in Assumption 2 are fulfilled, whereas the statement (iii) can be fulfilled by invoking the shape-regularity of the mesh sequence. Furthermore, on uncut cells, the shape regularity of the mesh sequence implies the existence of balls $B(\tilde{x}_{T,i}, \delta h_{T})$ (with $T^{i} = T$) and $T^{1} := B(\tilde{x}_{T,i}, \gamma^{-1} h_{T})$ satisfying the assertions of Assumptions 1 and 2.

Finally, as in [7], we introduce a third assumption on the mesh sequence which is reasonable if the meshes are not excessively graded.
Assumption 3 (Mild mesh grading). For all $T \in \mathcal{T}_h$, let the neighboring layers $\Delta_j(T) \subset \mathbb{R}^d$ be defined by induction as $\Delta_0(T) := T$ and $\Delta_{j+1}(T) := \{ T' \in \mathcal{T}_h \mid \overline{T'} \cap \Delta_j(T) \neq \emptyset \}$ for all $j \in \mathbb{N}$. Then there is $n_0 \in \mathbb{N}$ such that for all $T \in \mathcal{T}_h$, the ball $T^+$ introduced in Assumption 2 satisfies $T^+ \subset \Delta_{n_0}(T)$.

3.2 Discrete inverse and multiplicative trace inequalities

The role of Assumption 1 is to provide the following discrete (inverse) inequalities.

**Lemma 4** (Discrete (inverse) inequalities). Let Assumption 1 be fulfilled. Let $\ell \in \mathbb{N}$. There is $c_{\text{disc}} > 0$, depending on $\rho$, $\delta$, and $\ell$, such that, for all $T \in \mathcal{T}_h$, all $i \in \{1, 2\}$ and all $v_T, r \in \mathbb{P}(T^i)$, the following inequalities hold true:

- **(Discrete trace inequality)** $\|v_T\|_{\mathbb{P}(T)^i\cup T^i} \leq c_{\text{disc}} h_T^{\frac{1}{2}} \|v_T\|_{T^i}$.
- **(Discrete inverse inequality)** $\|\nabla v_T\|_{T^i} \leq c_{\text{disc}} h_T^{-1} \|v_T\|_{T^i}$.
- **(Discrete Poincaré inequality)** $\|v_T\|_{T^i} \leq c_{\text{disc}} h_T \|\nabla v_T\|_{T^i}$ whenever $(v_T, 1)_{B(\emptyset, h_T)} = 0$.
- **(Discrete Korn’s inequality)** $\|\nabla v_T\|_{T^i} \leq c_{\text{disc}} \|\nabla^s v_T\|_{T^i}$ whenever $(v_T, r)_{B(\emptyset, h_T)} = 0$ for all $r \in \mathbb{P}M := \{ r \in \mathbb{P}(\mathbb{R}^d; \mathbb{R}^d) \mid \nabla r = 0 \}$.

**Proof.** The discrete trace inequality is shown in [9, Lemma 3.4], and the discrete inverse and Poincaré inequalities are shown in [7, Theorem 3.1]. Let us now prove the discrete Korn’s inequality. Let $T \in \mathcal{T}_h$ be a mesh cell. Invoking Korn’s inequality in the ball $B(\emptyset, h_T)$ (with constant $c_0$, see [23]) followed by the inverse inequality $\|\nabla v_T\|_{B(\emptyset, h_T)} \leq c_1 \|\nabla v_T\|_{B(\emptyset, \delta h_T)}$ leads to $\|\nabla v_T\|_{B(\emptyset, h_T)} \leq c_0 \|\nabla v_T\|_{B(\emptyset, \delta h_T)} \leq c_0 c_1 \|\nabla v_T\|_{B(\emptyset, h_T)} \leq c_0 c_1 \|\nabla v_T\|_{B(\emptyset, h_T)}$ since $B(\emptyset, \delta h_T) \subset T^+ \subset B(\emptyset, h_T)$. (\qed)

The role of Assumption 2 is to provide the following multiplicative trace inequality (see [9] for the proof).

**Lemma 5** (Multiplicative trace inequality). There is $c_{\text{mtr}} > 0$, depending on $\rho$ and $\gamma$, such that for all $T \in \mathcal{T}_h$, all $v \in H^1(T^i)$, and all $i \in \{1, 2\}$,

$$\|v\|_{(\mathbb{P}(T)^i\cup T^i)} \leq c_{\text{mtr}} \left( \frac{1}{h_T} \|v\|_{T^i} + \|v\|_{T^i} \|\nabla v\|_{T^i} \right). \tag{19}$$

In what follows we use the convention $A \lesssim B$ to abbreviate the inequality $A \leq CB$ for positive real numbers $A$ and $B$, where the constant $C$ only depends on the polynomial degree $k \geq 0$ used in the unfitted HHO method, the mesh parameters $\rho$, $\delta$, $\gamma$, $n_0$ and the above constants $c_{\text{disc}}$ and $c_{\text{mtr}}$, but does not depend neither on the viscosity coefficients $0 < \nu_1 \leq \nu_2$ nor on the mesh size $h > 0$.

3.3 Polynomial approximation

Let $v \in H^1(\Omega; \mathbb{R}^d)$ and $q \in L^2(\Omega)$. For all $T \in \mathcal{T}_h$, recalling the spaces $\hat{U}_T^k$ and $P_T^k$ from (7), we define for all $i \in \{1, 2\}$

$$I^{k+1}_T(v) := \Pi^{k+1}_{\mathbb{P}(T)^i}(E_{i}(v))_{|T^i}, \quad \hat{U}_{T}^k(v) := (I^{k+1}_T(v), \Pi^{k+1}_{\mathbb{P}(T)^i}(v), I^{k+1}_{T^i}(v), \Pi^{k+1}_{\mathbb{P}(T)^2}(v)) \in \hat{U}_T^k, \tag{20a}$$

$$J_T^k(q) := \Pi^k_{\hat{U}_T^k}(E_i(q))_{|T^i}, \tag{20b}$$

where $E_i : H^1(\Omega; \mathbb{R}^d) \to H^1(\mathbb{R}^d; \mathbb{R}^d)$ and $E_i : H^1(\Omega; \mathbb{R}) \to H^1(\mathbb{R}^d; \mathbb{R})$ are stable extension operators (see [11, 31]), $\Pi^{k+1}_{\mathbb{P}(T)^i}$ and $\Pi^k_{\hat{U}_T^k}$ denote the $L^2$-orthogonal projectors onto $\mathbb{P}^{k+1}(T^i; \mathbb{R}^d)$ and $\mathbb{P}^k(T^i)$, respectively, $T^i$ is defined in Assumption 2, and $\Pi^k_{\mathbb{P}(T)^i}$ is defined below (11). We also define $I^k_T(v) \in \hat{U}_T^k$ such that, for all $T \in \mathcal{T}_h$, the local components of $I^k_T(v)$ in $T$ are $I^k_T(v) \in \hat{U}_T^k$. Note that $I^k_T(v) \in \hat{U}_T^k$ whenever $v \in H^1(\Omega; \mathbb{R}^d)$.

**Lemma 6** (Local approximation and global stability). Let $v \in H^1(\Omega; \mathbb{R}^d)$ and $q \in L^2(\Omega)$. For all $i \in \{1, 2\}$, we assume that $v_{|\Omega_i} \in H^{m+1}(\Omega_i)$ and $q_{|\Omega_i} \in H^m(\Omega_i)$ for some $m \geq 0$. Let $\ell := \min(k+1, m)$. For all $T \in \mathcal{T}_h$ and all $i \in \{1, 2\}$, we have

$$\|v - I^{k+1}_T(v)\|_{T^i} + h_T^\frac{1}{2} \|v - I^{k+1}_T(v)\|_{(\mathbb{P}(T)^i\cup T^i)} + h_T \|v - I^{k+1}_T(v)\|_{H^1(T^i)} \lesssim h_T^{\frac{1}{2}} \|E_i(v)\|_{H^{\ell+1}(T^i)}, \tag{21a}$$

$$\|J^k_T(q) - q\|_{T^i} + h_T^\frac{1}{2} \|J^k_T(q) - q\|_{(\mathbb{P}(T)^i\cup T^i)} \lesssim h_T^{\frac{1}{2}} \|E_i(q)\|_{H^\ell(T^i)}. \tag{21b}$$

Moreover we have

$$\sum_{T \in \mathcal{T}_h} \|I^{k+1}_T(v)\|_{H^1(T^i)}^2 \lesssim \|v\|_{H^{\ell}(\Omega)}, \tag{22a}$$

$$\sum_{T \in \mathcal{T}_h} \nu_1 h_T^{-1} \|v - I^{k+1}_T(v)\|_{T^i}^2 + \sum_{i \in \{1, 2\}} \nu_2 h_T^{-1} \|\Pi^k_{\mathbb{P}(T)^i}(v) - I^{k+1}_T(v)\|_{\mathbb{P}(T)^i}^2 \lesssim \sum_{i \in \{1, 2\}} \nu_i \|v\|_{H^{\ell}(\Omega_i)}^2. \tag{22b}$$
Proof. The local approximation properties (21a)-(21b) follow from the approximation properties in $L^2$ and $H^1$ of the projectors $\Pi_{T,h}^{k+1}$ and $\Pi_{h,i}^{k}$, together with the multiplicative trace inequality from Lemma 5. The global bound (22a) is a consequence of the $H^1$-stability of $\Pi_{T,h}^{k+1}$, Assumption 3, and the $H^1$-stability of the extension operator $E_i$ since we have

$$\sum_{T \in \mathcal{T}_h} |I_{T,h}^{k+1}(v)|^2_{H^1(T)} \leq \sum_{T \in \mathcal{T}_h} |I_{T,h}^{k+1}(v)|^2_{H^1(T')} \leq \sum_{T \in \mathcal{T}_h} |E_i(v)|^2_{H^1(T')} \lesssim |v|^2_{H^1(\Omega)},$$

Finally the global bound (22b) follows by using similar arguments as above and $\nu_1 \leq \nu_2$. \hfill \square

**Lemma 7** (Approximation property of symmetric gradient reconstructions). Let $v \in H^1(\Omega; \mathbb{R}^d)$ be such that for all $i \in \{1, 2\}$, $v|\Omega_i \in H^{k+2}(\Omega_i; \mathbb{R}^d)$. For all $T \in \mathcal{T}_h$, we have

$$\|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s v\|_{T} + h_T^k \|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s v\|_{(\partial T)^1 \cup T^v} \lesssim h_T^{k+1} \sum_{i \in \{1, 2\}} |E_i(v)|_{H^{k+2}(T')}, \quad (23a)$$

$$\|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{T} \lesssim h_T^k \|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{(\partial T)^1 \cup T^v}, \quad (23b)$$

Proof. We have

$$\|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{T}^2 = - \left( v - I_{T,h}^{k+1}(v), (\nabla^s I_{T,h}^{k+1}(v) - \mathbb{E}_{T,h}(\tilde{I}_h^k(v))) n_T \right)_{(\partial T)^1}$$

$$+ \left( I_{T,h}^{k+1}(v), (\nabla^s I_{T,h}^{k+1}(v) - \mathbb{E}_{T,h}(\tilde{I}_h^k(v))) n_T \right)_{T^v},$$

where we used the definition of $\mathbb{E}_{T,h}$ and the fact that $\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)$ belongs to $\mathbb{P}^k(T^1; \mathbb{S}^{d \times d})$ to replace $\Pi_{(\partial T)^1}(v)$ by $v$. Invoking the Cauchy–Schwarz, the inverse trace, and the triangle inequalities and since $[v]_\Gamma = 0$ because $v \in H^1(\Omega; \mathbb{R}^d)$, we infer that

$$\|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{T} \lesssim h_T^k \left( \|v - I_{T,h}^{k+1}(v)\|_{(\partial T)^1} + \|v - I_{T,h}^{k+1}(v)\|_{T^v} + \|v - I_{T,h}^{k+1}(v)\|_{T^v} \right).$$

The local approximation property (21a) implies that

$$\|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{T} \lesssim h_T^{k+1} \sum_{i \in \{1, 2\}} |E_i(v)|_{H^{k+2}(T')}. \quad (24)$$

The discrete trace inequality from Lemma 4 also gives

$$h_T^k \|\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v)\|_{(\partial T)^1 \cup T^v} \lesssim h_T^{k+1} \sum_{i \in \{1, 2\}} |E_i(v)|_{H^{k+2}(T')},$$

Finally the triangle inequality applied to $\mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s v = \mathbb{E}_{T,h}(\tilde{I}_h^k(v)) - \nabla^s I_{T,h}^{k+1}(v) + \nabla^s(I_{T,h}^{k+1}(v) - v)$ together with the local $H^1$-approximation property (21a) yields (23a). The proof of (23b) uses similar arguments, but is simpler since we do not need to consider the jump across $\Gamma$. \hfill \square

### 4 Stability and error analysis

In this section we analyze the convergence of the unfitted HHO method for the Stokes interface problem. The proof consists in establishing stability together with consistency and boundedness properties. Note that most of the results in this section hold under the condition $k \geq 1$. This condition is indeed needed to utilize the discrete Korn’s inequality which invokes an orthogonality property with respect to rigid body motions.

#### 4.1 Stability and well-posedness

First we establish the coercivity and boundedness of the bilinear form $a_h$ related to the viscous term. The proofs are only sketched since they dwell on the arguments from [17] in the fitted case and [9] in the unfitted one. We consider the following local semi-norm: For all $T \in \mathcal{T}_h$ and all $\hat{v}_T := (v_T, v_{(\partial T)^1}, v_{T^2}, v_{(\partial T)^2}) \in \hat{U}_T^k$,

$$\|\hat{v}_T\|_{\tilde{U}_T^k} := \sum_{i \in \{1, 2\}} \nu_i \left( \|\nabla^s v_T\|^2_T + h_T^{k+1} \|v_T - v_{(\partial T)^1}\|^2_{(\partial T)^1} \right) + \nu_3 h_T^{k+1} \|v_T\|_\Gamma^2, \quad (24)$$

and $\|\hat{v}_h\|_{\hat{U}_h^k} := \sum_{T \in \mathcal{T}_h} \|\hat{v}_T\|_{\tilde{U}_T^k},$. Note that $\|\cdot\|_{\hat{U}_h^k}$ defines a norm on $\hat{U}_h^k$. Indeed, if $\|\hat{v}_h\|_{\hat{U}_h^k} = 0$, then $\|\hat{v}_T\|_{\tilde{U}_T^k} = 0$ for all $T \in \mathcal{T}_h$, which implies that $v_T$ and $v_{(\partial T)^1}$ take the same constant value for all $i \in \{1, 2\}$ and that $[v_T]_\Gamma = 0$; we can then propagate the constant value of $v_{T_{i0}}$ up to the boundary $\partial \Omega$ (where $i_0$ is the index of the subdomain touching the boundary of $\Omega$) where $v_{T_{i0}}$ is zero by definition of $\hat{U}_h^k$; finally, we use the zero jump condition across $\Gamma$ to propagate the zero value to the other subdomain.
Lemma 8 (Coercivity of $a_h$). Let $k \geq 1$. There exists $c_{coer} > 0$ such that for all $\hat{v}_h, \hat{w}_h \in \mathcal{U}_h$, the following holds true:

$$c_{coer}\|\hat{v}_h\|_{H^2_h}^2 \leq a_h(\hat{v}_h, \hat{w}_h).$$

(25)

Proof. Using the usual arguments one proves that

$$\sum_{T \in T_h} \nu(h_T^{-1}|||v_T|||_T^2) + \sum_{i \in \{1,2\}} \nu_i((\nabla^2 v_T)_{H}^2 + h_T^{-1}|||\Pi_{(\partial T)}(v_T) - v_{(\partial T)}|||_{H}^2) \lesssim a_h(\hat{v}_h, \hat{w}_h).$$

For $T \in T_h$ and $i \in \{1,2\}$, to prove that $h_T^{-1}||(I - \Pi_{(\partial T)})(v_T)||_{H}^2 \lesssim \|v_T\|_{H}^2$, one observes that since $k \geq 1$,

$$h_T^{-1}||(I - \Pi_{(\partial T)})(v_T)||_{H}^2 \lesssim h_T^{-1}||(I - \Pi_{(\partial T)})(v_T)||_{H}^2 \lesssim h_T^{-1}||(I - \Pi_{(\partial T)})(v_T) - \Pi_{RM}(v_T)||_{H}^2 \lesssim \|v_T - \Pi_{RM}(v_T)\|_{H}^2 \lesssim \|v_T - \Pi_{RM}(v_T)\|_{H}^2 \leq \|v_T\|_{H}^2,$$

where $\Pi_{RM}(v_T)$ is the $L^2$-orthogonal projection of $v_T$ onto $\text{RM}$ defined in Lemma 4.

Lemma 9 (Boundedness of $a_h$). Let $k \geq 0$. For all $\hat{v}_h, \hat{w}_h \in \mathcal{U}_h$, the following holds true:

$$a_h(\hat{v}_h, \hat{w}_h) \leq \|\hat{v}_h\|_{U_h} \|\hat{w}_h\|_{U_h}.$$

(26)

Proof. It suffices to prove that $a_T(\hat{v}_T, \hat{w}_T) \leq |\hat{v}_T|_{U_T} |\hat{w}_T|_{U_T}$ for all $T \in T_h$. The Cauchy–Schwarz inequality and the $L^2$-stability of $\Pi_{(\partial T)}$ imply that $|s_T(\hat{v}_T, \hat{w}_T)| \leq |\hat{v}_T|_{U_T} |\hat{w}_T|_{U_T}$. Moreover the definition (8a) of the reconstructed symmetric gradient yields

$$\|E^k_T(\hat{v}_T)\|_{T}^2 = (E^k_T(\hat{v}_T), E^k_T(\hat{v}_T))_T = (\nabla^2 v_T, E^k_T(\hat{v}_T))_T + \nu h_T^{-1}|||\Pi_{(\partial T)}(v_T) - v_{(\partial T)}|||_{H}^2 \lesssim \|E^k_T(\hat{v}_T)\|_T \|\nabla v_T\|_T + h_T^{-1}|||\Pi_{(\partial T)}(v_T) - v_{(\partial T)}|||_{H}^2 \lesssim \|v_T - \Pi_{RM}(v_T)\|_{H}^2 \lesssim \|v_T\|_{H}^2.$$

Invoking the discrete trace inequality from Lemma 4 shows that $\nu(h_T^{-1}|||v_T|||_T^2) \lesssim |\hat{v}_T|_{T}^2$. A similar inequality is obtained for $\|E^k_T(\hat{v}_T)\|_{T}^2$.

We now define, for all $T \in T_h$ and all $(\hat{v}_T, p_T) \in Y_h^k$,

$$|(\hat{v}_T, p_T)|_{Y_h^k}^2 := |\hat{v}_T|_{U_T}^2 + \sum_{i \in \{1,2\}} \nu_i^{-1}|||p_T|||_T^2,$$

(27)

$$= \sum_{i \in \{1,2\}} (\nu_i|||\nabla p_T|||_T^2 + \nu_i h_T^{-1}|||\Pi_{(\partial T)}(p_T) - p_{(\partial T)}|||_{H}^2 + \nu_i^{-1}|||p_T|||_T^2).$$

Summing the local semi-norms over the cells, we define, for all $(\hat{v}_h, r_h) \in Y_h^k$,

$$|(\hat{v}_h, r_h)|_{Y_h^k}^2 := \sum_{T \in T_h} (|(\hat{v}_T, p_T)|_{Y_h^k}^2 = \|\hat{v}_h\|_{U_h}^2 + \sum_{T \in T_h} \sum_{i \in \{1,2\}} \nu_i^{-1}|||p_T|||_T^2.$$

Note that $\|\cdot\|_{Y_h^k}$ defines a norm on $Y_h^k$.

Lemma 10 (Inf-sup stability of $A_h$). Let $k \geq 1$. Assume that the penalty parameter $\chi > 0$ is small enough so that $\chi \leq \frac{\min(1, c_{disc})^2}{16} c_{disc}$, where $c_{disc}$ is the constant in the discrete trace inequality from Lemma 4 and $c_{coer}$ is the coercivity constant from Lemma 8. There exists $\beta > 0$ such that for all $(\hat{v}_h, r_h) \in Y_h^k$, we have

$$\beta \|\hat{v}_h\|_{Y_h^k} \leq \sup_{(\hat{w}_h, q_h) \in Y_h^k \setminus \{0\}} \frac{A_h((\hat{v}_h, r_h), (\hat{w}_h, q_h))}{\|(\hat{w}_h, q_h)\|_{Y_h^k}}.$$

(29)

Moreover the discrete problem (16) is well-posed.
Proof. Let \( (\hat{v}_h, r_h) \in Y^k_h \) and set \( S := \sup_{(\hat{w}_h, q_h) \in Y^k_h} \frac{\|A_h((\hat{w}_h, r_h), (\hat{w}_h, q_h))\|_{Y^k_h}}{\|\hat{w}_h, q_h\|_{Y^k_h}}. \)

- Control on the velocity and pressure jumps. Recalling the definitions of \( A_h \) and \( A_T \) (see (17) and (12a)), we have

\[
A_h((\hat{v}_h, r_h), (\hat{v}_h, r_h)) = a_h(\hat{v}_h, \hat{v}_h) + \chi \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T (\|F_T^{\epsilon} r_h\|_{T}^2 + \|\sigma(v_T, 0)\|_T^2). 
\]

We use the coercivity of \( A_h \) (Lemma 8) to infer that

\[
\min(1, c_{\text{cont}}) \left( \|\hat{v}_h\|_{\mathcal{U}}^2 + \chi \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|F_T^{\epsilon} r_h\|_{T}^2 + \nu_2^{-1} h_T \|\sigma(v_T, 0)\|_T^2 \right) \leq a_h((\hat{v}_h, r_h), (\hat{v}_h, r_h)) + \chi \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|[\sigma(v_T, 0)]_T r_h\|_{T}^2.
\]

Since \( \nu_1 \leq \nu_2 \), we have

\[
\sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|\sigma(v_T, 0)\|_T^2 \leq \sum_{T \in \mathcal{T}_h} \nu_1^{-1} h_T \|\sigma(v_T, 0)\|_T^2 \leq \nu_1^{-1} h_T \|\sigma(v_T, 0)\|_T^2.
\]

Thus, the rightmost term in the above right-hand side can be hidden on the left-hand side. We infer from (30)

\[
\|\hat{v}_h\|_{\mathcal{U}}^2 + \chi \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|F_T^{\epsilon} r_h\|_{T}^2 \leq A_h((\hat{v}_h, r_h), (\hat{v}_h, r_h)) \leq S \|\hat{v}_h, r_h\|_{Y^k_h}.
\]

- Control on the pressure gradient. Let \( \hat{w}_h \in \mathcal{U}_h \) be such that, for all \( T \in \mathcal{T}_h \), \( \hat{w}_h := (w_T, v_T, 0) \) with \( w_T := -\nu_1^{-1} h_T^2 \nabla r_T^{\epsilon} \). We have

\[
\|\nabla r_T^{\epsilon}\|_{T}^2 = \sum_{i \in \{1, 2\}} (\nabla w_T, v_T)_{T_i} = (r_T w_T - r_T^{\epsilon} w_T^{\epsilon})_{T_T} + \sum_{i \in \{1, 2\}} (r_T^{\epsilon}, \nabla w_T)_{T_i} + (r_T, \nabla w_T, 0)_{T_T}.
\]

We infer that

\[
\sum_{T \in \mathcal{T}_h} h_T^2 \sum_{i \in \{1, 2\}} \nu_2^{-1} \|\nabla r_T^{\epsilon}\|_{T}^2 = h_T^2 (\hat{w}_h, r_h) - \sum_{T \in \mathcal{T}_h} \|F_T^{\epsilon} r_T^{\epsilon} w_T\|_{T}^2
\]

\[
= - A_h((\hat{v}_h, r_h), (\hat{w}_h, 0)) + \hat{a}_h(\hat{w}_h, \hat{v}_h) - \sum_{T \in \mathcal{T}_h} \|F_T^{\epsilon} r_T^{\epsilon} w_T\|_{T}^2
\]

\[
= - \sum_{T \in \mathcal{T}_h} \|\hat{w}_h\|^2, \|\hat{v}_h\|_{\mathcal{U}}^2 \]

Let us denote \( A_1, A_2, A_3, \) and \( A_4 \) the four terms on the right-hand side. We have \(|A_1| \leq S \|\hat{w}_h\|_{\mathcal{U}}^2\) by definition of \( S \), and we have \(|A_2| \leq \|\hat{w}_h\|_{\mathcal{U}}^2 \|\hat{w}_h\|_{\mathcal{U}}^2 \) owing to the discrete trace inequality from Lemma 4. Moreover, the Cauchy–Schwarz and Young inequalities, the discrete trace inequality from Lemma 4 and the definition of \( w_T \) imply that

\[
|A_3| \leq \alpha \sum_{T \in \mathcal{T}_h} h_T^2 \nu_2^{-1} \|\nabla r_T^{\epsilon}\|_{T}^2 + c_\alpha \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|F_T^{\epsilon} r_T\|_{T_T}^2.
\]

where \( \alpha \) can be chosen as small as needed and \( c_\alpha > 0 \). Finally, recalling the definition of \( \sigma(v_T, r_T) \), using that \( \nu_1 \leq \nu_2 \), and invoking again the discrete trace inequality from Lemma 4 leads to

\[
|A_4| \leq \left( \|\hat{w}_h\|_{\mathcal{U}}^2 + \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|F_T^{\epsilon} r_T^{\epsilon} w_T\|_{T}^2 \right)^{\frac{1}{2}} \|\hat{w}_h\|_{\mathcal{U}}^2.
\]

Putting everything together and choosing \( \alpha \) small enough, we infer that

\[
\sum_{T \in \mathcal{T}_h} h_T^2 \sum_{i \in \{1, 2\}} \nu_2^{-1} \|\nabla r_T^{\epsilon}\|_{T}^2 \leq S^2 + \|\hat{w}_h\|_{\mathcal{U}}^2 + \sum_{T \in \mathcal{T}_h} \nu_2^{-1} h_T \|F_T^{\epsilon} r_T^{\epsilon}\|_{T}^2.
\]

Combined with (30), the above bound implies that

\[
\sum_{T \in \mathcal{T}_h} h_T^2 \sum_{i \in \{1, 2\}} \nu_2^{-1} \|\nabla r_T^{\epsilon}\|_{T}^2 \leq S^2 + S \|((\hat{v}_h, r_h))\|_{Y^k_h}.
\]

(31)
• Control on the pressure in the $L^2$-norm. Letting $\kappa := \frac{1}{|\Omega|} \sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T$, there exists $v_h \in H^1_0(\Omega)$ such that $\nabla \cdot v_h = \nu_i^{-1}r_i - \kappa$ in $\Omega$, i.e., $(\nabla \cdot v_h)_T = \nu_i^{-1}r_T - \kappa$ for all $T \in T_h$ and all $i \in \{1, 2\}$, and we also have $\sum_{i \in \{1, 2\}} \|v_h\|_{H^1(\Omega)} \lesssim \sum_{i \in \{1, 2\}} \nu_i^{-1}(\sum_{T \in T_h} \|r_T\|_T^2)^{\frac{1}{2}}$. Let $\tilde{w}_h := \mathcal{P}_k(h_T(v_h))$ and note that $\tilde{w}_h \in \hat{U}_h^k$. We have

$$\sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T = 0.$$ 

since $r_h \in P_{k+1}$. Therefore we can write $\sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T = \Psi_1 + \Psi_2$ with

$$\Psi_1 := \sum_{T \in T_h} \sum_{i \in \{1, 2\}} (r_T, \nabla \cdot v_h - D_T^h(\tilde{w}_h))_T, \quad \Psi_2 := \sum_{T \in T_h} \sum_{i \in \{1, 2\}} (r_T, D_T^h(\tilde{w}_h))_T = b_h(\tilde{w}_h, r_h).$$

We observe that

$$\Psi_1 = \sum_{T \in T_h} \sum_{i \in \{1, 2\}} (w_T, r_T, n_T)_T + \sum_{i \in \{1, 2\}} (r_T, \nabla \cdot (v_n - w_T))_T + (r_T, n_T, w_T - w_{(\partial T)^{\nu}})_T$$

$$= \sum_{T \in T_h} (-r_T, n_T, w_T - v_h)_T + (r_T, n_T, w_T - v_h)_T + (w_T, r_T, n_T)_T$$

$$+ \sum_{i \in \{1, 2\}} (-\nabla r_T, v_n - w_T)_T + (r_T, n_T, v_n - w_{(\partial T)^{\nu}})_T$$

$$= \sum_{T \in T_h} (-r_T, v_n - w_T)_T + \sum_{i \in \{1, 2\}} (-\nabla r_T, v_n - w_T)_T + (r_T, n_T, v_n - w_{(\partial T)^{\nu}})_T.$$ 

We have $(r_T, n_T, v_n - w_{(\partial T)^{\nu}})_T = 0$ and the approximation properties of $w_T$, (Lemma 6) give

$$|\Psi_1| \lesssim \sum_{T \in T_h} \|w_T - v_n\|_T \|r_T\|_T + \sum_{i \in \{1, 2\}} \|\nabla r_T\|_T \|v_n - I^{k+1}_{T\nu}(v_n)_T\|_T$$

$$\lesssim \left( \sum_{T \in T_h} \nu_i^{-1}(r_T, 1)_T \|r_T\|_T^2 \right)^{\frac{1}{2}} + \left( \sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T \|\nabla r_T\|_T^2 \right)^{\frac{1}{2}} \left( \sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i \|E_i(v_n)|_{H^1(T)}^2 \right)^{\frac{1}{2}}.$$ 

Moreover by definition of the bilinear form $A_h$, we have

$$\Psi_2 = -A_h((\tilde{v}_h, r_h), (\tilde{w}_h, 0)) + a_h(\tilde{v}_h, \tilde{w}_h) - \chi \sum_{T \in T_h} \nu_i^{-1}h_T(\sigma(v_T, r_T))_T n_T, \|\sigma(w_T, 0))_T n_T)_T,$$

so that

$$|\Psi_2| \lesssim S \|\tilde{w}_h\|_{u_h} + \|\tilde{v}_h\|_{u_h} \|\tilde{w}_h\|_{u_h} + \chi \sum_{T \in T_h} \nu_i^{-1}h_T(\sigma(v_T, r_T))_T n_T \|\tilde{w}_h\|_{u_h},$$

where we used the boundedness of $a_h$ (cf Lemma 9). We now use the estimates

$$\|\tilde{w}_h\|_{u_h} \lesssim \nu_1 v_h^2_{H^1(\Omega)} + \nu_2 v_h^2_{H^2(\Omega)} \lesssim \|\nabla r_T\|_{L^2(T)}^2,$$

and $\sum_{T \in T_h} \|E_i(v_n)|_{H^1(T)}^2 \lesssim \|E_i(v_n)|_{H^1(\Omega)}^2 \lesssim \|v_n\|_{H^1(\Omega)}^2 \lesssim \|\nabla r_T\|_{L^2(T)}^2$, (see Lemma 6). With Young’s inequality, the estimates on $\Psi_1$ and $\Psi_2$ give

$$\sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T \lesssim S^2 + \|\tilde{w}_h\|_{u_h} + \chi \sum_{T \in T_h} \nu_i^{-1}h_T(\sigma(v_T, r_T))_T n_T \|\tilde{w}_h\|_{u_h} + \sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}h_T(\sigma(v_T, r_T))_T n_T \|\tilde{w}_h\|_{u_h}.$$

Combined with (30) and (31), this bound implies that $\sum_{T \in T_h} \sum_{i \in \{1, 2\}} \nu_i^{-1}(r_T, 1)_T \lesssim S^2 + S \|\tilde{w}_h\|_{u_h}$. Using again (30) and Young’s inequality yields the inf-sup condition (29). Finally the inf-sup condition readily implies the well-posedness of (16) which amounts to a square linear system.

4.2 Consistency and boundedness

Let $(u, p) \in H^1_0(\Omega; \mathbb{R}^d) \times L^2(\Omega)$ be the solution to the exact problem (1). For all $T \in T_h$, let us define the discrete errors $\tilde{e}_T := \mathcal{P}_k(h_T(u)) - u_T \in \hat{U}_h^k$ and $\eta_T := J^k_p(p) - p_T \in P_h^k$, where $(\tilde{u}_h, p_h)$ is the solution to the discrete problem (16).
Lemma 11 (Consistency and boundedness). Assume that \((u, p) \in H^{1+s}(\Omega; \mathbb{R}^d) \times H^s(\Omega)\) for some \(s > \frac{1}{2}\). For all \(y_h:=(\hat{u}_h, q_h) \in Y_h^k := U_{h0}^k \times P_{h^s}^k\), let us define
\[
\mathcal{F}(y_h) := \sum_{T \in \mathcal{T}_h} A_T((\hat{u}_T, \eta_T), (\hat{v}_T, q_T)).
\]

Let \(\delta_T := u - I_h^{k+1}(u), d_T := \nabla \cdot u - E_T^k(I_h^k(u)), d_T := \nabla \cdot u - D_T^k(I_h^k(u))\) and \(\xi_T := p - J_T^k(p)\), for all \(T \in \mathcal{T}_h\). We have, for all \(y_h \in Y_h^k\),
\[
|\mathcal{F}(y_h)| \lesssim \left\{ \sum_{T \in \mathcal{T}_h} \left( \|d_T\|_T^2 + \sum_{i \in \{1,2\}} \nu_i \|d_T\|_{T_i}^2 \right) \right\} \times \|y_h\|_{Y_h},
\]
where
\[
\|d_T\|_T^2 := \nu_1 \|d_T\|_T^2 + \sum_{i \in \{1,2\}} \nu_i \|d_T\|_{T_i}^2
\]
\[
+ \nu_i^{-1} \left( \|\xi_T\|_{T_i}^2 + h_T \|\xi_T\|_{(\partial T)}^2 + h_T \|\xi_T\|_{T_i}^2 \right),
\]
\[
|\delta_T|_{T_i}^2 := \nu_1 h_T^{-1} |\delta_T|_{T_i}^2 + \sum_{i \in \{1,2\}} \nu_i (h_T^{-1} |\delta_T|_{T_i}^2 + h_T \|\nabla \delta_T\|_{T_i}^2).
\]

Proof. We observe that \(\mathcal{F}(y_h) = \Psi_1 + \Psi_2 + \Psi_3\) with
\[
\Psi_1 := \sum_{T \in \mathcal{T}_h} \left( \sum_{i \in \{1,2\}} 2
\nu_i \left( \begin{array}{c} (E_T^k(I_h^k(u)), E_T^k(\hat{v}_T))_T \end{array} \right) - (J_T^k(p), D_T^k(\hat{v}_T))_T + (\nabla \cdot (2\nu_1 \nabla \cdot u - p I), v_T)_T \right)
\]
\[
- (gN, v_T)_T,
\]
\[
\Psi_2 := \sum_{T \in \mathcal{T}_h} \mathcal{S}_2(I_h^k(u), \hat{v}_T) - \nu_2^{-1} \lambda (J_T^k(p), (I_h^k(u), J_T^k(p))_T \mathcal{R}_T - gN, \mathcal{S}(v_T - q_T) \mathcal{R}_T)_T,
\]
\[
\Psi_3 := \sum_{T \in \mathcal{T}_h} \sum_{i \in \{1,2\}} (D_T^k(I_h^k(u), q_T)_T).
\]

Using the definitions (8a)-(8b) of \(E_T^k(\hat{v}_T)\), we infer that
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1,2\}} 2
\nu_i \left( \begin{array}{c} (E_T^k(I_h^k(u)), E_T^k(\hat{v}_T))_T \end{array} \right) = \sum_{T \in \mathcal{T}_h} \left\{ - 2\nu_1 \left( \begin{array}{c} (E_T^k(I_h^k(u)), \nabla \cdot v_T)_T \end{array} \right) T_T + \sum_{i \in \{1,2\}} 2
\nu_i \left( \begin{array}{c} (E_T^k(I_h^k(u)), \nabla \cdot v_T)_T \end{array} \right) + (E_T^k(I_h^k(u)), v_T)_T \right\}.
\]

Similarly, using the definitions (10a)-(10b) of \(D_T^k(\hat{v}_T)\), we infer that
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1,2\}} (J_T^k(p), D_T^k(\hat{v}_T))_T = \sum_{T \in \mathcal{T}_h} \left\{ - (J_T^k(p), \nabla \cdot v_T)_T + \sum_{i \in \{1,2\}} \left( (J_T^k(p), \nabla \cdot v_T)_T + (J_T^k(p), v_T)_T \right) \right\}.
\]

We integrate by parts on all the mesh cells. Moreover, since the trace of \(2\nu_1 \nabla \cdot u - p I\) over the mesh faces is well-defined owing to the regularity assumption made on the exact solution, we have \(\sum_{T \in \mathcal{T}_h} ((-2\nu_1 \nabla \cdot u + p I) \mathcal{N}_T, v_T)_T = 0\). We infer that
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1,2\}} \left( \begin{array}{c} (\nabla (2\nu_1 \nabla \cdot u - p I), v_T)_T \end{array} \right)
\]
\[
= \sum_{T \in \mathcal{T}_h} \left\{ ((2\nu_1 \nabla \cdot u_1 - p I) \mathcal{N}_T, v_T)_T + ((2\nu_2 \nabla \cdot u_2 - p I) \mathcal{N}_T, v_T)_T \right\} + \sum_{i \in \{1,2\}} \left( (-2\nu_1 \nabla \cdot u_1 + p I) \mathcal{N}_T, v_T)_T + ((-2\nu_2 \nabla \cdot u_2 + p I) \mathcal{N}_T, v_T)_T \right\}.
\]
Moreover we have
\[
\sum_{T \in \mathcal{T}_h} \left( ((2\nu_1 \nabla^s u_1 - p_1) n_T, \nu_{T'})_T - ((2\nu_2 \nabla^s u_2 - p_2) n_T, \nu_{T'})_T \right)
\]
\[
= \sum_{T \in \mathcal{T}_h} \left( [\sigma(u, p)]_T n_T, \nu_{T'} + (\sigma(u_1, p_1) n_T, [\nu_{T'}]_T) \right).
\]

Putting the above four identities together we infer that
\[
\Psi_1 = \sum_{T \in \mathcal{T}_h} \left\{ \sum_{i \in \{1, 2\}} \left( (-2\nu_i p_{T_i}, \nabla^s \nu_{T'})_T + (\xi_{T_i}, \nabla \nu_{T'})_T, \right. \right.
\]
\[
+ \left. \left. \left( 2\nu_i p_{T_i} + \xi_{T_i} \right) n_T, \nu_{T'} - \nu_{T'}(\sigma_{(T_i)})(\nu_T) \right) \right\}.
\]

Concerning \(\Psi_2\), since \(\Pi_{(\nu_T)}^e\) is the \(L^2\)-orthogonal projection and \([u]_T = 0\) on \(T^r\), we have
\[
\Psi_2 = \sum_{T \in \mathcal{T}_h} \left\{ -\nu_i h_{T_i}^{-1}(\nu_{T_i}) (\sigma_{(T_i)})(\nu_T) n_T, [\sigma(u, p)]_T \right\}
\]
\[
+ \sum_{i \in \{1, 2\}} \nu_i h_{T_i}^{-1}(\nu_{T_i}) n_T, \nu_{T'} - \nu_{T'}(\sigma_{(T_i)})(\nu_T) \right\}.
\]

Finally, concerning \(\Psi_3\), we have \(\nabla \cdot u = 0\), which implies that
\[
\Psi_3 = -\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1, 2\}} (d_{T_i}, q_{T_i})_T .
\]

The final estimate follows from the Cauchy–Schwarz inequality.

\[\square\]

4.3 Error estimate

Let \((u, p) \in H^1_0(\Omega; \mathbb{R}^d) \times L^2(\Omega)\) be the solution to the exact problem (1) and \((\hat{u}_h, p_h)\) be the solution to the discrete problem (16).

**Theorem 12.** Let \(k \geq 1\). Assume that \((u, p) \in H^{1+s}(\Omega; \mathbb{R}^d) \times H^s(\Omega)\) with \(s > \frac{1}{2}\). The following holds true:
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1, 2\}} \left( \nu_i \|\nabla^s (u_i - u_{T'})\|_{T_i}^2 + \nu_i^{-1} \|p_i - p_{T'}\|_{T_i}^2 \right)
\]
\[
\lesssim \sum_{T \in \mathcal{T}_h} \left\{ \|d_{T} \cdot \xi_T\|_{T}^2 + \|\delta_T\|_{T}^2 + \sum_{i \in \{1, 2\}} \left( \nu_i \|\nabla^s (u_i - I^{k+1}_{T_i} (u))\|_{T_i}^2 + \nu_i^{-1} \|p_i - J^k_{T_i} (p)\|_{T_i}^2 + \nu_i \|d_{T_i}\|_{T_i}^2 \right) \right\}.
\]

Moreover, if \((u, p) \in H^{k+2}(\Omega; \mathbb{R}^d) \times H^{k+1}(\Omega)\), we have
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1, 2\}} \left( \nu_i \|\nabla^s (u_i - u_{T'})\|_{T_i}^2 + \nu_i^{-1} \|p_i - p_{T'}\|_{T_i}^2 \right) \lesssim h^{2(k+1)} \sum_{i \in \{1, 2\}} \left( \nu_i \|u\|_{H^{k+2}(\Omega_i)}^2 + \nu_i^{-1} \|p\|_{H^{k+1}(\Omega_i)}^2 \right).
\]

**Proof.** Owing to the triangle inequality, we have
\[
\sum_{T \in \mathcal{T}_h} \sum_{i \in \{1, 2\}} \left( \nu_i \|\nabla^s (u_i - u_{T'})\|_{T_i}^2 + \nu_i^{-1} \|p_i - p_{T'}\|_{T_i}^2 \right)
\]
\[
\leq 2 \sum_{T \in \mathcal{T}_h} \sum_{i \in \{1, 2\}} \left( \nu_i \|\nabla^s (u_i - I^{k+1}_{T_i} (u))\|_{T_i}^2 + \nu_i^{-1} \|p_i - J^k_{T_i} (p)\|_{T_i}^2 \right) + 2 \| (\hat{e}_h, \eta_h) \|_{V^n}^2.
\]

According to Lemma 10, we have
\[
\beta \| (\hat{e}_h, \eta_h) \|_{V^n} \leq \sup_{y_h \in V^n} \frac{A_h((\hat{e}_h, \eta_h), y_h)}{\|y_h\|_{V^n}} = \sup_{y_h \in V^n} \frac{\mathcal{F}(y_h)}{\|y_h\|_{V^n}}.
\]

Moreover, according to Lemma 11, we have
\[
\|\mathcal{F}(y_h)\| \lesssim \left\{ \sum_{T \in \mathcal{T}_h} \left( \|d_{T} \cdot \xi_T\|_{T}^2 + \|\delta_T\|_{T}^2 + \sum_{i \in \{1, 2\}} \nu_i \|d_{T_i}\|_{T_i}^2 \right) \right\}^{\frac{1}{2}} \|y_h\|_{V^n}.
\]

Combining these bounds proves the first error estimate. Finally invoking the approximation properties of \(I^k_T(v)\) (see Lemmas 6 and 7), we obtain the second estimate. \[\square\]
5 Numerical simulations

In this section, the global domain is the unit square \( \Omega := (0,1)^2 \), and the interface is a circle of center \((0.5,0.5)\) and radius \( R = 1/3 \). The subdomain \( \Omega_2 \) where the viscosity is higher lies inside the circular interface, and the subdomain \( \Omega_1 \) lies outside. We consider Cartesian meshes of mesh size \( h := \sqrt{2}/N \), where \( N = 8, 16, 32 \) and 64. We consider that a cell \( T \in T_h \) has a small cut if \( |T^i| \leq 0.3 |T| \) for some \( i \in \{1,2\} \), where \( |T^i| \) and \( |T| \) are the volumes of \( T^i \) and \( T \), respectively. Such small cut cells are agglomerated following the procedure described in Algorithm 1 of [7]. The domain, the interface and the meshes (for \( h = \sqrt{2}/16 \) and \( h = \sqrt{2}/32 \)) are presented in Figure 1.

![Figure 1: The domain, the mesh and the interface for \( h = \sqrt{2}/16 \) (left) and \( h = \sqrt{2}/32 \) (right). The agglomerated cells are highlighted.](image)

The integration over the curved interface is done following the method proposed in Section 4.2 of [7]. In every cut cell \( T \in T_h \), the interface is represented by \( 2n_{int} \) segments, where \( n_{int} \) is a positive integer. The numerical integration over the interface is the sum of the integrations over all the segments. Choosing \( n_{int} \) higher means that we approximate the interface in a better way but makes the method more expensive. In a similar way, the integrations over the cut cells are carried out by dividing the cut cells into several triangles.

We consider two test cases: a test case with a pressure jump across the interface and a test case with a contrast in the viscosity coefficient. The exact solution is denoted \((u,p)\) and the velocity components \((u_1,u_2)\).

We report the errors 
\[
\left( \sum_{i \in \{1,2\}} \sum_{T \in T_h} \nu_i \| \nabla (u - u_T) \|_2^2 \right)^{1/2}
\]
for the velocity and 
\[
\left( \sum_{i \in \{1,2\}} \sum_{T \in T_h} \nu_i \| p - p_T \|_2^2 \right)^{1/2}
\]
for the pressure.

Even if the theoretical analysis of the unfitted HHO method requires \( \chi > 0 \), our numerical tests indicate that the method works perfectly well with \( \chi = 0 \). All the numerical simulations are run with \( \chi = 0 \). Moreover, although the theoretical analysis requires \( k \geq 1 \) for the polynomial degree, we also include in our numerical tests the lowest-order case \( k = 0 \).

5.1 Test case with pressure jump

We consider here a test case where the velocity is null in the whole domain, and the pressure is discontinuous across the circular interface. We have

\[
\begin{align*}
    u_1(x, y) &= u_2(x, y) := 0 & \forall (x, y) \in \Omega, \\
    p(x, y) &= -\pi RK & \forall (x, y) \in \Omega_1, \\
    p(x, y) &= \frac{K}{R} - \pi RK & \forall (x, y) \in \Omega_2,
\end{align*}
\]

where the pressure jump is proportional to the curvature of the interface since we have \( \| \sigma(u,p)n_\Gamma \|_\Gamma = -\frac{K}{R} \).

Moreover, \( \nu_1 = \nu_2 = 1 \). This test case was proposed in [19]. Note that the mean pressure is null. In our tests we consider \( K := 0.05 \).
A plot of the discrete pressure is shown in the left panel of Figure 2, whereas the pressure errors are reported in the right panel of Figure 2. A more comprehensive convergence overview is provided in Tables 1 and 2 for the velocity and the pressure respectively. We observe that the exact solution belongs to all the discrete spaces provided the interface is perfectly represented. This means that we expect the errors to vanish when \( n_{\text{int}} \) is increased. This is well reflected in our numerical results since we observe that the error diminishes when \( n_{\text{int}} \) is increased (see Figure 2 and Tables 1, 2). As can be expected for very small errors, increasing \( n_{\text{int}} \) is no longer beneficial. We expect that it is due to the fact that the number of operations increases with \( n_{\text{int}} \) and thus the rounding in floating point arithmetics can no longer be neglected (the unknowns are represented with double precision).

On the same token, we expect that increasing the polynomial degree \( k \) will not improve the numerical results since the error is due to the geometric error in the representation of the interface. As expected we can see in Table 2 that the pressure error is the same for \( k = 1, 2, 3 \). It is however larger for \( k = 0 \). An interesting result is that we observe numerically the convergence of the scheme even for the case \( k = 0 \), which is not covered by the present analysis, although the errors are somewhat larger than for \( k \geq 1 \). Thus we conjecture that the convergence of the scheme can also be obtained for \( k = 0 \) but with less favorable constants. A similar behavior has already been observed in Section 4.5.2 of [28] in the context of elasticity, where the author reported that the method remains convergent for \( k = 0 \) provided the cells have at least 2d faces, i.e. quadrangles in 2d and hexahedra in 3d. We concur with these numerical observations for the present Stokes interface problem using quadrangles in 2d.

Table 1: Test case with pressure jump: velocity errors for various meshes (parameter \( h \)), polynomial degrees (parameter \( k \)), and geometric resolutions of the interface (parameter \( n_{\text{int}} \)).

<table>
<thead>
<tr>
<th>( h )</th>
<th>( 2/8 )</th>
<th>( 2/16 )</th>
<th>( 2/32 )</th>
<th>( 2/64 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n_{\text{int}} = 4 )</td>
<td>( k = 0 )</td>
<td>2.42e-05</td>
<td>1.03e-05</td>
<td>4.93e-06</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4.97e-09</td>
<td>1.11e-09</td>
<td>3.20e-10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.59e-12</td>
<td>3.01e-13</td>
<td>7.64e-14</td>
</tr>
<tr>
<td>( n_{\text{int}} = 6 )</td>
<td>( k = 0 )</td>
<td>1.51e-06</td>
<td>6.47e-07</td>
<td>3.08e-07</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.94e-11</td>
<td>4.33e-12</td>
<td>1.25e-12</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.85e-15</td>
<td>5.16e-15</td>
<td>5.61e-14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>5.27e-15</td>
<td>8.79e-15</td>
<td>8.38e-14</td>
</tr>
<tr>
<td>( n_{\text{int}} = 8 )</td>
<td>( k = 0 )</td>
<td>9.45e-08</td>
<td>4.04e-08</td>
<td>1.92e-08</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>7.57e-14</td>
<td>1.78e-14</td>
<td>3.69e-14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.55e-15</td>
<td>5.12e-15</td>
<td>5.76e-14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>7.63e-15</td>
<td>1.11e-14</td>
<td>7.82e-14</td>
</tr>
<tr>
<td>( n_{\text{int}} = 10 )</td>
<td>( k = 0 )</td>
<td>5.91e-09</td>
<td>2.53e-09</td>
<td>1.20e-09</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.29e-15</td>
<td>7.98e-15</td>
<td>5.18e-14</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>3.72e-15</td>
<td>4.78e-15</td>
<td>5.54e-14</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.42e-14</td>
<td>1.60e-14</td>
<td>9.54e-14</td>
</tr>
</tbody>
</table>

Figure 2: Test case with pressure jump. Left: discrete pressure for \( h = \sqrt{2}/16 \) and \( k = 1 \). Right: pressure error for \( k = 1 \).
Table 2: Test case with pressure jump: pressure errors for various meshes (parameter $h$), polynomial degrees (parameter $k$), and geometric resolutions of the interface (parameter $n_{\text{int}}$).

<table>
<thead>
<tr>
<th>$n_{\text{int}}$</th>
<th>$k = 0$</th>
<th>$\sqrt[2]{2}/8$</th>
<th>$\sqrt[2]{2}/16$</th>
<th>$\sqrt[2]{2}/32$</th>
<th>$\sqrt[2]{2}/64$</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>6.11e-06</td>
<td>1.57e-06</td>
<td>6.32e-07</td>
<td>1.76e-07</td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>4.19e-06</td>
<td>1.04e-06</td>
<td>3.13e-07</td>
<td>7.24e-08</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>4.19e-06</td>
<td>1.04e-06</td>
<td>3.13e-07</td>
<td>7.24e-08</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>4.19e-06</td>
<td>1.04e-06</td>
<td>3.13e-07</td>
<td>7.24e-08</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>3.82e-07</td>
<td>9.81e-08</td>
<td>3.95e-08</td>
<td>1.10e-08</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>2.62e-07</td>
<td>6.51e-08</td>
<td>1.96e-08</td>
<td>4.53e-09</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>2.62e-07</td>
<td>6.51e-08</td>
<td>1.96e-08</td>
<td>4.53e-09</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>2.62e-07</td>
<td>6.51e-08</td>
<td>1.96e-08</td>
<td>4.53e-09</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>2.39e-08</td>
<td>6.13e-09</td>
<td>2.47e-09</td>
<td>6.88e-10</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.64e-08</td>
<td>4.07e-09</td>
<td>1.22e-09</td>
<td>2.83e-10</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.64e-08</td>
<td>4.07e-09</td>
<td>1.22e-09</td>
<td>2.83e-10</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.64e-08</td>
<td>4.07e-09</td>
<td>1.22e-09</td>
<td>2.83e-10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>1.49e-09</td>
<td>3.83e-10</td>
<td>1.54e-10</td>
<td>4.30e-11</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1.02e-09</td>
<td>2.54e-10</td>
<td>7.65e-11</td>
<td>1.77e-11</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>1.02e-09</td>
<td>2.54e-10</td>
<td>7.65e-11</td>
<td>1.78e-11</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1.02e-09</td>
<td>2.54e-10</td>
<td>7.65e-11</td>
<td>1.77e-11</td>
</tr>
</tbody>
</table>

5.2 Test case with contrasted viscosity

In this section, we consider the following test case:

$$u(r, \theta) := \tilde{u}(r)(\sin \theta, -\cos \theta),$$  \hspace{1cm} (35a)

$$p(r) := r^4 \frac{7}{180},$$  \hspace{1cm} (35b)

where $r^2 := (x-0.5)^2 + (y-0.5)^2$, $x-0.5 := r \sin \theta$, $y-0.5 := r \cos \theta$ and

$$\tilde{u}(r) = \begin{cases} \frac{r^6}{r^2 - R^2}, & \text{if } r < R, \\ \frac{R^6}{r^2 - R^2}, & \text{otherwise.} \end{cases}$$  \hspace{1cm} (36)

Notice that the pressure has zero mean-value. Moreover we have $g_N = (1 - \frac{\nu_1}{\nu_2})r^5 \left(\frac{-\sin \theta}{\cos \theta}\right)$ and

$$f = 4r^3 \left(\frac{\cos \theta}{\sin \theta}\right) + \left(\frac{-\sin \theta}{\cos \theta}\right) \times \begin{cases} \frac{35r^4}{35} + \frac{\nu_2 - \nu_1}{\nu_2^2}, & \text{if } r \leq R, \\ \nu_2^2, & \text{otherwise}. \end{cases}$$  \hspace{1cm} (37)

The interesting feature of this test case is that $\sum_{i \in \{1,2\}} \left(\nu_i |u|^2_{H^{k+2}(\Omega_i)} + \nu_i^{-1} |p|^2_{H^{k+1}(\Omega_i)}\right)$ remains bounded for $\nu_1 = 1$ when $\nu_2$ becomes large. We can then study the variation of the error when the viscosity contrast, as measured by the ratio $\nu_2/\nu_1$, increases. We expect from the theoretical analysis that the error remains bounded for high contrasts. The elevation for the velocity magnitude and the pressure is presented in Figure 3.

The errors (velocity in $H^1$-seminorm, pressure in $L^2$-norm) are reported in Figures 4, 5 and 6. In Figure 4 we present the errors with respect to the mesh size $h$ for various polynomial degrees. We recover the convergence rates stated in Theorem 12. In Figure 5, we report the errors with respect to the viscosity contrast $\frac{\nu_2}{\nu_1}$ for various polynomial degrees. These results confirm that the method is robust with respect to the viscosity contrast $\nu_2/\nu_1$ (as soon as the geometric representation of the interface is fine enough). The error is somewhat larger for $\nu_2 = 10^6$ when $k = 3$. In order to study this phenomenon, we draw in Figure 6 the error with respect to the geometric resolution parameter $n_{\text{int}}$ for various viscosity contrasts. We observe that the error tends to the same value for $\nu_2 = 1.10^2, 10^4$ but not for $\nu_2 = 10^6$. This indicates that for very large contrasts, refining the interface is not enough and explains why we can see in Figure 5 a larger error for high contrasts.

6 Conclusions

In this work we designed and analyzed an unfitted HHO method for the Stokes interface problem (with symmetric gradients). Error estimates have been established for polynomial degrees $k \geq 1$ and for a penalty parameter $\chi > 0$ that is small enough. The same results can be established for the formulation with full gradients (in this case $\sigma(u, p) := \nabla u - pI$), the only difference being that we do not need the assumption $k \geq 1$ at the
Figure 3: Test case with contrasted viscosity ($\nu_1 = 1.0$, $\nu_2 = 10^4$), $n_{\text{int}} = 4$, $k = 1$, $h = \sqrt{2}/16$. Elevation for the velocity magnitude (left) and the pressure (right).

Figure 4: Test case with contrasted viscosity ($\nu_1 = 1.0$, $\nu_2 = 10^4$), $n_{\text{int}} = 10$. Errors (left: velocity in $H^1$-seminorm; right: pressure in $L^2$-norm) as a function of the mesh size for various polynomial degrees.

theoretical level since Korn’s inequality is not used. Neglecting geometric errors in the representation of the interface and quadrature errors in the cut and uncut cells, we have proved a priori error estimates that are optimally convergent with respect to the mesh size and robust with respect to the viscosity contrast.

Our numerical results show that in practice, one can choose $\chi = 0$ as well as $k = 0$ when using quadrangles in 2d. We expect that the inf-sup stability analysis remains feasible without the stabilization term associated with $\chi$. Such an analysis has already been carried out in [4] for a low-order finite element method. However, obtaining such results for a high-order method is, to the best of our knowledge, an open problem. Furthermore, the use of $k = 0$ eludes Korn’s inequality in the stability analysis. This observation, which concurs with that in Section 4.5.2 of [28] for elasticity, still requires, to the best of our knowledge, a theoretical justification.

Finally the present integration method relies on a discretization of the interface with a step much finer than the size of the cells. This enables us to recover in numerical simulations the a priori convergence rates. However, for very high contrasts or for very fine meshes this approach is not sufficient to compute a very precise solution, and calls for the development of another integration method.

References


Figure 5: Test case with contrasted viscosity ($\nu_1 = 1.0$), $n_{\text{int}} = 10$, and $h = \sqrt{2}/64$. Errors (left: velocity in $H^1$-seminorm; right: pressure in $L^2$-norm) as a function of the viscosity contrast for various polynomial degrees.

Figure 6: Test case with contrasted viscosity ($\nu_1 = 1.0$), $h = \sqrt{2}/64$, and $k = 3$. Errors (left: velocity in $H^1$-seminorm; right: pressure in $L^2$-norm) as a function of the geometric resolution of the interface for various viscosity contrasts.


