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AN AVERAGING PRINCIPLE FOR STOCHASTIC FLOWS AND

CONVERGENCE OF NON-SYMMETRIC DIRICHLET FORMS

FLORENT BARRET AND OLIVIER RAIMOND

Abstract. We study diffusion processes and stochastic flows which are time-
changed random perturbations of a deterministic flow on a manifold. Using
non-symmetric Dirichlet forms and their convergence in a sense close to the
Mosco-convergence, we prove that, as the deterministic flow is accelerated, the
diffusion process converges in law to a diffusion defined on a different space.
This averaging principle also holds at the level of the flows.

Our contributions in this article include:
‚ a proof of an original averaging principle for stochastic flows of kernels;
‚ the definition and study of a convergence of sequences of non-symmetric

bilinear forms defined on different spaces;
‚ the study of weighted Sobolev spaces on metric graphs or “books”.

Introduction

Let Xκ be a diffusion process on a Riemannian manifold M with generator
Aκ “ A ` κV , where A is a second order differential operator, V is a vector field
on M and κ is a large positive parameter. The diffusion Xκ, after an appropriate
time change, is a random perturbation of the dynamical system dxt

dt
“ V pxtq.

Averaging principles for such diffusions Xκ in R
d have been studied by Freidlin

and Wentzell in [9]. They were mostly interested to the particular case where
d “ 2 and where the vector field is given by V “ p´B2H, B1Hq, with H : R2 Ñ R

(sometimes called an Hamiltonian) a sufficiently regular function. More precisely,
they first construct a mapping π : R Ñ G, with G a metric graph. Each point of G
corresponds to an orbit of V (or equivalently to a connected component of a level
set of H) and for a generic point x P R

2, πpxq “ pHpxq, iq where the index i labels
the orbits of V . Then they show that as κ Ñ 8, the process πpXκq converges in
distribution towards a diffusion on the metric graph G. The scheme of their proof
was, after having checked that the family of the distributions of πpXκq is tight, to
prove that every limit point for this family solves a well-posed martingale problem,
whose unique solution is a diffusion on G.

An alternative proof for this result was proposed by Barret and von Renesse in
[2]. The main tool used in their proof is the convergence of non-symmetric Dirichlet
forms. The assumptions (on the Hamiltonian H and on the generator A) of the
theorem stated in [2] are weaker than the ones in [9]. But there is an inaccuracy in
their proof (more precisely the proof of Lemma 3.1 in [2] is not correct).
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2 FLORENT BARRET AND OLIVIER RAIMOND

In this paper, we will follow (and correct) the approach initiated by Barret
and von Renesse. Our results will permit to state averaging principles in higher
dimension and at the level of flows. Let us explain this in more details.

We will suppose that the vector field V is such that

‚ V is complete and generates a flow φ;
‚ the flow φ has an invariant measure m having a C1 positive density with
respect to the volume measure on M ;

‚ there is an increasing sequence pMnq of compact sets, invariant for φ, and
such that M “ Ť

nMn.

The flow φ generated by V can be viewed as a shear flow. We denote by PpMq
the set of Borel probability measures on M , equipped with the topology of narrow
convergence. Then (see Proposition 4.6) there is a measurable map P :M Ñ PpMq
such that for m-almost all x P M , P pxq is a probability measure on M , ergodic for
φ and with x P SupppP pxqq.

In this introduction, for sake of simplicity, we will suppose thatM “ R
d, A “ 1

2
∆

is the generator of a Brownian motion onM and m is the Lebesgue measure on M .
Then, the process Xκ can be constructed as a solution of a stochastic differential
equation (SDE)

dXκ
t “ κV pXκ

t qdt ` dBt (0.1)

with pBtqt a Brownian motion in R
d. For large κ, the process Y κ

t :“ Xκ
t{κ is a

random perturbation of the flow φ. Indeed, Y κ satisfies the SDE:

dY κ
t “ V pY κ

t qdt ` κ´1{2dBκ
t , (0.2)

where Bκ
t “ ?

κBt{κ is also a Brownian motion in R
d.

Suppose also that one is able to construct a metric space ĂM , a continuous map-

ping π :M Ñ ĂM and a measurable mapping p : ĂM Ñ PpMq such that form-almost
all x P M , P pxq “ p ˝ πpxq. Then the drift term κV (which explodes as κ Ñ 8 in

(0.1)) disappears in the SDE satisfied by the ĂM -valued process rXκ
t :“ πpXκ

t q. Note
that if P is continuous, one can simply take π “ P and for ĂM , the set of ergodic
probability measures. Our first main result is Theorem 4.12 in Section 4, whose

statement is the convergence in law of rXκ as κ Ñ 8 towards a diffusion process rX
in ĂM .

Theorem 4.12 extends Theorem 2.2 in [9], Chap. 8, where Freidlin and Wentzell
consider the case M “ R

2 and V “ p´B2H, B1Hq, with H : R2 Ñ R a regular
function. Theorem 4.12 also extends, corrects and gives a correct formulation of
Theorem 3.11 in [2].

In [10], Funaki and Nagai also studied a diffusion Xκ solution to SDE (0.1), but
defined on a manifold. They were also concerned with the asymptotics of Xκ as
κ Ñ 8. Assuming that the vector field V has a regular, compact with no boundary,
submanifold M of asymptotically stable fixed points, they prove the convergence
of Xκ, as κ Ñ 8, towards a diffusion on M via a martingale problem. Their
framework is however different to the one of this article: in [10], the vector fields
are typically gradient vector fields and in our setting, they are typically divergent
free.

Let us now consider n particles Xpnq,κ “ pX1,κ, . . . , Xn,κq in a turbulent fluid

with a shear flow generated by V . For some η ą 0 (a viscosity parameter), Xpnq,κ
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solves an SDE on pRdqn: for 1 ď k ď n

dX
k,κ
t “ κV pXk,κ

t qdt ` ηdBk
t `

ÿ

iPI
UipXk,κ

t q ˝ dW i
t , (0.3)

where (I being a countable set) tW i, i P Iu is a family of independent Brownian
motions, tU i, i P Iu is a family of vector fields on M such that

ř
iPI UipUifq “ ∆f

for all f P C8pRdq and tB1, B2, ..., Bnu is a family of n independent Brownian
motions in R

d independent of tW i, i P Iu. The n particles X1,κ, . . . , Xn,κ are n
diffusions with generator 1

2
p1` η2q∆` κV and are correlated through the common

noise W “ ř
iPI UiW

i.

The process Xpnq,κ is also a time-changed perturbation of the flow φbn, which
is generated by V bn. In order to apply Theorem 4.12 to Xpnq,κ, we will have to
assume in addition that for mbn-almost all x P Mn, bn

i“1P pxiq is ergodic for φbn.
This allows to prove Theorem 7.10 in Section 7, whose statement is the convergence

in law as κ Ñ 8 of pπpX1,κq, . . . , πpXn,κqq to a diffusion rXpnq on ĂMn.

By construction, the family of processes pXpnq,κ, n ě 1q is a consistent and
exchangeable family of Feller diffusions (see Section 7.8). Using Theorem 2.1 from

[17], Xpnq,κ is the n-point motion of a stochastic flow of kernels (SFK), Kκ “
pKκ

s,tqsďt. This SFK solves the following SDE: for all f P C2
c pMq, x P M and s ď t,

Kκ
s,tfpxq “ fpxq `

ż t

s

Kκ
s,upp1 ` η2qA ` κV qfpxq du `

ż t

s

Kκ
s,upWfpduqqpxq, (0.4)

with W “ ř
iPI UiW

i a vector field-valued white noise, tW i, i P Iu being a

family of independent white noises (we use the notation
şt
s
Kκ

s,upWfpduqqpxq “ř
iPI

şt
s
Kκ

s,upUifqpxqW ipduq). The covariance of W is given by C “ ř
iPI Ui b Ui,

and (following [17]) the SDE (0.4) is called the pp1 ` η2qA ` κV,Cq-SDE. Under

the condition that for all n, the diffusion rXpnq is Feller, the family of processes

p rXpnq, n ě 1q is consistent and exchangeable and is associated to a SFK rK on ĂM .
We then prove Theorem 7.12 that states that the SFK Kκ converges in the sense

of finite dimensional distributions to rK as κ Ñ 8.

In order to prove Theorem 4.12, we had to revisit the framework of convergence
of non-symmetric closed forms of [15], in which Hino only considers convergence of
forms all defined on the same space. This is done in Section 3, where Theorems
3.8 and 3.9 are proved. These two theorems extend Theorem 2.4 in [16] to non-
symmetric closed forms.

In Sections 1 and 2 the standard objects of the theory of non-symmetric Dirichlet
forms are introduced and the correspondence with Markov processes is given. In
Section 3, we recall and extend the notion of convergence (called Mosco-convergence
by analogy to the symmetric case) of non-symmetric closed forms and show that this
convergence entails the convergence of their associated semigroups. The main result
of these sections is Theorem 3.15 where the convergence of the finite dimensional
distributions of the Markov process associated to the regular Dirichlet form Eκ is
proven.

In Section 4, after recalling some notions of ergodic theory, Theorem 4.12 is

proved, i.e. we prove the convergence of πpXκq to a diffusion process rX in ĂM . To
prove Theorem 4.12, we prove the Mosco-convergence of the Dirichlet forms Eκ on
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L2pmq with domain H1pRdq towards a Dirichlet form on L2p rmq, where rm “ π˚m.
The Dirichlet form Eκ :“ E ` κEV is such that for f, g P H1pRdq,

Epf, gq :“ 1

2

ż

M

x∇f,∇gy dm, EV pf, gq :“ ´
ż

M

pV fq g dm. (0.5)

Since m is invariant for φ, the form EV is anti-symmetric: EV pf, gq “ ´EV pg, fq.
Using Theorem 3.8 of Section 3, Theorem 3.13 shows that Eκ converges to a bilinear

form rE with a domain rH as κ Ñ 8. This limiting form is defined on ĂM by:

rH “ tf : ĂM Ñ R, f ˝ π P Hu, rEpf, gq “ Epf ˝ π, g ˝ πq. (0.6)

p rE , rHq can be viewed as a contraction of the Dirichlet form pE ,Hq by π. Proposition
4.11 states that the contracted bilinear form p rE , rHq is itself a regular Dirichlet form

and thus associated to a process rX in ĂM . In particular, the regularity p rE , rHq of the
form is non-trivial (this is the difficulty overlooked in [2]).

In Section 5 and Section 6, two examples inspired by the literature are studied.
In Section 5, we consider the classic example of [9] of a complete vector field in
R

2 given by an Hamiltonian. In Section 6, we analyze a specific example on R
3,

based on a previous analysis by Mattingly and Pardoux in [21] and describe the

limiting diffusion process and its generator. In Section 5, ĂM is a metric graph (i.e.

a gluing of segments) and in Section 6, ĂM is a gluing of four cones in R
2. In each

case, proving the regularity of the form rE is a difficult task. This has required a

careful analysis of the space rH, which can be viewed as a weighted Sobolev space

on ĂM . This study is conducted in the Appendix and we believe it is of independent
interest.

In Section 7, an averaging principle for SFKs is proved. Finally, the two examples
of Section 5 and Section 6 are studied at the flow level.

Notation

For M a topological space equipped with a positive Radon measure m,

‚ CpMq, C0pMq, CbpMq and CcpMq denote respectively the spaces of con-
tinuous functions, continuous functions vanishing at 8, bounded continu-
ous functions and compactly supported continuous functions on M . These
spaces will be equipped with the uniform norm ‖¨‖8.

‚ For p ě 1, Lppmq is the usual Lp-space associated to m and its norm is
denoted ‖¨‖Lppmq.

‚ The inner product on L2pmq will be denoted by x¨, ¨yL2pmq.

And when M is a smooth manifold,

‚ for r ď 8, CrpMq denotes the spaces of r-times continuously differentiable
functions on M , and Cr

c pMq denotes the subspace of CrpMq of compactly
supported functions.

For an operator S on a Banach space L with norm denoted by ‖¨‖L, set ‖S‖L :“
suptfPL:‖f‖

L
“1u ‖Sf‖L.

1. Bilinear closed forms, semigroups and resolvents

1.1. Resolvents and semigroups. Let L be a Banach space, with norm denoted
by ‖¨‖L. A strongly continuous contraction resolvent pGαqαąα0

, with α0 P R, is a
family of operators on L such that:



AVERAGING OF STOCHASTIC FLOWS AND CONVERGENCE OF DIRICHLET FORMS 5

‚ Gα ´Gβ ` pα ´ βqGαGβ “ 0 for all α, β ą α0;
‚ For all f P L, ‖pα ´ α0qGαf‖L ď ‖f‖L;
‚ For all f P L, limαÑ8 αGαf “ f in L.

A strongly continuous semigroup pTtqtě0 on L is a family of operators on L such
that,

‚ T0f “ f and Ts`tf “ TsTtf for all f P L and s, t ą 0;
‚ For all f P L, limtÑ0 Ttf “ f in L.

From [20], Propositions I.1.5, I.1.10 and Theorem I.1.12, we have

Proposition 1.1. If pTtq is a strongly continuous semigroup such that for some
α0, ‖e

´α0tTt‖L ď 1 for all t ą 0, then pGαqαąα0
, defined by the Bochner integral

Gαf “
ż `8

0

e´αtTtf dt, @f P L, (1.1)

is a strongly continuous contraction resolvent. Reciprocally, if pGαqαąα0
is a strong-

ly continuous contraction resolvent then there exists a unique strongly continuous
semigroup pTtq satisfying ‖e´α0tTt‖L ď 1 for all t ą 0 and such that Equation (1.1)
holds.

Let pTtq be a strongly continuous semigroup such that for some α0, ‖e
´α0tTt‖L ď

1 for all t ą 0. Let A be the infinitesimal generator of pTtq with domain DpAq, i.e.
the set of all u P L such that Au :“ limtÓ0

1
t
pTtu´ uq exists in L.

Lemma 1.2. (i) For all α ą α0, DpAq “ GαpLq.
(ii) For f P L, AGαf “ αGαf ´ f .
(iii) DpAq is dense in L.

Proof. The resolvent equation implies that for α, β ą α0, GαpLq “ GβpLq. Using
(1.1), we prove that GαpLq Ă DpAq and (ii). And we prove that DpAq Ă GαpLq by
taking for u P DpAq, f “ αu ´Au. Then it holds that u “ Gαf . �

1.2. Bilinear closed forms. Let L be a real separable Hilbert space, with inner
product denoted by x¨, ¨yL and norm ‖¨‖L. Let E be a bilinear form on L with
domain H, a dense linear subset of L. We denote by Es and Ea respectively the
symmetric and antisymmetric parts of E . For α P R, set Eαp¨, ¨q “ Ep¨, ¨q ` αx¨, ¨yL.
Note that Ea

α “ Ea. The bilinear form E is said closed if there is some α0 P R such
that

(E .1) pEs
α0
,Hq is a positive definite symmetric bilinear form and, equipped with

the inner product x¨, ¨yH :“ Es
α0`1, H is a Hilbert space. The associated

norm will be denoted by ‖¨‖H.
(E .2) pE ,Hq satisfies the following weak sector condition : there exists K ě 1

such that

|Eα0`1pu, vq| ď KEα0`1pu, uq1{2Eα0`1pv, vq1{2, for all u, v P H. (1.2)

Note that for u P H, ‖u‖L ď ‖u‖H.
Following [24] (Theorem 1.1.2) or [20] (Theorem I.2.8), we have

Proposition 1.3. There exist two unique strongly continuous contraction resol-

vents on L, pGαqαąα0
and p pGαqαąα0

, such that for all α ą α0, GαpLq Ă H,
pGαpLq Ă H and

EαpGαf, uq “ Eαpu, pGαfq “ xf, uyL for all f P L, u P H. (1.3)
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Moreover, for α ą α0, pGα is the adjoint of Gα, i.e. xGαf, gyL “ xf, pGαgyL for all
f, g P L.

Let Θpuq “ suptvPH; ‖v‖
H

“1u Eα0`1pv, uq for u P H.

Lemma 1.4. For u P H, ‖u‖H ď Θpuq ď K ‖u‖H.

Proof. The sector condition (E .2) implies that Θpuq ď K ‖u‖H and since

‖u‖
2

H “ Eα0`1pu, uq “ ‖u‖H Eα0`1pv, uq,
with v “ u{ ‖u‖H, we have ‖u‖H ď Θpuq. �

We thus have that Θp¨q is a norm on H equivalent to ‖¨‖H.

Lemma 1.5. For f P L and α ą α0, Θp pGαfq ď C ‖f‖L, with C “ 1 `
ˇ̌
α´α0´1
α´α0

ˇ̌
.

Proof. It holds that, for v P H with ‖v‖H “ 1, Eα0`1pv, pGαfq “ xv, fyL ` pα0 ` 1´
αqxv, pGαfyL and |Eα0`1pv, pGαfq| ď ‖f‖L `

ˇ̌
α´α0´1
α´α0

ˇ̌
‖f‖L . �

For β ą α0, define the bilinear form Epβq on L by

Epβqpu, vq “ β
@
u´ βGβu, v

D
L
, u, v P L. (1.4)

The form Epβq approximates the form E as shows the following proposition.

Proposition 1.6. (i) Epβqpu, vq “ E
`
βGβu, v

˘
, for u P L, v P H.

(ii) EpβGβu, βGβuq “ Epβqpu, uq ´ β ‖u´ βGβu‖
2

L, for u P L.

(iii) If lim supβÑ8 Epβqpu, uq ă 8, then u P H.

(iv) limβÑ8 Epβqpu, vq “ Epu, vq, for u, v P H.

Proof. Assertion (i) follows from the fact that

EpGβu, vq “ EβpGβu, vq ´ βxGβu, vyL “
@
u´ βGβu, v

D
L
. (1.5)

Assertion (ii) is a consequence of (i):

EpβGβu, βGβuq “ Epβqpu, βGβuq “ βxu´ βGβu, uyL ´ β ‖u´ βGβu‖
2

L . (1.6)

Proof of (iii) : Let u P L. Using (ii) and that pβ ´ α0qGβ is a contraction,
we obtain that pβGβuqβąα0`1 is bounded in H. Therefore, using Banach-Saks
Theorem, there is a sequence pβnGβn

uq with βn Ñ 8 whose Cesaro mean converges
in H to a v P H. We also have that pβnGβn

uq converges to u in L. Thus u “ v P H.
Proof of (iv) : Let α ą α0 and f P L. For u “ Gαf , v P H and β ą α0, using

the definition of Gα and the resolvent equation,

EpβqpGαf, vq ´ EpGαf, vq “ βxGαf ´ βGβGαf, vyL ´ xf ´ αGαf, vyL

“ β

β ´ α
x´αGαf ` βGβf, vyL ´ xf ´ αGαf, vyL

“ α

β ´ α
xf ´ αGαf, vyL ´ β

β ´ α
xf ´ βGβf, vyL

which converges to 0 as β Ñ 8. To conclude, we prove that GαpLq is dense in H.
Let u P H. As in the proof of (iii), using Banach-Saks Theorem, there is a sequence
pβnGβn

uq with βn Ñ 8 whose Cesaro mean converges in H to u P H. Since
GαpLq “ Gβn

pLq for all n (by the resolvent equation) this implies the result. �
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By Proposition 1.1, there exists a unique strongly continuous semigroup pTtq
such that ‖e´α0tTt‖L ď 1 associated to pGαqαąα0

. One then says that pTtq is
associated to pE ,Hq.

Lemma 1.7. Let A be the infinitesimal generator of pTtq the semigroup associated
to pE ,Hq, with domain DpAq. Then for u P DpAq and v P H,

Epu, vq “ ´xAu, vyL. (1.7)

Moreover, u belongs to DpAq if and only if, as a functional with domain H, the
mapping v ÞÑ Epu, vq is continuous with respect to } ¨ }L.

Proof. Fix α ą α0, u P DpAq and v P H. Using Lemma 1.2, there is an f P L such
that u “ Gαf . Since Au “ αGαf ´f , we easily obtain (1.7) by using the definition
of Gαf . The second part is Proposition I.2.16 p.23 in [20]. �

2. Dirichlet Forms

2.1. Dirichlet forms and Markov processes.

2.1.1. Definitions. LetM be a locally compact separable metric space. Let m be a
positive Radon measure on M such that Supprms “ M . Let E be a bilinear closed
form on L :“ L2pmq, with domain H. In particular, there is some α0 ą 0 for which
pE .1q and pE .2q are satisfied. If the bilinear form E also satisfies

(E .3) for all u P H and a ě 0, u^ a P H and Epu ^ a, u´ u^ aq ě 0

then pE ,Hq is called a Dirichlet form on L.
Note that, if pTtq is the semigroup associated to E , then (Theorem 1.1.5 in [24])

(E .3) is equivalent to

(E .3a) pTtq is sub-Markov : if f P L2pmq satisfies 0 ď f ď 1m-a.e., then 0 ď Ttf ď 1
m-a.e.

So, when (E .3) is satisfied, the restriction of Tt to L
2pmq XL8pmq can be extended

to an operator T8
t on L8pmq which satisfies ‖T8

t ‖L8pmq ď 1. Then pT8
t q is a

strongly continuous contraction semigroup and if we set G8
α f “

ş8
0
e´αtT8

t fdt for
f P L8pmq and α ą 0, pG8

α qαą0 is a strongly continuous contraction resolvent on
L8pmq, i.e. such that ‖αG8

α ‖L8pmq ď 1 for α ą 0. Moreover, for f P L2pmq X
L8pmq and α ą α0, Gαf “ G8

α f m-a.e.
The Dirichlet form E is said regular if H XCcpMq is dense in H with respect to

‖¨‖H and is dense in CcpMq with respect to ‖¨‖8.

Theorem 2.1 (Theorem 3.3.4. in [24]). For any given regular Dirichlet form E
on L2pmq with domain H, there exists a Hunt process whose resolvent Rαf is a
quasi-continuous modification of G8

α f for any f P L8pmq and α ą 0.

We say that a Dirichlet form pE ,Hq possesses the local property if Epu, vq “ 0
whenever u, v P H have disjoint supports.

Theorem 2.2 (Theorem 3.5.12 in [24]). Let pE ,Hq be a regular Dirichlet form,
then the following conditions are equivalent to each other:

(i) pE ,Hq possesses the local property;
(ii) the Hunt process associated to pE ,Hq is a diffusion process.
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2.1.2. Dirichlet form associated to a diffusion on a manifold. Let M be a smooth
connected oriented Riemannian manifold. Let m be a positive Borel measure m
on M equivalent to the volume form on M , with a C1 density we also denote by
m. For V a C1-vector field, set divmV “ m´1divpmV q P CpMq, where div is the
divergence operator on M . Then we have the following integration by part formula

xV f, gyL2pmq “ ´xf, V gyL2pmq ´
ż

M

fg divmV dm, for all f, g P C1
c pMq (2.1)

Let S be a second order differential operator on M , with S1 “ 0. Suppose also
that

(i) Sf P L2pmq for all f P C8
c pMq.

(ii) S is symmetric on L2pmq, i.e. xSf, gyL2pmq “ xf, SgyL2pmq, for all f, g P
C8

c pMq.
(iii) S is non positive, i.e. xSf, fyL2pmq ď 0 for all f P C8

c pMq.
Let Γ be the carré du champ operator of S defined by

Γpf, gq “ 1

2
rSpfgq ´ fSg ´ gSf s. (2.2)

Then, one has that ´xSf, gyL2pmq “
ş
M

Γpf, gqdm.

Let V be a C1-vector field on M and define

Epf, gq “
ż
Γpf, gqdm´ xV f, gyL2pmq, f, g P C8

c pMq. (2.3)

Remark 1. The symmetric and antisymmetric parts of E are given by : for u, v P
C8

c pMq,

Espf, gq “
ż
Γpf, gqdm` 1

2

ż
fg divmV dm (2.4)

Eapf, gq “1

2

ż
pfV g ´ gV fqdm. (2.5)

It may be convenient to take form the volume form onM , in which case divm “ div.

Proposition I.3.3 in [20] and Theorem 1.2.1 in [24] imply the following proposition

Proposition 2.3. Assume that for some constant c1 P R,

divmV ě c1 (2.6)

and that for some constant K ă 8 and for α0 :“ ´ c1
2
, the weak sector condition

|xV f, gyL2pmq| ď KEα0`1pf, fq1{2Eα0`1pg, gq1{2, for all f, g P C8
c pMq, (2.7)

holds. Then

(i) pE , C8
c pMqq is closable and its smallest closed extension pE ,Hq is a closed

form satisfying pE .1q and pE .2q with α0 “ ´ c1
2
.

(ii) pE ,Hq is a regular Dirichlet form that possesses the local property.

Proof. It is straightforward to check that Es
α0

is positive definite. Then the fact that
pEα0

, C8
c pMqq is closable follows from Proposition I.3.3 in [20], which is applied with

S replaced by S ` V ´ α0. And we can conclude the item (i) by using Theorem
1.2.1 in [24]. By construction, (ii) is satisfied. �

The Dirichlet form pE ,Hq will be called the Dirichlet form on L2pmq associated
to Γ (or S) and V .
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Remark 2. Denote by H1pmq the Hilbert space obtained as the completion of

C8
c pMq with respect to the norm }f}H1pmq “

ˆż
pf2 ` |∇f |2qdm

˙ 1

2

. Then

‚ H Ą H1pmq as soon as there is a positive constant c2 such that

Γpf, fq ď c2 |∇f |
2
, for all f P C8

c pMq; (2.8)

‚ H Ă H1pmq as soon as Γ is uniformly elliptic, i.e. if there is a positive
constant c3 such that

c3 |∇f |
2 ď Γpf, fq, for all f P C8

c pMq. (2.9)

We now give sufficient conditions ensuring that the weak sector condition (2.7)
holds.

Proposition 2.4. Assume that (2.6) is satisfied and that there is a measurable
function v : M Ñ R such that for all f P C8

c pMq, |V f |2 ď v2Γpf, fq. Then
the weak sector condition (2.7) holds for all f, g P C8

c pMq as soon as one of the
following conditions is satisfied:

(1) v P L8pmq.
(2) For some q ą 2, v P Lqpmq and pΓ,mq satisfies a Sobolev inequality with

dimension q ą 2 (or of exponent p :“ 2q
q´2

ą 2) and constants A P R and

C ą 0, i.e. for all f P C8
c pMq

}f}2Lppmq ď A}f}2L2pmq ` C

ż
Γpf, fqdm.

(3)
ş
exppv2qdm ă 8, m is a probability measure and pΓ,mq satisfies a loga-

rithmic Sobolev inequality with constants C ą 0 and D ě 0, i.e. for all
f P C8

c pMq

Entmpf2q ď 2C

ż
Γpf, fqdm `D}f}2L2pmq

where Entmpfq :“
ż
f ln fdm´

ż
fdm ln

ˆż
fdm

˙
, with f ě 0.

Proof. It is straightforward to check that (2.7) holds under condition (1).
To prove the weak sector condition (2.7) for all f, g P C8

c pMq under condition
(2) or (3), we use

ˇ̌
ˇ̌
ż
fV gdm

ˇ̌
ˇ̌ ď

ż
|v||f |

a
Γpg, gqdm

ď
ˆż

|v|2|f |2dm
˙ 1

2

ˆż
Γpg, gqdm

˙ 1

2

ď
ˆż

v2|f |2dm
˙ 1

2

Es
α0`1pg, gq 1

2 .

When condition (2) is satisfied, Hölder inequality and Sobolev inequality imply
that, for some constant K ă 8,

ż
|v|2|f |2dm ď

ˆż
|v|qdm

˙ 2

q
ˆż

|f |pdm
˙ 2

p

ď KEs
α0`1pf, fq.
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When condition (3) is satisfied, we use the entropic inequality (5.1.2) p 236 in
[1] and the logarithmic Sobolev inequality :

ż
|v|2|f |2dm ď Entmpf2q `

ż
f2dm ln

ˆż
expp|v|2qdm

˙
ď KEs

α0`1pf, fq

for some constant K ă 8. �

Note that when Γ is uniformly elliptic, then condition (1) is satisfied as soon as
V is bounded.

Example 1. Let tVℓ : 0 ď ℓ ď Lu be a finite family of C1-vector fields. Define

Su “
Lÿ

ℓ“1

VℓpVℓuq ` V̂ u (2.10)

with V̂ “ řL
ℓ“1pdivmVℓqVℓ. Then S is symmetric on L2pmq and

Γpu, vq “
Lÿ

ℓ“1

pVℓuqpVℓvq. (2.11)

Suppose that V0 satisfies (2.6) and condition (1). Then there is a (unique) Dirichlet
form on L2pmq associated to Γ and V0.

In the two following examples, M “ R
d, Γpf, gq “ 1

2
x∇f,∇gy and m “ e´Wλd,

where W P C2pMq and λd is the Lebesgue measure on R
d.

Example 2. Suppose that d ě 3, W “ 0 and that V is such that
ş

}V }ddm ă 8.

Then pΓ,mq satisfies a Sobolev inequality with exponent p “ 2d
d´2

and condition (2)
is satisfied.

Example 3. Let us assume that pΓ,mq satisfies a curvature-dimension condition
CDpρ,8q with ρ ą 0 (for instance, CDpρ,8q holds as soon as HessW ě ρ). Sup-

pose also that

ż
e´Wdλd “ 1 and

ż
expp}V }2qe´W dλd ă 8. Then pΓ,mq satisfies

a logarithmic Sobolev inequality (see [1] p.268) and condition (3) is satisfied.

Example 2 can be found in [20] or in [24]. But Example 3 is new up to our
knowledge.

3. Convergence of bilinear closed forms

Let us given for all integer n ě 0, a bilinear closed form pEn,Hnq on a separable
Hilbert space Ln and let pE ,Hq be a bilinear closed form on a separable Hilbert
space L. We assume that there is α0 P R such that the bilinear forms pE ,Hq and
pEn,Hnqně0 satisfy pE .1q and pE .2q with an eventually different constant in pE .2q
for each n, Kn ě 1.

For each n, let pGn
αqαąα0

be the resolvent associated to pEn,Hnq (by Proposition
1.3) and let T n

t be its associated semigroup on Ln (by Proposition 1.1). Let also
pGαqαąα0

be the resolvent associated to pE ,Hq and Tt be its associated semigroup
on L.
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3.1. Convergence of Hilbert spaces. Assume that Ln converges to L in the
sense that there are linear operators Φn : L Ñ Ln, such that

lim
nÑ8

‖Φnu‖Ln
“ ‖u‖L , u P L. (3.1)

Let punq be a sequence with un P Ln, and let u P L.

Definition 3.1. We say that punq strongly converges to u if

lim
nÑ8

‖Φnu´ un‖Ln
“ 0. (3.2)

We say that punq weakly converges to u if

lim
nÑ8

xun, vnyLn
“ xu, vyL (3.3)

for any sequence pvnq with vn P Ln strongly converging to a v P L.

Note that the strong convergence do imply the weak convergence, and that these
convergences correspond to the usual strong and weak convergence in L, when for
all n, Ln “ L (and Φn is the identity on L).

Lemma 3.2. If supn ‖un‖Ln
ă 8 and if for all v P L,

lim
nÑ8

xun,ΦnvyLn
“ xu, vyL,

then punq weakly converges to u.

Proof. Let pvnq be strongly converging to v. The lemma follows from the fact that
ˇ̌
xun, vnyLn

´ xun,ΦnvyLn

ˇ̌
ď ‖un‖Ln

‖Φnv ´ vn‖Ln
(3.4)

converges to 0, by definition of the strong convergence of pvnq towards v. �

Lemma 3.3. If supn ‖un‖Ln
ă 8, then there exists a weakly converging subse-

quence punk
q.

Proof. See Lemma 2.2 in [16]. �

Lemma 3.4. (i) If un weakly converges to u, then supn ‖un‖Ln
ă 8 and

‖u‖L ď lim infnÑ8 ‖un‖Ln
.

(ii) un strongly converges to u if and only if un weakly converges to u and
‖u‖L “ limnÑ8 ‖un‖Ln

.

(iii) un strongly converges to u if and only if

lim
nÑ8

xun, vnyLn
“ xu, vyL,

for any sequence vn weakly converging to v P L.

Proof. It is lemma 2.3 (for (i) and (ii)) and Lemma 2.4 (for (iii)) in [16]. �

3.2. Convergence of bounded operators. For each n, let An be a bounded
operator on Ln, and let A be a bounded operator on L. Denote by A˚

n and by A˚

respectively the dual operators of An in Ln and of A in L.

Definition 3.5. We say that pAnq strongly (resp. weakly) converges to A if
Anun strongly (resp. weakly) converges to Au, for any sequence punq with un P Ln

strongly (resp. weakly) converging to a u P L.

It should be noted that the strong convergence do not imply the weak conver-
gence in general.
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Proposition 3.6. An strongly converges to A if and only if A˚
n weakly converges

to A˚.

Proof. Suppose An strongly converges to A. Let punq be weakly converging to a u
and pvnq be strongly converging to a v. Then, as n Ñ 8

xA˚
nun, vnyLn

“ xun, AnvnyLn
Ñ xu,AvyL “ xA˚u, vyL

which proves that A˚
n weakly converges to A.

On the converse, suppose that A˚
n weakly converges to A˚. Let punq be strongly

converging to a u and pvnq be weakly converging to a v. Then, as n Ñ 8
xAnun, vnyLn

“ xun, A˚
nvnyLn

Ñ xu,A˚vyL “ xAu, vyL.
We then conclude using Lemma 3.4 (iii). �

A consequence of this proposition is that the strong convergence and the weak
convergence are equivalent for symmetric bounded operators.

3.3. Mosco convergence. In this section, a convergence of bilinear closed forms
is defined. Since this convergence and the Mosco convergence are equivalent for
symmetric Dirichlet forms, it will be also called the Mosco convergence. We follow
and adapt [15] to our framework (in [15], we would have Ln “ L for all n). Following
the notation before Lemma 1.4, set Θnpuq “ suptvPHn; ‖v‖Hn

“1u E
n
α0`1pv, uq for

u P Hn.

Definition 3.7. We say that En Mosco-converges to E if (F1) and (F2) hold, with

(F1) If punq with un P Hn weakly converges to u and if lim infnÑ8 Θnpunq ă 8,
then u P H.

(F2) For any sequence punq with un P Hn weakly converging to a u P H, and
any v P H, there exists a sequence pvnq with vn P Hn strongly converging
to v such that

lim
nÑ8

Enpvn, unq “ Epv, uq. (3.5)

We introduce also the two following conditions

(F2’) For nk Ò 8, uk P Hnk
such that uk weakly converges to a u P H which

satisfies supk Θ
nkpukq ă 8, there exists a dense subset C in H such that for

all v P C, there exists a sequence pvkq with vk P Hnk
strongly converging

to v with
lim inf
kÑ8

Enkpvk, ukq ď Epv, uq. (3.6)

(R) Gn
α strongly converges to Gα, for α ą α0.

Theorem 3.8. We have

(i) En Mosco-converges to E if and only if (F1) and (F2’) hold.
(ii) En Mosco-converges to E if and only if (R) holds.

Proof. This theorem corresponds to Theorem 3.1 in [15], whose statement is :
pF2q ñ pF21q , pF1qpF21q ô pRq ô pF1qpF2q.We follow the proof of this theorem.

Proof of pF2q ñ pF21q : Note first that (F2) implies that for all v P H, there
exists pvnq with vn P Hn strongly converging to v (it suffices to take un “ u “ 0 in
(F2)).
Let us now prove (F2’) with C “ H: Let nk Ò 8 and a sequence pukq with uk P Hnk

such that pukq weakly converges to a u P H and such that supk Θ
nkpukq ă 8.
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There exists pwnq with wn P Hn strongly converging to u. By taking u1
n “ wn for

n R tnk : k ě 0u and u1
nk

“ uk for k ě 0, we have that pu1
nq weakly converges to

u. Condition (F2) implies that for v P H, there exists pvnq with vn P Hn strongly
converging to v satisfying (3.5), which easily implies (3.6).

Proof of pF1qpF21q ñ pRq : Fix α ą α0. Let pfnq with fn P Ln weakly converging
to an f P L. Set un “ Gn,˚

α fn. Then if un weakly converges to G˚
αf , then Gn,˚

α

weakly converges to G˚
α which implies (R) (using Proposition 3.6).

First, since ‖pα ´ α0qun‖Ln
ď ‖fn‖Ln

, supn ‖un‖Ln
ď pα´α0q´1 supn ‖fn‖Ln

ă
8 (using Lemma 3.4-(i)). Thus, Lemma 3.3 implies that there is a subsequence
punk

q weakly converging to a u P L. Using Lemma 1.5, supn Θ
npunq ă 8. There-

fore, (F1) implies that u P H.
From (F2’), there exists C dense in H such that for all v P C, there exists a

sequence pvkq with vk P Hnk
strongly converging to v with

lim inf
kÑ8

Enkpvk, unk
q ď Epv, uq. (3.7)

Now, Enk
α pvk, unk

q “ xvk, fnk
yLnk

which converges to xv, fyL. As a consequence we
have that for all v P C,

Eαpv, uq ě xv, fyL. (3.8)

Using the fact that C is dense in H, this inequality also holds for all v P H. Then,
using this inequality with ´v instead of v, we get Eαpv, uq ď xv, fyL for v P H.
Therefore, Eαpv, uq “ xv, fyL for all v P H, and thus u “ G˚

αf . The sequence punq
has a unique weak accumulation point therefore it converges weakly to u “ G˚

αf .

Proof of pRq ñ pF1q : Let punq with un P Hn be weakly converging to u P L
such that M :“ lim infnÑ8 Θnpunq ă 8. From Proposition 1.6-(iii), to prove that
u P H, it suffices to prove that lim supβÑ8 Epβqpu, uq ă 8. Set vn “ Φnu, then
pvnq strongly converges to u. Fix β ą α0 _ 0. On one hand, since Gn

βvn strongly
converges towards Gβu,

En,pβq`vn, unq “ βxvn ´ βGn
βvn, unyLn

ÝÝÝÑ
nÑ8

βxu´ βGβu, uyL “ Epβqpu, uq. (3.9)

On the other hand, using Proposition 1.6-(i),

En,pβqpvn, unq “ EnpβGn
βvn, unq “ En

α0`1pβGn
βvn, unq ´ pα0 ` 1qxβGn

βvn, unyLn

ď Θnpunq
∥

∥βGn
βvn

∥

∥

Hn
´ pα0 ` 1qxβGn

βvn, unyLn
(3.10)

Then, let us proceed as in Equation (3.9) to get

EnpβGn
βvn, βG

n
βvnq ÝÝÝÑ

nÑ8
EpβGβu, βGβuq.

This entails that limnÑ8
∥

∥

∥

βGn
βvn

∥

∥

∥

Hn

“ ‖βGβu‖H which implies that (using that

pβ ´ α0qGβ is a contraction)

Epβqpu, uq “ lim
nÑ8

En,pβqpvn, unq ď M ‖βGβu‖H ´ pα0 ` 1qxβGβu, uyL

ď M ‖βGβu‖H ` |α0 ` 1|β
pβ ´ α0q ‖u‖

2

L . (3.11)

Proposition 1.6-(ii) and that pβ ´ α0qGβ is a contraction imply that

‖βGβu‖
2

H ď Epβqpu, uq ` |α0 ` 1|β
pβ ´ α0q ‖u‖

2

L . (3.12)
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Equations (3.11) and (3.12) easily imply that lim supβÑ8 Epβqpu, uq ă 8.

Proof of pRq ñ pF2q : Let punq with un P Hn be weakly converging to a u P H,
and let v P H. Set wn “ Φnv, then pwnq strongly converges to v. Thus (the
convergences below being strong convergences),

lim
βÑ8

lim
nÑ8

βGn
βwn “ lim

βÑ8
βGβv “ v (3.13)

Since (by definition) En,pβqpwn, unq “ β
@
wn ´ βGn

βwn, unyLn
, we have that

lim
βÑ8

lim
nÑ8

En,pβqpwn, unq “ lim
βÑ8

Epβqpv, uq “ Epv, uq. (3.14)

This implies the existence of a sequence βn Ò 8 such that vn :“ βnG
n
βn
wn strongly

converges to v and

lim
nÑ8

En,pβnqpwn, unq “ Epv, uq. (3.15)

Since Enpvn, unq “ En,pβnqpwn, unq (Proposition 1.6-(i)), we have that

lim
nÑ8

Enpvn, unq “ Epv, uq. (3.16)

�

3.4. Convergence of semigroups. The next theorem proves the equivalence be-
tween the convergence of the resolvents pGn

αq (condition (R)) and the convergence
of the semigroups pT n

t q. Using Theorem 3.8 piiq, this proves that the Mosco-
convergence is also equivalent to the convergence of the semigroups pT n

t q.
Theorem 3.9. Denote ‖Φn‖ “ supfPL:‖f‖

L
“1 ‖Φnf‖Ln

and let us assume that

supně0 ‖Φn‖ ă 8. Then, the following statements are equivalent:

(1) For some α ą α0, G
n
α strongly converges to Gα;

(2) T n
t strongly converges to Tt for all t ě 0;

(3) T n
t strongly converges to Tt uniformly on bounded intervals i.e. for all
T ą 0 and all sequences pfnq strongly converging to f ,

lim
nÑ8

sup
tPr0,T s

‖T n
t fn ´ ΦnTtf‖Ln

“ 0. (3.17)

Proof of Theorem 3.9. (3)ñ(2) is immediate. We prove (2)ñ(1) and (1)ñ(3).
Proof of (2)ñ(1): Fix some α ą α0. Let pfnq with fn P Ln be strongly converg-

ing to a f P L and let pgnq with gn P Ln be weakly converging to a g P L. Then,
for all t ě 0, limnÑ8xT n

t fn, gnyLn
“ xTtf, gyL. Using Lemma 3.4 (i), there exists

M ą 0 such that |xT n
t fn, gnyLn

| ď eα0t ‖fn‖Ln
‖gn‖Ln

ď Meα0t for all n. We also

have: |xTtf, gyL| ď eα0t ‖f‖L ‖g‖L. By the dominated convergence theorem,

lim
nÑ8

xGn
αfn, gnyLn

“
ż `8

0

e´αt lim
nÑ8

xT n
t fn, gnyLn

dt

“
ż `8

0

e´αtxTtf, gyLdt “ xGαf, gyL. (3.18)

Lemma 3.4-(iii) implies that Gn
αfn strongly converges to Gαf . This proves (1).

Proof of (1)ñ(3): We follow Kato (p.504, Theorem IX.2.16). Set for each n,
Kn “ Gn

αΦn ´ ΦnGα. Then for f P L, limnÑ8 ‖Knf‖Ln
“ 0 and, using that

pα ´ α0qGn
α and pα ´ α0qGα are contractions respectively on Ln and L,

K :“ sup
n

‖Kn‖ ď sup
n

‖Φn‖
2

α ´ α0

ă 8, (3.19)
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with ‖Kn‖ :“ supfPL;‖f‖
L

“1 ‖K
nf‖Ln

.

Let pfnq with fn P Ln be a sequence strongly converging to a f P L. For T ą 0
and t P r0, T s,

‖T n
t fn ´ ΦnTtf‖Ln

ď ‖T n
t fn ´ T n

t Φnf‖Ln
` ‖T n

t Φnf ´ ΦnTtf‖Ln
. (3.20)

Since

sup
tPr0,T s

‖T n
t fn ´ T n

t Φnf‖Ln
ď eα0T ‖fn ´ Φnf‖Ln

ÝÝÝÑ
nÑ8

0 (3.21)

To prove (3), it remains to prove that for all f P L,

lim
nÑ8

sup
tPr0,T s

‖T n
t Φnf ´ ΦnTtf‖Ln

“ 0. (3.22)

Suppose first that f “ Gαg for some g P L and α ą α0. For t P r0, T s
T n
t ΦnGα ´ ΦnTtGα “ ´T n

t K
n ` Jn

t `KnTt (3.23)

with Jn
t “ Gn

αT
n
t Φn ´Gn

αΦnTt.

sup
tPr0,T s

‖´T n
t K

ng‖Ln
ď eα0T ‖Kng‖Ln

ÝÝÝÑ
nÑ8

0. (3.24)

We also have, for t P r0, T s, limnÑ8 ‖KnTtg‖Ln
“ 0. For s, t P r0, T s,

‖KnTtg ´KnTsg‖Ln
ď K ‖Ttg ´ Tsg‖L . (3.25)

Therefore, since t ÞÑ Ttg is uniformly continuous on r0, T s, the family of functions
t ÞÑ KnTtg is uniformly equicontinuous on r0, T s. This permits to prove that
limnÑ8 suptPr0,T s ‖K

nTtg‖Ln
“ 0.

We now prove that ‖Jn
t g‖Ln

converges to 0 uniformly on r0, T s. Suppose first
that g “ Gαh for some h P L.

Lemma 3.10. For all h P L, n ě 0 and t ě 0,

Gn
αpT n

t Φn ´ ΦnTtqGαh “
ż t

0

T n
t´spGn

αΦn ´ ΦnGαqTsh ds (3.26)

Proof. Let us denote F psq “ T n
t´sG

n
αΦnGαTsh. We denote the generators pAnq

(resp. A) of T n (resp. T ). We have

d

ds
F psq “ T n

t´sp´AnG
n
αΦn ` ΦnAGαqTsh (3.27)

Then using the fact that AGα “ ´I ` αGα, we have

d

ds
F psq “ T n

t´spΦnGα ´Gn
αΦnqTsh (3.28)

which implies the result when one integrates from 0 to t. �

With this Lemma, we have that

‖Jn
t Gαh‖Ln

ď
ż t

0

eα0pt´sq ‖KnTsh‖Ln
ds ď Teα0T sup

sPr0,T s
‖KnTsh‖Ln

, (3.29)

which converges to 0. We have thus obtain (3.22) for f P GαGαpLq. Lemma 1.2
implies that GαGαpLq is dense in L. Let f P L. For all ǫ ą 0 there is g P GαGαpLq
such that ‖g ´ f‖L ď ǫ. Now, for t P r0, T s

‖T n
t Φnf ´ ΦnTtf‖Ln

ď2ǫeα0T sup
n

‖Φn‖ ` ‖T n
t Φnf ´ ΦnTtf‖Ln

(3.30)
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and thus for all ǫ ą 0,

lim sup
nÑ8

sup
tPr0,T s

‖T n
t Φnf ´ ΦnTtf‖Ln

ď 2ǫeα0T sup
n

‖Φn‖ (3.31)

and therefore, we obtain (3.22) for all f P L. �

3.5. Main Application. Let M be a locally compact separable metric space and
m a positive Borel measure on M with full support. Let pE ,Hq be a Dirichlet form
on L2pmq with domain H. In particular, E satisfies pE .1q for some constant α0 P R

and, equipped with the inner product x¨, ¨yH :“ Es
α0`1, H is an Hilbert space. Let

Ea be an antisymmetric bilinear form on H. Suppose that there is K ă 8 such
that for all u, v P H

|Eapu, vq| ď KEα0`1pu, uq1{2Eα0`1pv, vq1{2. (3.32)

Then, for all κ P R, pEκ :“ E ` κEa,Hq is a Dirichlet form on L2pmq.
Let ĂM be also a locally compact separable metric space and π : M Ñ ĂM be a

measurable mapping. Set rm :“ π˚m and suppose that Suppr rms “ ĂM .
Set

rH “ tru P L2p rmq : ru ˝ π P Hu (3.33)

and equip rH with the inner product xru, rvy rH “ xru ˝ π, rv ˝ πyH. Note that rf ÞÑ rf ˝ π
defines an isometry from L2p rmq onto L2pmq.

Lemma 3.11. rH is an Hilbert space.

Proof. The fact that rH is prehilbertian is quite obvious. Let us now prove it is

complete. Let prunq be a Cauchy sequence in rH. Then it is also a Cauchy sequence
in L2p rmq which thus converges in L2p rmq to some ru P L2p rmq. We also have that
prun ˝ πq is a Cauchy sequence in H, hence it converges to some u P H. Then it

must hold that u “ ru ˝ π. Thus ru P rH and run converges in rH to ru. �

Let rE be the bilinear form on rH defined by

rEpru, rvq “ Epru ˝ π, rv ˝ πq, for ru, rv P rH. (3.34)

Proposition 3.12. Assuming that rH is dense in L2p rmq, then p rE , rHq is a Dirichlet
form on L2p rmq.

Proof. Let α0 be such that pE .1q and pE .2q are satisfied by pE ,Hq. Then pE .1q and

pE .2q are satisfied by p rE , rHq with this α0 (and with the same K ě 1). It is also

straightforward to check that p rE , rHq satisfies pE .3q. �

Set, for κ P R, Lκ “ L2pmq, and L “ L2p rmq. Then, if Φκ : L Ñ Lκ is

the linear operator defined by Φκ
rf “ rf ˝ π, then Lκ converges to L. Note that

supκ ‖Φκ‖ ă 8, thus Theorem 3.9 can be applied in this setting: if pEκ,Hq Mosco-
converges as κ Ñ 8, then the corresponding resolvents and semigroups strongly
converge.

Theorem 3.13. If one assumes that for all u P H,

Eapu, vq “ 0, @v P H ðñ Dru P rH such that u “ ru ˝ π (3.35)

then, as κ Ñ 8, pEκ,Hq Mosco-converges to p rE , rHq.
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Proof. We recall that, for u P H, Θκpuq “ suptvPH;Eκ
α0`1

pv,vq“1u E
κ
α0`1pv, uq. To

prove that pEκ,Hq Mosco-converges to p rE , rHq, we have to prove that for any se-

quences κn Ò 8, pEκn ,Hq Mosco-converges to p rE , rHq. Using Theorem 3.8, to prove
the Mosco-convergence, it suffices to prove that for all sequence κn Ò 8,

(1) For all κ, Eκ,s
α0

is a positive definite closed form and the weak sector as-
sumption is satisfied (with this α0, but with a constant Kκ ě 1).

(2) If puκq with uκ P H weakly converges to ru and if lim infκÑ8 Θκpuκq ă 8,

then ru P rH.
(3) For any sequence punq with un P H weakly converging to a ru P rH such that

supn Θ
κnpunq ă 8 and for any rv P rH, there is a sequence pvnq with vn P H

strongly converging to rv with

lim inf
nÑ8

Eκnpvn, unq “ rEprv, ruq. (3.36)

(1) is immediate since Eκ,s “ E0,s. Before proving (2) and (3), let us state a
short lemma

Lemma 3.14. Let puκq be weakly converging to ru such that lim infκÑ8 Θκpuκq ă
8, then ru belongs to rH and puκq weakly converges in H to ru ˝ π.
Proof. Let puκq be weakly converging to ru such that lim infκÑ8 Θκpuκq ă 8. Then,
for all rv P L2p rmq, xuκ, rv ˝ πyL2pmq Ñ xru, rvyL2pĂmq and supκ ‖uκ‖L2pmq ă 8. There

is also a sequence puκn
q with uκn

P H, κn Ñ 8 and such that supn ‖uκn
‖H ď

supn Θ
κnpuκn

q ă 8 by Lemma 1.4. This implies that there is a subsequence, we
also denote puκn

q, weakly converging in H (and in L2pmq) to a u P H.
This shows that for all rv P L2p rmq, xu, rv ˝ πyL2pmq “ xru ˝ π, rv ˝ πyL2pmq, i.e. ru ˝ π

is the orthogonal projection of u onto trv ˝ π : rv P L2p rmqu.
Note also that limnÑ8 Eapv, uκn

q “ Eapv, uq, for all v P H. However, since
supn Θ

κnpuκn
q ă 8, it must holds that limnÑ8 Eapv, uκn

q “ 0, and thus Eapv, uq “
0 for all v P H. This shows that u “ ru ˝ π. �

Proof of (2) : It is a direct consequence of Lemma 3.14.

Proof of (3) : Let punq with un P H be weakly converging to a ru P rH such that
lim infnÑ8 Θκnpunq ă 8. Lemma 3.14 implies that for all v P L2pmq,

lim
nÑ8

xv, unyL2pmq “ xv, ru ˝ πyL2pmq. (3.37)

Let rv P rH and set vn “ rv ˝ π for all n. Then pvnq strongly converges to rv.
Moreover, Eκnpvn, unq “ Eprv ˝ π, unq. By Lemma 3.14, un weakly converges in H

to ru ˝ π. Thus limnÑ8 Eκnpvn, unq “ Eprv ˝ π, ru ˝ πq “ rEprv, ruq. �

Suppose that pE ,Hq and p rE , rHq are regular. Then pEκ,Hq is also regular for all
κ P R. Applying Theorem 2.2, for all κ P R, to the Dirichlet form pEκ,Hq (resp.

p rE , rHq) is associated Xκ (resp. rX), a Hunt process on M (resp. ĂM) with life time

ζκ (resp. rζ) taking its values in M Y t∆u (resp. ĂM Y t r∆uq, with ∆ (resp. r∆) a

cemetery point we adjoin to M (resp. ĂM). We extend π to M Y t∆u by setting

πp∆q “ r∆. The processes πpXκq and rX are random variables taking their values

in DpR`, ĂM Y t r∆uq, the set of càdlàg functions from R
` to ĂM Y t r∆u, equipped

with the Skorohod topology.
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Theorem 3.15. Assume that

‚ pE ,Hq and p rE , rHq are regular and that Ea satisfies (3.32) and (3.35);

‚ πpXκ
0 q converges in law to rX0;

‚ For all κ, the law of Xκ
0 (resp. rX0) has a density with respect to m (resp.

to rm) and this density belongs to L2pmq (resp. to L2p rmq).
Then the finite dimensional distributions of πpXκq converges to those of rX as κ
goes to `8.

Proof. It is a consequence of Theorem 3.13, Theorem 3.9 and of the definition of
strong convergence. �

Let us finish this section by pointing out some properties of the Dirichlet form

p rE , rHq.

Lemma 3.16. Suppose that π : M Ñ ĂM is continuous and that pE ,Hq possesses

the local property, then p rE , rHq possesses the local property.

Proof. Straightforward after having remarked that for all ru P rH, Supppru ˝ πq “
π´1pSupppruqq. �

Remark 3. Let us consider σpπq the smallest complete σ-algebra on M such that
π is measurable. Then u : M Ñ R is σpπq measurable if and only if u is Borel

measurable and there is rumeasurable on ĂM such that u “ ru˝π m-a.e. Then, one can
introduce the space L2pm,σpπqq of functions in L2pmq which are σpπq measurable.
For u P L2pmq, we denote Πu the orthogonal projection of u onto L2pm,σpπqq (i.e
the conditional expectation Epu|σpπqq if m is a probability measure). Assumption
of Proposition 3.12 and Assumptions p2q and p3q of Theorem 3.15 can be formulated
using this orthogonal projection:

(1) If one assumes that for u P H, there is a version of Πu in H and that

u ÞÑ Πu is a bounded operator from H to H (i.e. ‖Π‖H ă 8) then rH is
dense in L2p rmq. This is equivalent to: there exists C ă 8 such that for all
u P H, Πu P H and

EpΠu,Πuq ď CEpu, uq. (3.38)

(2) Additionally, suppose that pE ,Hq is regular. Assume also that for u P
CcpMq there is a version of Πu in CcpMq, that u ÞÑ Πu is a bounded
operator from CcpMq to CcpMq (i.e. there is c ą 0 such that ‖Πu‖8 ď
c ‖u‖8 for all u P CcpMq), that π : M Ñ ĂM is continuous and that for all

compact K in ĂM , π´1pKq is compact in M . Then p rE , rHq is regular.
(3) Condition in Equation (3.35) is equivalent to L2pm,σpπqq XH is the kernel

of Ea.

Proof of (1). Let ru P L2p rmq and set u :“ ru˝π P L2pmq. Since H is dense in L2pmq,
there exists a sequence punq in H converging to u in L2pmq. Let run P L2p rmq be

defined by run ˝ π “ Πun. Then, by assumption, Πun P H and that entails run P rH.
Using that ru ˝ π “ Πu and that the orthogonal projection Π from L2pmq onto
L2pm,σpπqq is bounded,

‖ru´ run‖L2pĂmq “ ‖Πpu´ unq‖L2pmq ď ‖u´ un‖L2pmq . (3.39)

Thus prunq converges to ru in L2p rmq. This proves that rH is dense in L2p rmq. �
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Proof of (2). Let us first prove that CcpĂMqX rH is dense in CcpĂMq. Let ru P CcpĂMq,
then u :“ ru˝π P CcpMq and there is a sequence punq in CcpMqXH converging to u

in CcpMq. Define run by run˝π “ Πun. Then run P CpĂMqX rH since run˝π “ Πun P H.

Thus ‖run ´ ru‖8 ď c ‖un ´ u‖8 and prunq converges to ru in CcpĂMq.
Let us now prove that CcpĂMq X rH is dense in rH. Let ru P rH, then set u :“ ru˝π P

H, there is a sequence punq in CcpMq X H converging to u in H. Again, define run
by run ˝π “ Πun. Then run P CcpĂMq X rH and ‖run ´ ru‖ rH ď ‖Π‖H ‖un ´ u‖H, which

implies that prunq converges to ru in rH. �

4. An averaging principle for diffusions

In this section, M is a smooth oriented Riemannian manifold. Denote by B its
Borel σ-algebra, by MpMq (resp. M`pMq) the set of signed (resp. nonnegative)
Borel measures onM , and by PpMq the subset of M`pMq of probability measures.
We equip these sets with the narrow topology (i.e. the weak-˚ topology with respect
to continuous bounded functions on M).

Let m P M`pMq be equivalent to the volume form on M , with a positive C1

density also denoted m for the sake of simplicity. We will say that a set N is
negligible if it is m-negligible i.e. if mpNq “ 0.

4.1. Ergodic decomposition. Let V be a C1 vector field on M . Suppose that V
is complete, i.e. V generates a flow of diffeomorphisms φ “ pφtqtPR on M .

Let us recall the following definitions.

‚ A set A P B is called invariant if φ´1
t pAq “ A for all t.

Let µ P M`pMq.
‚ µ is called invariant if for all A P B, µpφ´1

t pAqq “ µpAq for all t (i.e.
φt˚µ “ µ for all t).

‚ µ is called ergodic if µ is an invariant probability measure such that for
all invariant set A P B, then either µpAq “ 0 or µpAq “ 1.

‚ A Borel function u is called µ-almost invariant if, for all t, u “ u ˝ φt
µ-a.e.

Henceforth, we denote by E the set of ergodic probability measures.
Using the fact that for u P C1

c pMq,
ş
M
V u dm “ ´

ş
M
u divmV dm, one can

prove

Proposition 4.1. m is invariant if and only if divmV “ m´1divpmV q “ 0.

We have the following proposition (see [13] Section 3.6.a)

Proposition 4.2. An invariant probability measure µ is ergodic if and only if every
µ-almost invariant function f is µ-essentially constant, i.e. there is a constant c
such that fpxq “ c, µpdxq-a.e.

Proposition 4.3. Let C be the subset of PpMq of invariant probability measures.
Suppose that C is non empty. Then

(1) C is convex and the set of its extreme points is E.
(2) E is a Gδ-subset of PpMq and therefore is a Polish space (metrizable, com-

plete, separable) with the same topology as PpMq.
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(3) Moreover for any invariant probability measure µ, there is a unique proba-
bility measure pµ on E such that

µpdxq “
ż

E

ppdxqpµpdpq.

Proof. The first item is a consequence of Proposition 4.2 (see [13], Theorem 4.2.4 or
[25], Proposition 12.4). Item (2) and existence in (3) are consequences of Choquet’s
Theorem on the structure of convex subsets of locally convex topological linear
spaces (Theorem 4.2 in [4]). The uniqueness is a consequence of Choquet’s Theorem
given in [25] p.60 Section 10, see also Theorem p.77 in Section 12, using item (2). �

Assumptions 4.4. m is invariant and there is an increasing sequence of compact
invariant sets pMnqně1 with

Ť
ně1Mn “ M .

Note that this assumption is satisfied as soon as there is a C1-function H :M Ñ
R, such that VH “ 0 and that for all n ě 1, Mn :“ tx P M : Hpxq ď nu is compact
(i.e. limxÑ8 Hpxq “ 8).

Suppose that m is an invariant probability. Let us denote by I, the σ-field
generated by the invariant sets of B and completed by the negligible sets of B. For
p P r1,8s, let Lp

invpmq be the space of m-almost invariant functions in Lppmq, or
equivalently of I-measurable functions in Lppmq. For f P L1pmq, denote by Πf the
conditional expectation Emrf |Is of f with respect to I andm. Then Πf P L1

invpmq,
and when f P L2, Πf is the orthogonal projection on L2

invpmq.
From [23] (corollary of Proposition V-4-4), there is a function P :MˆB Ñ r0, 1s,

called a regular conditional probability with respect to I and m, such that

‚ for all x P M , P px, ¨q is a probability measure on B
‚ for all A P B, P p¨, Aq is a I-measurable version of Emr1A|Is (in the proba-
bility space pM,B,mq).

If P is a regular conditional probability with respect to I and m, then for any
f P L1pmq, x ÞÑ Pfpxq :“

ş
M
fpyqP px, dyq is a version of Emrf |Is.

Theorem 4.5. Assume that m is an invariant probability measure, then there is a
regular conditional probability P with respect to I and m such that

(1) P is a measurable map from M to E;
(2) For f P L1pmq, we have

Pfpxq “ lim
tÑ8

1

t

ż t

0

fpφspxqqds mpdxq ´ a.e. (4.1)

The convergence (4.2) holds in Lppmq for f P Lppmq and 1 ď p ă 8;
(3) Let pm be the unique probability measure on E such that m “

ş
E
p pmpdpq.

We have P˚m “ pm and P induces a bijection between L2
invpmq and L2p pmq.

Proof. Let us recall Birkhoff’s Theorem ([13] Theorem 3.5.2): if µ is an invariant
probability measure and f P L1pµq, then

Eµrf |Ispxq “ lim
tÑ8

1

t

ż t

0

fpφspxqqds µpdxq ´ a.e. (4.2)

Item (1): using (4.2) with µ “ m, the construction of a regular conditional
probability P with respect to I andm given by Neveu ([23], corollary of Proposition
V-4-4) can be modified such that P :M Ñ PpMq defined by P pxqpAq “ P px,Aq is
I-measurable and P pxq is invariant for all x P M . Using again (4.2) with µ “ P pxq,
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we obtain that, mpdxq-a.e., P is also a regular conditional probability with respect
to I and P pxq. Thus, using [26], Proposition 3.3, it proves that P pxq is ergodic
mpdxq-a.e, and P can modified such that P pxq P E for all x P M .

Item (2) follows from (4.2) with µ “ m and P defined in item (1). The conver-
gence in Lp is von Neumann’s ergodic Theorem (see [13] Theorem 3.5.1).

Item (3) is a consequence of the uniqueness of pm from Proposition 4.3. The
bijection between L2

invpmq and L2p pmq is then defined by u ÞÑ û, with ûppq “ pu

and then when u is invariant, û ˝ P “ u. �

Remark 4. Note that if P and Q are regular conditional probabilities with respect
to I and m then for all f P L1, mpdxq-a.e., Pfpxq “ Qfpxq.

Proposition 4.6. If Assumption 4.4 holds, then there is a measurable map P :
M Ñ E such that for all f P L1pmq, we have

Pfpxq “ lim
tÑ8

1

t

ż t

0

fpφspxqqds mpdxq ´ a.e. (4.3)

Moreover, for all f P L2pmq, Pf is the orthogonal projection of f in L2pmq onto
the space of I-measurable functions. In particular, xPf, gyL2pmq “ xPf, PgyL2pmq
for all f, g in L2pmq.

Proof. Ifm is an invariant probability measure, this proposition is just Theorem 4.5.
Suppose now that Assumption 4.4-(2) is satisfied. Then, mn “ m|Mn

{mpMnq is an
invariant probability measure on Mn to which we apply Theorem 4.5. Let Pn be a
corresponding regular conditional probability satisfying the statement of Theorem
4.5 and let us define P pxq “ Pn`1pxq for x P Mn`1zMn, so that P : M Ñ E is
measurable. Note that for all f P L1pmq and n ě 1, fn :“ f1Mn

P L1pmnq and for
mnpdxq-a.e., Pf “ Pfn “ Pnfn.

Let now f P L2pmq and g a I-measurable function in L2pmq, and set for all n,
fn :“ f1Mn

and gn :“ g1Mn
. Since }Pf}L2pmq “ limnÑ8 }1Mn

Pnfn}L2pmq and

since for all n, }1Mn
Pnfn}2

L2pmq ď mpMnq}Pnfn}2
L2pmnq ď mpMnq}fn}2

L2pmnq ď
}f}2

L2pmq, we have Pf P L2pmq and

xPf, gyL2pmq “ lim
nÑ8

xPfn, gnyL2pmq

“ lim
nÑ8

mpMnqxPnfn, gnyL2pmnq

“ lim
nÑ8

mpMnqxfn, gnyL2pmnq “ xf, gyL2pmq,

where we have used that Pnfn is a version of Emn
rfn|Is. �

4.2. Main Results. Let Γ be a carré du champ operator associated to a second
order differential operator S as in Section 2.1.2 and let V0 be a C

1-vector field. Sup-
pose that Γ and V0 are such that (2.6) and (2.7) are satisfied. Applying Proposition
2.3, set pE ,Hq the Dirichlet form on L2pmq associated to Γ and V0.

Let V be a C1 complete vector field on M . Suppose that

‚ m is invariant for the flow pφ¨q associated to V , i.e. divmV “ 0;
‚ the weak sector condition (2.7) is satisfied by V ;
‚ f ˝ φt P H for all f P C8

c pMq and all t P R.

Note that this last condition is satisfied for example if V is C8 or if M is an open
subset of Rd and if H Ą H1

locpMq (which is satisfied when Γ is uniformly elliptic).
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For κ P R, define the bilinear form Eκ :“ E ` κEV , with EV the form defined by

EV pf, gq “ ´xV f, gyL2pmq, for f, g P H. (4.4)

EV is antisymmetric. Then, by Proposition 2.3, it holds that pEκ,Hq is a regular
Dirichlet form on L2pmq, for all κ P R.

We denote by A (resp. Aκ) the infinitesimal generator of pTtq (resp. T κ
t ) asso-

ciated to E (resp. to Eκ). Then, for all κ, it holds that A and Aκ have the same
domain (i.e. DpAκq “ DpAq) and Aκ “ A ` κV . Note that C8

c pMq Ă DpAq Ă H,
and for f P C8

c pMq, Af “ pS ` V0qf .
We suppose

Assumptions 4.7. There is a C2-function H :M Ñ r0,`8r, such that

‚ V H “ 0;
‚ There is λ ą 0 such that for all x P M , AHpxq ď λp1 `Hpxqq;
‚ For all n ě 1, Mn :“ tx P M : Hpxq ď nu is compact.

Note that this assumption ensures that Assumption 4.4 holds. We also suppose

Assumptions 4.8. There is a continuous application π : M Ñ ĂM , with ĂM a

locally compact, separable, metric space, and a measurable application p : ĂM Ñ E

such that P :“ p ˝ π is a regular conditional probability with respect to I and m.

Note that this assumption is satisfied when P is continuous, by simply taking

π “ P , ĂM “ E and ppµq “ µ for all µ P E.

Let us now apply the results of Section 3.5 with π : M Ñ ĂM , define rH as in

(3.33), and set rm “ π˚m a measure on ĂM . Finally, we suppose

Assumptions 4.9. (i) CcpĂMq X rH is dense in L2p rmq.
(ii) CcpĂMq X rH is dense in rH.

(iii) There is a vector space rC subset of tru P rH, ru ˝ π P C2
c pMqu dense in CcpĂMq.

Proposition 4.10. Let u P H. Then the following items (i), (ii) and (iii) are
equivalent.

(i) u is invariant;

(ii) There is ru P rH such that u “ ru ˝ π m-a.e.;
(iii) For all v P H, EV pu, vq “ 0.

Proof. Fix u P H.

piq ñ piiq: If u P H is invariant, then Pu “ u by (4.3). Define ru : ĂM Ñ R by
ruprxq “ pprxqu (recall that pprxq is a probability measure on M). Then mpdxq-a.e.,
ru ˝ πpxq “ p ˝ πpxqu “ Pupxq “ upxq. Moreover, ru P L2p rmq since ‖ru‖2L2pĂmq “ş
ppprxquq2 rmpdrxq “

ş
pPuq2pxqmpdxq “ ‖u‖

2

L2pmq. We thus have that, ru ˝ π “ u and

ru P rH.
piiq ñ piiiq: If u P H is such that there is ru P rH for which u “ ru ˝ π m-a.e. then

for all v P C8
c pMq,

EV pu, vq “ ´xu, V vyL2pmq “ ´xPu, V vyL2pmq “ ´xPu, PV vyL2pmq.
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Since mpdxq-a.e.,

PV vpxq “ lim
tÑ8

1

t

ż 8

0

V vpφspxqqds “ lim
tÑ8

1

t

ż 8

0

d

ds
vpφspxqqds (4.5)

“ lim
tÑ8

1

t
pvpφtpxqq ´ vpxqq ds “ 0. (4.6)

Therefore EV pu, vq “ 0 for all v P C8
c pMq and by density of C8

c pMq in H we prove
(iii).

piiiq ñ piq: Note that for all u P C8
c pMq and v P C8

c pMq it holds that for all
t ą 0,

xu ˝ φt, vyL2pmq ´ xu, vyL2pmq “
ż t

0

xV u ˝ φs, vyL2pmq ds (4.7)

“
ż t

0

xV u, v ˝ φ´1
s yL2pmq ds. (4.8)

Since v ˝ φ´1
s P H, we get that for all u P H and v P C8

c pMq,

xu ˝ φt, vyL2pmq ´ xu, vyL2pmq “
ż t

0

EV pu, v ˝ φ´1
s q ds. (4.9)

Equation (4.9) implies that if (iii) holds for some u P H, then for all v P C8
c pMq,

xu ˝ φt, vyL2pmq “ xu, vyL2pmq, and therefore that u is invariant. �

Remark 5. When condition (1) of Proposition 2.4 is satisfied, then for all u P H,
V u P L2pmq and u P H is invariant if and only if V u “ 0.

Proposition 4.10 proves that EV satisfies (3.35).

Let p rE , rHq be the Dirichlet form on L2p rmq obtained by contracting pE ,Hq on
ĂM using Proposition 3.12. To apply Theorem 3.15 we need to prove that p rE , rHq is
regular.

Proposition 4.11. The Dirichlet form p rE , rHq is regular and possesses the local

property. Moreover, p rE , rHq is a contraction of pEκ,Hq for all κ.

Proof. Assumption 4.9 ensures that p rE , rHq is regular. By Lemma 3.16, p rE , rHq
possesses the local property. Then, since for all ru P rH, ru ˝ π P H is invariant and

thus Eapru ˝ π, rv ˝ πq “ 0 for all rv P rH, the contraction of pEκ,Hq is p rE , rHq for all
κ. �

Note that Assumption 4.7 ensures that the Dirichlet forms pEκ,Hq are conser-
vatives for all κ (i.e. the life times of their associated Hunt processes are infinite

a.s.). Denote by rA the infinitesimal generator of the semigroup associated to p rE , rHq.
Denote by rH the mapping on ĂM defined by rHprxq “ pprxqH . Then Assumption 4.7

implies that rH ˝ π “ H , rH P Dp rAq and rA rH ď λp1 ` rHq, which implies that p rE , rHq
is also conservative.

By Theorem 2.2, for all κ, there is Xκ a diffusion on M associated to Eκ and
rX a diffusion on ĂM associated to rE . The processes πpXκq and rX are random

variables taking their values in CpR`, ĂMq equipped with the topology of uniform
convergence on compact sets. Our main result is

Theorem 4.12. Assume that
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‚ πpXκ
0 q converges in law to rX0;

‚ For all κ, the law of Xκ
0 (resp. rX0) has a density with respect to m (resp.

to rm) and this density belongs to L2pmq (resp. to L2p rmq);
‚ supκ ErHpXκ

0 qs ă 8.

Then, πpXκ
t qtě0 converges in law to p rXtqtě0 as κ Ñ 8.

The proof follows usual technics: we prove first the tightness and then apply the
convergence of the finite dimensional distributions (proved in Theorem 3.15).

Proposition 4.13. tπpXκq, κ ě 0u is tight in CpR`, ĂMq.
Proof. Note that, π being continuous, we have πpMnq is compact for all n.

To prove this proposition, we apply Theorem 9.1 of [8], which states that the

collection tπpXκq, κ ě 0u is tight in CpR`, ĂMq as soon as for all T ą 0,

lim
nÑ8

sup
κ

P rπpXκ
s q R πpMnq for some s P r0, T ss “ 0 (4.10)

and tru ˝ πpXκq, κ ě 0u is tight in CpR`,Rq for all ru P rC.
Note that (4.10) holds when M is compact (and so πpMq is compact). When M

is not compact. By applying the Itô Formula, Y κ
t :“ e´λtpHpXκ

t q ` 1q is a positive
supermartingale. Set τκn “ inftt,HpXκ

t q ě nu. Then, τκn is a stopping time and

ErY κ
0 s ě ErY κ

T^τκ
n

s ě ErY κ
τκ
n
1Těτκ

n
s ě pn` 1qe´λT

PrT ě τκn s (4.11)

Thus

Prsup
tďT

HpXκ
s q ě ns “ PrT ě τκn s ď eλTErHpXκ

0 q ` 1s
n ` 1

. (4.12)

Using that supκ ErHpXκ
0 qs ă `8, we get that

lim
nÑ8

sup
κ

Prsup
tďT

HpXκ
s q ě ns “ 0.

Note that Hpxq ď n implies that πpxq P πpMnq. Therefore (4.10) is proved.

Let ru P rC. Then ru ˝ π “ πu P C2
c pMq Ă DpAq by Assumption 4.9, Aκpru ˝ πq “

Apru ˝ πq, and

Mκ
t :“ ru ˝ πpXκ

t q ´ ru ˝ πpXκ
0 q ´

ż t

0

Apru ˝ πqpXκ
s q ds (4.13)

is a continuous local martingale with quadratic variation given by

xMκyt “
ż t

0

Γpru ˝ π, ru ˝ πqpXκ
s q ds. (4.14)

Fix T ą 0. Using that ru ˝ π P C2
c , using Burkhölder-Davies-Gundy inequality, for

γ ą 2 and for all 0 ď s ă t ď T ,

Er|pru ˝ πpXκ
t q ´ ru ˝ πpXκ

s q|γs ď Cγ,T pt ´ sq γ
2

where Cγ,T is a constant depending only on γ, T and on ru ˝ π. Using Theorem
12.3 (and the remark that follows this theorem) of Billingsley [3], we get that tru ˝
πpXκq, κ ě 0u is tight in CpR`,Rq. This finishes the proof of the proposition. �

Proof of Theorem 4.12. We use Theorem 8.1 Chap. 2 of [3], which states that if
a family of laws of processes is tight and converges in the sense the finite dimen-
sional distributions, then this family converges. Tightness is proved in Proposition
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4.13. Convergence of finite dimensional distributions is proved in Theorem 3.15.

Therefore pπpXκqq converges in law in CpR`, ĂMq. �

5. Random perturbations of Hamiltonian systems in R
2

In this section, we recover results from [9] and [2]. We noticed that the proof

of the regularity of the Dirichlet form rE in [2] is incorrect (in particular, there is a
mistake in the proof of density of continuous functions with compact support in the

domain of rE). In order to correct this mistake, we had to modify the assumptions
on the Hamiltonian H .

In this section, we set M “ R
2 and m the Lebesgue measure on R

2. Let S be a
second order differential on R

2, with S1 “ 0 satisfying conditions (i), (ii) and (iii)
as in section 2.1.2. Denote by Γ its associated carré du champ operator. Let V0 be
a C1 vector field on R

2. We assume that (2.6), (2.7), (2.8) and (2.9) hold. Recall
that a sufficient condition for (2.7) to hold is that V0 is a bounded vector field.

Let pE ,Hq be the regular Dirichlet form on L2pmq associated to Γ and V0, defined
in Proposition 2.3. Then H “ H1pR2q. This Dirichlet form is associated to the
diffusion on R

2 with generator A “ S ` V0.
Let H : R2 Ñ R

` be a C2 function and set V “ p´Bx2
H, Bx1

Hq. We suppose
that }∇H}8 ă 8 so that condition (1) in Proposition 2.4 is satisfied. Since divV “
0, Proposition 2.3 permits to define pEκ, H1pR2qq the Dirichlet form on L2pmq
associated to Γ and V0 ` κV for all κ P R.

Note that V H “ V1Bx1
H ` V2Bx2

H “ 0. Set S the set of stationary points of V
(or equivalently the set of critical points of H). We will assume that

‚ Assumption 4.7 holds and that the stationary points of V are non-degene-
rate.

This assumption implies that S is locally finite. The vector field V is complete and
generates a flow we denote by φ “ pφtqtPR. Assumption 4.7 implies that the orbits
of φ are compacts, and since divV “ 0, the measure m is invariant for this flow.

Our results improve the one obtained by Freidlin, Wentzell and their coauthors
(exposed in [9], Chapter 8) in the sense that, with our setting, the Hamiltonian H
needs only to be C2, S can be infinite and it is possible to add a drift V0. The
description of the limiting process is also easier with the framework of Dirichlet
forms.

In order to apply the results of Section 4, we need to construct a set ĂM , mappings

π : M Ñ ĂM and p : ĂM Ñ E satisfying Assumption 4.8. We then show that
Assumption 4.9 holds. With this in hand, the averaging principle of section 4 can

be used. In Section 5.5, we describe the Dirichlet form rE .

5.1. Description of E, the set of ergodic measures. The Poincaré-Bendixson
Theorem (Theorem 14.1.1 p.452 in [14]) states that the recurrent orbits of φ are
periodic, and thus that the support of an ergodic measure is a periodic orbit.

Let h ě 0. Then H´1phq “ YiPIphqγiphq, where Iphq is a finite set, γiphq is
connected and compact for all i, and γiphq X γjphq “ H if i ‰ j. Then γiphq is
a periodic orbit provided γiphq Ă S or γiphq X S “ H. On the converse, if γ is a
periodic orbit, then there is i and h such that γ “ γiphq.

Let γ be a periodic orbit of φ, with period denoted Tγ . Note that there is i and
h such that γ “ γiphq. When Tγ “ 0, then γ “ txu Ă S and we set µγ :“ δx.
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When Tγ ą 0, for all x P γ, the measure 1
Tγ

şTγ

0
δφtpxq dt does not depend on x, and

we denote this measure µγ . Then E consists of all µγ , with γ a periodic orbit.

5.2. Construction of ĂM , π and p. The set ĂM . For x P S, denote by Fx the
connected component of ty P R

2 : Hpyq “ Hpxqu containing x. Let F “ YxPSFx.
Then Ω :“ Fc is the union of all periodic orbits γ, with Tγ ą 0, and there is
an at most countable partition pΩiqiPI of Ω into open connected sets. For i P I,
set mi :“ m|Ωi

, li :“ inftHpxq : x P Ωiu and ri :“ suptHpxq : x P Ωiu. Then,

HpΩiq “sli, rir, with ri “ `8 for at most one i P I. Note that H´1pliq X Ωi Ă Fx

for some x P S, and if ri ă `8, H´1priqXΩi Ă Fx1 for some x1 P S. For h P rli, ris,
set γph, iq :“ H´1phq X Ωi and Tiphq “ Tγph,iq, then γph, iq is a C1 periodic orbit

when h Psli, rir and Tiphq is the associated period. For γ a C1 curve and f a
bounded measurable function on γ, denote by

ű
γ
fdℓ the curve integral of f on γ.

Proposition 5.1. Fix i P I.
(1) For all f P L1pmiq,

ş
Ωi
fdmi “

şri
li

ű
γph,iq f

dℓ
|∇H|dh.

(2) For all h Psli, rir, setting γ “ γph, iq, we have Tγ “
ű
γ

dℓ
|∇H| and

µγpdℓq “ 1

Tγ

dℓ

|∇H |
. (5.1)

(3) For li ă h ă k ă ri and f a C1-function on Ωi, setting Ωh,k
i “ Ωi X

H´1psh, krq, we have
¿

γpk,iq

f |∇H |dℓ´
¿

γph,iq

f |∇H |dℓ “
ż

Ω
h,k
i

divpf∇Hqdm. (5.2)

(4) For all continuous function f on Ωi, h ÞÑ
ş
γph,iq f |∇H |dℓ is continuous on

sli, rir. If in addition f is bounded continuous on ΩizS, then this function
has finite limits at li and at ri (when ri ă 8).

(5) For all C1-function f on Ωi, h ÞÑ
ű
γph,iq f |∇H |dℓ is C1 on sli, rir, with

derivative at h given by:

d

dh

¿

γph,iq

f |∇H |dℓ “
¿

γph,iq

divpf∇Hq dℓ

|∇H | . (5.3)

Proof. (1) follows from the coarea formula. (2) follows from the change of variable
formula. (3) is a consequence of Stokes formula applied to the vector field U “
f∇H . When f is C1, (4) follows from (3), and this can be extended to continuous
functions with a density argument. To prove (5), it suffices to use (5.2), the coarea
formula given in (1) applied to the right hand side of (5.2) and (4) applied to the

function divpf∇Hq
|∇H|2 . �

A first consequence of Proposition 5.1 is that, for h Psli, rir
d

dh
Tiphq “

¿

γph,iq

div

ˆ
∇H

|∇H |2
˙

dℓ

|∇H | .

Set M̂ :“ YiPI rli, ris ˆ tiu (using the abuse of notation rl,`8s “ rl,`8r) and
define the equivalent relation ph, iq „ pk, jq if ph, iq “ pk, jq or if h “ k P tli, riu X
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tlj, rju and there is x P S such that Ωi X Fx and Ωj X Fx are both non empty. Set
ĂM “ M̂{ „. By abuse of notation, an ph, iq P M̂ will be identified to its equivalent

class in ĂM . For i P I, set Ei “sli, rirˆtiu. Then ĂM “ YiEi Y V , with V being

the sets of the equivalent classes of pli, iq and of pri, iq, for all i P I. Then ĂM is
a connected metric graph (see e.g. Hajri and Raimond [12]). The set of edges

is tEi : i P Iu, the set of vertices is V and the distance d on ĂM is such that if
ph, kq P rli, ris2, dpph, iq, pk, iqq “ |h ´ k|.

Construction of π and p. Let us define π : M Ñ ĂM by πpxq “ pHpxq, ipxqq
where ipxq “ minti P I, x P ĎΩiu. To construct p : ĂM Ñ E, fix µ0 P E. If rx P V ,
we set pprxq “ µ0. If rx “ ph, iq P Ei for some i P I, set pprxq the ergodic measure
associated to the periodic orbit γph, iq.

Proposition 5.2. ĂM , π and p satisfy Assumption 4.8.

Proof. By construction, ĂM is a locally compact separable metric space. Note that
x ÞÑ ipxq is constant on Ωi. The fact that π is continuous is a simple consequence
of the fact that H is continuous and that for px, yq P Ωi ˆ Ωi, dpπpyq, πpxqq “
|Hpyq ´Hpxq|. Note that Proposition 5.1-(4) implies that rx ÞÑ pprxq is continuous

in Ei for all i P I. The set of vertices of ĂM being at most countable, p is measurable.
It remains to check that p˝πpxq “ P pxq mpdxq-a.e. Note that, for x P Ωi, p˝πpxq

is ergodic and that x belongs to the support of p ˝ πpxq, which is H´1tHpxqu XΩi.
This implies that p ˝ πpxq “ P pxq for all x P Ω “ YiPIΩi. Since mpΩcq “ 0, we get
that p ˝ πpxq “ P pxq mpdxq-a.e. �

Note that ĂM is a tree i.e. there is no self-intersecting closed path (or cycle) in ĂM .
Each edge Ei, i P I, is given an orientation by the function H . For v P V , a vertex,
set I`

v “ ti P I, pli, iq “ vu, I´
v “ ti P I, pri, iq “ vu and Iv “ I`

v Y I´
v . Choose

i P Iv and set hv “ li if v “ pli, iq or hv “ ri if v “ pri, iq. Remark that hv does not
depend on the particular choice i P Iv. For v P V , we define γpvq :“ Yph,iq„vγph, iq,
the connected level set associated to the vertex v. Set dpvq :“ |Iv|, the cardinal of

the set Iv, which is the degree of v in the graph ĂM .

Proposition 5.3. For i P I, set rmipdhq :“ H˚mipdhq. Then, we have that
rmipdhq “ Tiphq1rli,risphqdh is a finite measure on rli, ris if ri ă 8 and is σ-finite
on rli,8r if ri “ 8.

Proof. Follows from Proposition 5.1. �

5.3. The space rH and Assumption 4.9. For a function f : ĂM Ñ R and i P I,
define fi :sli, rirÑ R by fiphq “ fph, iq. Set rm :“ π˚m. If f P L1p rmq, thenş
fdrm “

ř
iPI

ş
fidrmi. For i P I and h Psli, rir, define

aiphq “
ż

γph,iq
|∇H |dℓ. (5.4)

For ph, iq P Ei, set aph, iq “ aiphq and T ph, iq “ Tiphq.

Lemma 5.4. Let f P rH. Then, for each i, the map fi is weakly differentiable on
sli, rir and we have that

‖f‖
2
rH “

ÿ

i

ż ri

li

`
f 1
iphq

˘2
aiphqdh `

ÿ

i

ż ri

li

`
fiphq

˘2
Tiphqdh (5.5)
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Proof. The fact that fi is weakly differentiable follows from the fact that on Ωi,
∇H ‰ 0 and f ˝ π “ fi ˝ H . Now, since on Ωi, ∇pf ˝ πq “ pf 1

i ˝ Hq∇H , ‖f‖ rH “
‖f ˝ π‖H1pR2q easily yields (5.5). �

Proposition 5.5. Set V1 :“ tv P V : dpvq “ 1u. A function f : ĂM Ñ R belongs

to rH if and only if f is continuous on ĂMzV1, the mappings pfi, i P Iq are weakly
differentiable, and }f} rH ă 8.

Proof. This will be explained in the appendix. �

For a measurable function f : ĂM Ñ R such that for all i P I, fi is differentiable
(or weakly differentiable), define a measurable function f 1 : ĂM Ñ R such that
f 1ph, iq “ f 1

iphq, rmipdhq-a.e.

Proposition 5.6. Assumption 4.9 is satisfied.

Proof. Let rC be the space of all f P CcpĂMq such that fi P C2psli, rirq for all i P I
and such that f 1 and f2 are continuously extendable by continuity at all v P V .

Then rC Ă tf : f ˝ π P C2
c pMqu Ă rH.

The fact that rC is dense in CcpĂMq follows from the Stone Weierstrass Theorem:
rC is an algebra and it is a simple exercise to show that rC separates the points in
ĂM . This proves that 4.9-(iii) is satisfied.

Since rC Ă CcpĂMq X rH, to prove that 4.9-(i) is satisfied, it suffices to check

that rC is dense in L2p rmq. Note that rmpV q “ mpFq “ 0. Let f P L2p rmq. Fix

δ ą 0. Since ‖f‖
2

L2pĂmq “ ř
iPI ‖f1Ei

‖
2

L2pĂmq ă 8, there is a finite set J such that

‖f ´ ř
iPJ f1Ei

‖
L2pĂmq ă δ{2. Denote by n the cardinality of J . For each i P J ,

there is a function gi P rC with support in Ei such that ‖gi ´ fi‖L2pĂmq ă δ{p2nq.
Then g :“

ř
iPJ gi P rC and ‖f ´ g‖L2pĂmq ă δ{2 ` nδ{p2nq “ δ.

The proof of 4.9-(ii) is more complicated and is given in the Appendix. �

5.4. Application of Theorem 4.12. Let p rE , rHq be the Dirichlet form on L2p rmq
obtained by contracting pE ,Hq on ĂM using Proposition 3.12. By Proposition 4.11,

p rE , rHq is regular possesses the local property. Moreover, p rE , rHq is a contraction of
pEκ,Hq for all κ, where Eκ “ E`κEV . Then we can apply Theorem 4.12, recovering
results of [9] and [2]

5.5. The Dirichlet form rE and its generator. The aim of this section is to give a

more comprehensive description of the limiting diffusion process rX on ĂM associated

to the regular Dirichlet form p rE , rHq by computing the infinitesimal generator of the
associated semigroup.

Proposition 5.7. For i P I and h Psli, rir, set

σ2
i phq “ pph, iq

`
2ΓpH,Hq

˘
, ciphq “ pph, iq

`
V0H

˘
. (5.6)

Then, for pf, gq P rH2,

rEpf, gq “ 1

2

ÿ

iPI

ż ri

li

σ2
i f

1
ig

1
iTi dh ´

ÿ

iPI

ż ri

li

cif
1
igiTi dh (5.7)
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Proof. Let pf, gq P rH2. Then

rEpf, gq “ Epf ˝ π, g ˝ πq

“
ż
Γpf ˝ π, g ˝ πqdm ´

ż
V0pf ˝ πqg ˝ πdm

“
ÿ

iPI

ˆż

Ωi

Γpfi ˝H, gi ˝Hq dmi ´
ż

Ωi

V0pfi ˝Hqgi ˝H dmi

˙

“
ÿ

iPI

ˆż

Ωi

ΓpH,Hqpf 1
ig

1
iq ˝H dmi ´

ż

Ωi

pV0Hqpf 1
igiq ˝H dmi

˙

and then one can conclude using Proposition 5.1-(1), and the definition of pph, iq.
�

Using the notation σph, iq “ σiphq and cph, iq “ ciphq, Equation (5.7) can be
written in the shorter form:

rEpf, gq “ 1

2

ż
σ2f 1g1 drm´

ż
cf 1g drm. (5.8)

For i P I, set bi :“ 1
2Ti

pσ2
i Tiq1 ` ci. Since ΓpH,Hq

|∇H|2 is bounded continuous on

R
2zS, Proposition 5.1-(4) implies that the limits α`

i :“ limhÑli`
1
2

pσ2
i Tiqphq and

α´
i :“ limhÑri´

1
2

pσ2
i Tiqphq (when ri ă 8) exist and are finite. Moreover, if i P I˘

v

with v P V such that dpvq “ 1, then α˘
i “ 0.

Proposition 5.8. A function f belongs to Dp rAq if and only if f P rH and for all
i P I,
(i) f 1

i is continuous and is weakly differentiable;
(ii) If i P I`

v (resp. I´
v ) with dpvq ě 2, then f 1

i has a finite limits at li (resp. ri if
ri ă 8);

(iii) If i P I`
v (resp. I´

v ) with dpvq “ 1, then limhÑli` σ2
i Tif

1
iphq “ 0 (resp.

limhÑri´ σ2
i Tif

1
iphq “ 0);

(iv) Aifi :“ 1
2
σ2
i f

2
i ` bif

1
i belongs to L2p rmiq;

and for all v P V, ÿ

iPI`
v

α`
i f

1
ipli`q “

ÿ

iPI´
v

α´
i f

1
ipri´q. (5.9)

Moreover, if f P Dp rAq and if rx “ ph, iq P Ei, then rAfph, iq “ Aifiphq.

Proof. Let f P rH be such that (i), (ii), (iii) and (iv) are satisfied. Then rAf defined

such that on Ei, rAfph, iq “ Aifiphq, belongs to L2p rmq. Let now g P rH X CcpĂMq,
then

rEpf, gq “ ´
ÿ

iPI

ż ri

li

pAifiqgiTi dh` 1

2

ÿ

iPI
rσ2

i Tif
1
igisrili

“ ´
ż

p rAfqg drm `
ÿ

vPV :dpvqě2

gpvq

¨
˝ ÿ

iPI´
v

α´
i f

1
ipri´q ´

ÿ

iPI`
v

α`
i f

1
ipli`q

˛
‚.

If (5.9) is satisfied, then rEpf, gq “ ´
ş
p rAfqg drm. Therefore rEpf, ¨q is a linear form

on rH, continuous with respect to } ¨ }L2pĂmq, which implies that f P Dp rAq.
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On the converse, let f P Dp rAq. Then f P rH and rEpf, gq “ x rAf, gyL2pĂmq for all

g P rH. This implies that for all i P I, fi P H2
locpsli, rirq and so fi satisfies (i) (choose

g P C8
c psli, rirq). This also implies that for all i P I, 1?

Ti
pσ2

i Tif
1
iq1 P L2psli, rirq, thus

σ2
i Tif

1
i is uniformly continuous on sli, rir. Using the asymptotics of Ti as h Ñ li

and as h Ñ ri given in Lemma 8.4, it can easily be proved that f satisfies (ii), (iii)

and (iv). To conclude, since (i), (ii), (iii) and (iv) are satisfied, the fact that rEpf, ¨q
is a linear form on rH, continuous with respect to } ¨ }L2pĂmq, implies that (5.9) is
satisfied for all v P V . �

Proposition 5.8 shows that the Markov process on ĂM associated to rE evolves as
a diffusion with generator Ai on Ei with reflecting boundary conditions at a vertex
v given by (5.9) with transmission parameters pα˘

i qiPIv at a vertex v.

Proposition 5.9. Let v P V and i P Iv. Then, for the diffusion on Ei of generator
Ai, v is an entrance boundary point if dpvq “ 1 and is a regular boundary point if
dpvq ě 2.

Proof. Let us fix h0 Psli, rir. The 1-dimensional diffusion with generator Ai on
sli, rir has scale function u and speed measure ρphqdh given by

uphq :“
ż h

h0

exp

˜
´

ż k

h0

2bipsq
σ2
i psq ds

¸
dk “

ż h

h0

1

σ2
i Tipkq exp

˜
´

ż k

h0

2cipsq
σ2
i psq ds

¸
dk,

(5.10)

ρphq :“ 1

σ2
i phqu1phq “ Tiphq exp

˜ż h

h0

2cipsq
σ2
i psq ds

¸
. (5.11)

Let us assume that v “ pli, iq, we need to compute the asymptotics of the two
functions u and ρ as h Ñ li`. Since Equations (2.8) and (2.9) hold, Lemma 8.4
ensures that σ2T satisfies the same asymptotics as a. Thus, as h Ñ l`i

‚ if dpvq “ 1, σ2
i phqTiphq „ c0ph´ liq and Tiphq „ c1,

‚ if dpvq ě 2, σ2
i phqTiphq „ c0 and Tiphq „ c1| logph ´ liq|,

where c0 and c1 are two finite positive constants. Note that by Stokes’ Theorem,

ciphq “ 1

Tiphq

¿

γph,iq

V0 ¨ ∇H

|∇H |dℓ “ 1

Tiphq

ż

Ωh
i

divpV0qpxq dx (5.12)

where Ωh
i is the compact set enclosed by the orbit γph, iq. Since V0 is a C1 vector

field, by the same arguments as Lemma 8.4, ciphqTiphq “ Op1q as h Ñ li and
furthermore, if dpvq “ 1, ciphqTiphq “ Oph ´ liq.

This gives the asymptotics of u and ρ as h Ñ l`i : for some positive constants
c1
0, c

1
1,

‚ if dpvq “ 1, uphq „ c1
0 lnph ´ liq and ρphq „ c1

1,
‚ if dpvq ě 2, uphq „ c1

0 and ρphq „ c1
1| lnph ´ liq|.

Therefore (see e.g. [5] pp. 369),

‚ if dpvq “ 1, upli`q “ ´8,
ş
li

|uphq|ρphqdh ă `8, and v is an entrance

boundary point;
‚ if dpvq ě 2, upli`q is finite,

ş
li

puphq´upli`qqρphqdh ă `8, and
ş
li
ρphqdh ă

`8, and v is a regular boundary point.

�
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6. An example on R
3

In this section, we setM “ R
3 and mpdxq “ e´Wpxq dx, where W P C2pR3q. For

f P C2pR3q and x P R
3, set

Sfpxq “ divmp∇fqpxq “ ∆fpxq ´ x∇Wpxq,∇fpxqy. (6.1)

Then S is a symmetric operator on L2pmq and its associated carré du champ oper-
ator is given, for f P C1pR3q, by Γpf, fq :“ |∇f |2. Applying Proposition 2.3, there
is a unique (symmetric) Dirichlet form pE ,Hq on L2pmq associated Γ and V0 “ 0.
Moreover, H “ H1pmq. This Dirichlet form is associated to the diffusion on R

3

with generator S.
Let V be the vector field defined for x “ px1, x2, x3q P R

3

V pxq “

¨
˚̋
x2x3

x1x3

´2x1x2

˛
‹‚. (6.2)

The flow pφtqtPR generated by V leaves invariant the quantities }x}2 and x21 ´ x22.
Suppose that W is such that

(i) W is strictly convex, i.e. HessW ě ρ ą 0;
(ii) Wpxq “ W p}x}q for some function W : R` Ñ R

`;

(iii)
ş
e}V pxq}2e´Wpxqdx ă 8.

For example, one can take Wpxq “ p1 ` }x}2qα, with α ą 2.
Condition (ii) ensures that divmV “ 0, and thus that the measure m is invariant

for the flow pφtqtPR generated by V . Note that Assumption 4.7 holds for the function
H defined by Hpxq :“ }x}2 “ x21 ` x22 ` x23.

Conditions (i) and (iii) ensures that Γ and V satisfy condition (3) in Proposi-
tion 2.4. Proposition 2.3 permits to define pEκ,Hq the Dirichlet form on L2pmq
associated to Γ and V0 ` κV for all κ P R.

This example is a variant of a model studied by Mattingly and Pardoux in
[21]. Their primary interest is the limit as κ Ñ 8 of the invariant measure of
the diffusion Xκ in R

3 with generator 1
2

pB2
11 ` B2

22q ` κV . In order to obtain the

limiting measure, they prove the convergence in law towards a diffusion in R
2
` of

pupXκ
¨ q, vpXκ

¨ qq where upxq “ 2x21 ` x23 and vpxq “ 2x22 ` x32 .
Significant differences exist between our models. In order to use the Dirichlet

form approach, we need a confinement potential W that the authors in [21] do not
need, and we require that the diffusion be uniformly elliptic (Equation (2.9)). In
[21], S “ B2

11 ` B2
22 and the authors could not add noise on the x3-coordinate.

To avoid the use of a confinement potential W , one could also replace the vector
field V by Vgpxq :“ gp}x}qV pxq with a well chosen C1 function g. Then, piiiq could
be replaced by the assumption that Vg is bounded (p1q of Proposition 2.4) and m
could be taken as the Lebesgue measure.

We slightly adapt their notations and computations to our framework.

6.1. Construction of ĂM and π. The set of stationary points S is tx1 “ x2 “
0u Y tx2 “ x3 “ 0u Y tx3 “ x1 “ 0u. Set

M1 “ tx P R
3zS : x1 ą |x2|u; M3 “ tx P R

3zS : x1 ă ´|x2|u;
M2 “ tx P R

3zS : x2 ą |x1|u; M4 “ tx P R
3zS : x2 ă ´|x1|u.
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Then, we get R3 “ Y4
i“1Mi and M1, M2, M3 and M4 are invariant for φ.

Denoting r1px1, x2, x3q “ px2, x1, x3q and r2px1, x2, x3q “ p´x1,´x2, x3q, r1 and
r2 commute with φ (in the sense that ri ˝ φt “ φt ˝ ri for i P t1, 2u and t P R). We
have that M2 “ r1pM1q, M3 “ r2pM1q and M4 “ r1 ˝ r2pM1q.

The set ĂM . Set now

C1 “ ty P R
2 : y1 ě y2 ě 0u; C3 “ ty P R

2 : y1 ď y2 ď 0u;
C2 “ ty P R

2 : y2 ě y1 ě 0u; C4 “ ty P R
2 : y2 ď y1 ď 0u.

For i P t1, 2u, define si : R2 Ñ R
2 by s1pyq “ py2, y1q and s2pyq “ ´y. Then

s1pC1q “ C2, s1pC3q “ C4, s2pC1q “ C3 and s2pC2q “ C4. Set ĂM “ Y4
i“1Ci. For

y P D :“ r0,8r, we identify py, yq P C1 X C2 and p´y,´yq P C3 X C4 with y. Set
also D˚ “s0,8r, C˚

i “ Cizt0, 0u for i P I and C˚ “ Cztp0, 0qu.
We equip ĂM with the distance d induced by the euclidean distance on each Ci

(setting |y| :“
a
y21 ` y22):

dpy, y1q :“

$
’&
’%

|y ´ y1| if y, y1 P C1 Y C2 or if y, y1 P C3 Y C4

|y ´ s2py1q| if py, y1q P C2 ˆ C3 or if py, y1q P C1 ˆ C4

|y ´ s1 ˝ s2py1q| if py, y1q P C1 ˆ C3 or if py, y1q P C2 ˆ C4.

Recall that when y1 P C3 (resp. C4), then s2py1q P C1 (resp. C2) and s1˝s2py1q P C2

(resp. C1). Then, ĂM “ YiCi is a 4-pages book, with D being the binding. Set
I :“ t1, 2, 3, 4u.

The function π. Let us define π : R3 Ñ ĂM by

πpxq “

$
’’&
’’%

ˆb
x21 ` x2

3

2
,

b
x22 ` x2

3

2

˙
if x P M1 YM2;

ˆ
´

b
x21 ` x2

3

2
,´

b
x22 ` x2

3

2

˙
if x P M3 YM4.

We then have that

Proposition 6.1. The mapping π : R3 Ñ ĂM defined above is continuous. More-
over, for each i P I, πpMiq “ 8Ci.

6.2. Description of E, the set of ergodic measures. We first describe the
orbits of the flow generated by V . For each i P I, let Φi : 8Ci ˆ r0, 2πrÑ YiMi be
the C1-diffeomorphism defined by

Φ1py, θq “
ˆb

y21 ´ y22 sin
2 θ, y2 cos θ,

?
2y2 sin θ

˙
if py, θq P 8C1 ˆ r0, 2πr;

Φ2py, θq “ r1 ˝ Φ1ps1pyq, θq if py, θq P 8C2 ˆ r0, 2πr;
Φ3py, θq “ r2 ˝ Φ1ps2pyq, θq if py, θq P 8C3 ˆ r0, 2πr;
Φ4py, θq “ r1 ˝ r2 ˝ Φ1ps1 ˝ s2pyq, θq if py, θq P 8C4 ˆ r0, 2πr.

Then, for i P I and y P 8Ci, γy :“ tΦipy, θq; θ P r0, 2πru is a periodic orbit living in

Mi. We also have that for i P I, π ˝ Φipy, θq “ y for all py, θq P 8Ci ˆ r0, 2πr, so that

πpMiq “ 8Ci.
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For i P I and py, θq P 8Ci ˆ r0, 2πr, set x “ Φipy, θq. The Jacobian matrix of Φ1

is,

JacpΦ1qpy, θq “

¨
˚̋

y1

x1
´ y2 sin2 θ

x1
´ y2

2
sin θ cos θ

x1

0 cos θ ´y2 sin θ
0

?
2 sin θ

?
2y2 cos θ

˛
‹‚

and the Jacobian of Φ1 is J1py, θq “
?
2y1y2

x1

. Similarly, the Jacobian J2, J3 and J4
of Φ2, Φ3 and Φ4 are given by:

J2py, θq “
?
2y1y2
x2

; J3py, θq “
?
2y1y2
x1

; J4py, θq “
?
2y1y2
x2

.

Therefore for all f P L1pmq,
ż

R3

fdm “
ÿ

i

ż

Ciˆr0,2πq
f ˝ Φipy, θq|Jipy, θq|e´W p}y}qdydθ. (6.3)

Set rm :“ π˚m and for i P I and y P Ci, set hipyq “
ş2π
0

|Jipy, θq|dθ. Then, (6.3)
yields that

rmpdyq “
4ÿ

i“1

1Ci
pyqhipyqe´W p}y}q dy. (6.4)

Let us denote, for t P r0, 1r,

Kptq “
ż π{2

0

dθa
1 ´ t2 sin2 θ

and Eptq “
ż π{2

0

a
1 ´ t2 sin2 θdθ.

Then

h1pyq “ 4
?
2y2K

´
y2

y1

¯
; h3pyq “ 4

?
2|y2|K

´
y2

y1

¯
;

h2pyq “ 4
?
2y1K

´
y1

y2

¯
; h4pyq “ 4

?
2|y1|K

´
y1

y2

¯
.

For all y P ĂMzD, let νy be the probability measure on R
3 defined by

νypfq “ 1

hipyq

ż 2π

0

f ˝ Φipy, θq|Jipy, θq|dθ if y P 8Ci,

νy “ δpy1,0,0q if y2 “ 0 and νy “ δp0,y2,0q if y1 “ 0.
Then (Proposition 7 in [21]), the set of ergodic measures is E “ tδx, x P SuYtνy :

y P
Ť

i C̊iu. Moreover if y P
Ť

i C̊i converges to py0, y0q P D, then νy narrowly
converges to 1

2
pδp0,0,

?
2y0q ` δp0,0,´

?
2y0qq (Proposition 6 in [21]).

For f P L1pmq, it may be useful to use the change of variable formula (6.3)
written in the form ż

fpxqmpdxq “
ż
νypfq rmpdyq. (6.5)

6.3. Assumptions 4.8 and 4.9. It can easily be checked that Assumption 4.8 is

satisfied with the map p : ĂM Ñ E defined by

ppyq “
"
νy if y P ĂMzD
δp0,0,0q if y P D. (6.6)

Proposition 6.2. Assumption 4.9 is satisfied.



34 FLORENT BARRET AND OLIVIER RAIMOND

Proof. Let rC be the set of all f P CcpĂMq such that 0 R Supppfq, f is C2 on 8Ci for
all i and such that Dfpyq and Hesspfqpyq are continuously extendable at all y P D.

If f P rC, then f ˝ π P C2
c pR3q. Indeed, f ˝ π is continuous with support included

in R
3ztx1 “ x3 “ 0 or x2 “ x3 “ 0u and since the mappings x ÞÑ Jacpπqpxq and

x ÞÑ Hesspπqpxq are continuous on R
3ztx1 “ x3 “ 0 or x2 “ x3 “ 0u, we have that

f ˝ π P C2
c pR3q.

Items piq and piiiq of Assumption 4.9 can be proved with this set rC in the same
way as in the proof of Proposition 5.6. The proof of item piiq of Assumption 4.9 is
more complicated and is given in the appendix. �

6.4. Application of Theorem 4.12. Let p rE , rHq be the Dirichlet form on L2p rmq
obtained by contracting pE ,Hq on ĂM using Proposition 3.12. By Proposition 4.11,

p rE , rHq is regular possesses the local property. Moreover, p rE , rHq is a contraction of
pEκ,Hq for all κ, where Eκ “ E ` κEV . Then we can apply Theorem 4.12.

6.5. The Dirichlet form rE and its generator. The aim of this section is to give a

more comprehensive description of the limiting diffusion process rX on ĂM associated

to the regular Dirichlet form p rE , rHq by computing the infinitesimal generator of the
associated semigroup.

Recall that mpdxq “ e´Wpxq dx, that the carré du champ is given by Γpf, fq “
|∇f |2, for f P C1pR3q, and that V0 “ 0. Recall also that, H “ H1pmq.

Proposition 6.3. For y P
Ť

iPI
8Ci, set apyq :“ νyp∇π b ∇πq. Then

rEpf, gq “
ż

ĂM

ÿ

1ďk,ℓď2

akℓBkfBℓg drm, for all pf, gq P rH2. (6.7)

Proof. Let pf, gq P rH2. We get

rEpf, gq “
ż
Γpf ˝ π, g ˝ πq dm “

ż ÿ

1ďk,ℓď2

p∇πk ¨ ∇πℓq
`
pBkfBℓgq ˝ π

˘
dm. (6.8)

Then (6.7) follows from the change of variable formula (6.5). �

The matrix a is given in the Appendix (Equation (8.6)) and takes the form:

a11pyq “ 1 ´ νypx23q
4y21

, a12pyq “ a21pyq “ νypx23q
4y1y2

, a22pyq “ 1 ´ νypx23q
4y22

.

As y goes to py0, y0q P D, using the remark at the end of section 6.2, νypx23q
converges to 2y20. Thus a

11, a12 “ a21 and a22 all converges to 1
2
.

For y P ĂM , set ĂWpyq :“ W p}y}q and for k P t1, 2u, define bk :
Ť

iPI
8Ci Ñ R such

that for each i P I,
bki “

ÿ

l“1,2

h´1
i e

ĂWBlphie´ ĂWakli q. (6.9)

Let f : ĂM Ñ R. For i P I, set fi :“ f|Ci
. For y P BC˚

i , set nipyq P R
2 the unit

outward normal vector at y.

For y P C˚, set tpyq “ |y1|^|y2|
|y1|_|y2| , rpyq “ }y} and θpyq “ arctan tpyq. Then

ptpyq, rpyq, θpyqq P r0, 1sˆs0,8rˆr0, π{4s. Note that the mapping y ÞÑ prpyq, θpyqq
is a C1-diffeomorphism from 8Ci onto s0,8rˆs0, π{4r. As noticed in the appendix,
for i P I and y P Ci, the eigenvalues of aipyq are 1 and λptpyqq. For θ P r0, π{4s, set
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λθ “ λptan θq and hθ “ 4
?
2Kptan θq sin θ. Then, using the coordinates pr, θq on

Ci, rmipdyq “ hθr
2e´W prqdrdθ and for pf, gq P rH2,

rEpf, gq “
ÿ

iPI

ż π{4

0

ż 8

0

ˆ
BrfiBrgi ` λθ

r2
BθfiBθgi

˙
hθr

2e´W prqdrdθ.

For t P r0, 1s and θ “ arctan t, set n1ptq “ p´ sin θ, cos θq, n2ptq “ pcos θ,´ sin θq,
n3ptq “ ´n1ptq and n4ptq “ ´n2ptq. Note that if i P I and y P D˚, then nipyq “
nip1q.

For i P I, y P Ci and f such that ∇fi is defined at y, set Bvfipyq “ v ¨ ∇fipyq
for all v P R

2. Note in particular that Bθfipyq “ Bniptqfipyq (with t “ tpyq) and
Brfipyq “ Bvfipyq, with v “ y

r
.

For pi, tq P I ˆ r0, 1s, set Dt
i :“ ty P Ci : tpyq “ tu and denote by ρti the isometry

between D and Dt
i .

Proposition 6.4. A function f belongs to Dp rAq if and only if f P rH and

(i) For all i P I, fi P H2
locp 8Ciq and Aifi :“ ř

1ďk,ℓď2 a
kℓ
i B2

kℓfi ` ř
k“1,2 b

k
i Bkfi

belongs to L2p rmiq;
(ii) For all i P I, we have that as t Ñ 1, pBniptqfiq ˝ ρti converges weakly in

L2pe´W prqdrq. Denoting this limit Bni
fi, we have:

ÿ

iPI
Bni

fi “ 0. (6.10)

Moreover, if f P Dp rAq and if y P 8Ci, then rAfpyq “ Aifipyq.

Proof. Suppose first that f P Dp rAq. Then by definition, f P rH and there exists

u “ rAf P L2p rmq such that for all g P rH,

rEpf, gq “ ´xu, gyL2pĂmq. (6.11)

(i): Fix some i P I and an open set B Ť 8Ci. Then (6.11) implies that for all
gi P H1

0 pBq, we have that
ż

B

pakℓi BkfiBℓgiqhie´ĂW dy “ ´
ż

B

uigihie
´ĂW dy. (6.12)

Since hie
´ĂWai P C1p 8Ciq and is elliptic, we have (following the proof of C1 p185 in

[6]) that the restriction of fi to B belongs to H2pBq. This shows that fi P H2
locp 8Ciq

and that ui “
ř

k,l h
´1
i e

ĂW Blphie´ĂWakℓi Bkfiq. This proves (i).
piiq : For i P I and 0 ď s ă t ď 1 set Cs,t

i :“ ty P Ci : s ď tpyq ď tu. We have

that for all g P rH ,

rEpf, gq “ lim
ps,tqÑp0,1q

ÿ

iPI

ż

C
s,t
i

pakℓi BkfiBℓgiqhie´ĂW dy.

Using on each Ci the polar coordinates pr, θq, setting θ1 “ arctan s and θ2 “
arctan t,

ż

C
s,t
i

pakℓi BkfiBℓgiqhie´ĂW dy “
ż θ2

θ1

ż 8

0

ˆ
BrfiBrgi ` λθ

r2
BθfiBθgi

˙
hθr

2e´W prqdrdθ.
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Integrating by parts, we obtain that for all g P rH,

ÿ

iPI

ż

C
s,t
i

pakℓi BkfiBℓgiqhie´ĂW dy “ ´
ÿ

iPI

ż

C
s,t
i

uigihie
´ĂW dy (6.13)

` λθ2hθ2

ÿ

iPI

ż

Dt
i

pBθfiqgi e´W prq dr (6.14)

´ λθ1hθ1

ÿ

iPI

ż

Ds
i

pBθfiqgi e´W prq dr. (6.15)

Since

lim
ps,tqÑp0,1q

ÿ

iPI

ż

C
s,t
i

uigihie
´ĂW dy “ xu, gyL2pĂmq,

the equality (6.11) implies that both (6.14) and (6.15) converge to 0. Using Lemma
8.6, we get that limθÑπ{4 λθhθ “ 4. Hence, (ii) holds.

Suppose now that f P rH is such that (i) and (ii) are satisfied. Let g P CcpĂMqX rH.
As in the proof of (ii) above, we integrate by parts. Since (ii) is satisfied, (6.14)

converges to 0 as t Ñ 1, and since g P CcpĂMq, (6.15) converges to 0. Therefore,

(6.11) holds for all g P CcpĂMq X rH and since CcpĂMq X rH is dense in rH, (6.11) holds

for all g P rH. �

When f P Dp rAq, using the polar coordinates pr, θq, we have for all i P I,

Aifi “ r´2eW prqBr
´
r2e´W prqBrfi

¯
` pr2hθq´1Bθ phθλθBθfiq

“ B2
rrfi `

ˆ
2

r
´W 1prq

˙
Brfi ` λθ

r2

“
B2
θθfi ` bθBθfi

‰
,

where bθ :“ Bθ logpλθhθq. Note that as θ goes to 0, then bθ „ θ´1 and as θ goes to
π
4
, bθ „ ´ logpπ{4 ´ θq and λθ „ ´2

logpπ{4´θq .

7. An averaging principle for stochastic flows

In Section 4, for all κ, Xκ is a diffusion in a manifold M with generator Aκ “
A`κV , with V a vector field, and we have proved the convergence in law as κ Ñ 8
of πpXκq towards a Markov process rX in ĂM , where π : M Ñ ĂM is a measurable
mapping determined by V .

We extend in this section this result to the convergence of Kκ the stochastic flow
of kernel (SFK) solution to the following SDE on M

Kκ
s,tfpxq “ fpxq `

ż t

s

Kκ
s,upWfpduqqpxq `

ż t

s

Kκ
s,upAκfqpxqdu, (7.1)

where W is a vector field white noise of covariance C (see Section 5 in [17]). The

main result of this section is Theorem 7.12 which states that rKκ converges in law (in

the sense of the finite dimensional distributions) to a stochastic flow on ĂM , where
rKκ
s,tfprxq “ pprxqKκ

s,tpf ˝ πq (recall that pprxq is an ergodic probability measure for
the vector field V ).

The law of a SFK is described by a consistent and exchangeable family of n-
point motions, which can be a system of n particles solving a given SDE. Using
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the framework developed in Section 4, we prove that the n-point motion of Kκ

converges to the n-point motion of rK, a SFK on ĂM .
In Section 7.1, the one point motion (Xκ) of Kκ is described. From Section 7.2

through 7.5, we recall the notion of the covariance for a vector field valued white
noise on M and define the n-point motion of Kκ. In Sections 7.6 and 7.7, we
apply Theorem 4.12 to prove the convergence of the n-motions, and therefore to
prove Theorem 7.10. In Sections 7.8 and 7.9, we recall the definition of a SFK and
use Theorem 7.10 to prove Theorem 7.12. We finish this section by revisiting the
Examples of Section 5 and Section 6.

7.1. The one-point motion. We use the framework of the Section 4. That is :

‚ M is a smooth oriented Riemannian manifold and m P M`pMq is equiva-
lent to the volume form on M , with a C1 density.

‚ Γ is a carré du champ operator associated to a second order differential
operator S, symmetric on L2pmq, as in section 2.1.2.

‚ V0 and V are C1-vector fields.

We suppose that V0 satisfies (2.6) and that there is a measurable function v :M Ñ
R such that |V0f |2`|V f |2 ď v2Γpf, fq and that one of the three following conditions
is satisfied

(1) v P L8pmq.
(2) For some q ą 2, v P Lnqpmq for all n ě 1, m is probability measure and

pΓ,mq satisfies a Sobolev inequality of dimension q ą 2.

(3)
ş
eλv

2

dm ă 8 for all λ ą 0, m is a probability measure and pΓ,mq satisfies
a logarithmic Sobolev inequality.

Then Proposition 2.4 implies that V0 satisfies (2.7). Applying Proposition 2.3, set
pE ,Hq the Dirichlet form on L2pmq associated to Γ and V0.

We suppose that V is complete and that

‚ m is invariant for the flow pφ¨q associated to V , i.e. divmV “ 0;
‚ f ˝ φt P H for all f P C8

c pMq and all t P R.

For all κ P R, define the bilinear form Eκ :“ E ` κEV , with EV the antisymmetric
form defined by (4.4). The vector field V satisfies (2.7) and by Proposition 2.3, it
holds that pEκ,Hq is a regular Dirichlet form on L2pmq, for all κ P R.

We denote by A (resp. Aκ) the infinitesimal generator of pTtq (resp. T κ
t ) asso-

ciated to E (resp. to Eκ). Then, for all κ, it holds that A and Aκ have the same
domain (i.e. DpAκq “ DpAq) and Aκ “ A ` κV . Note that C8

c pMq Ă DpAq Ă H,
and for f P C8

c pMq, Af “ pS ` V0qf .
We suppose that Assumptions 4.7 and 4.8 are satisfied. The results of section

3.5 are applied with π : M Ñ ĂM . Define rH as in (3.33), set rm “ π˚m a measure

on ĂM . Finally, we suppose that Assumption 4.9 is satisfied.

7.2. Vector field valued white noises.

Definition 7.1 (Definition 5.1 in [17]). C is a covariance function on the space of
vector fields on M , if C : T ˚M ˆ T ˚M Ñ R is a symmetric map whose restriction
to T ˚

xM ˆ T ˚
y M is bilinear and such that for any n-uples pξ1, . . . , ξnq P pT ˚Mqn,

ÿ

i,j

Cpξi, ξjq ě 0.
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For pf, gq P C1
c pMq ˆ C1

c pMq, define Cpf, gq : M ˆ M Ñ R by Cpf, gqpx, yq :“
Cpdfpxq, dgpyqq. The covariance C is assumed to be continuous in the sense that
Cpf, gq is continuous for all pf, gq P C1

c pMq ˆ C1
c pMq.

In Definition 5.3 of [17], a vector field valued white noise of covariance C is
defined as a two-parameter family W “ pWs,t, s ď tq satisfying (b) and (c) (with
K replaced by W ), such that for s ď t ď u, Ws,u “ Ws,t ` Wt,u and for all s ď t,
txWs,t, ξy, ξ P T ˚Mu is centered Gaussian with covariance function given by

ErxWs,t, ξyxWs,t, ξ
1ys “ pt´ sqCpξ, ξ1q, for ξ, ξ1 P T ˚M. (7.2)

Following Section 1 in [18], the covariance C can be written in the form C “ř
k Uk b Uk, with pUkqk a family of vector fields. Thus, a vector field valued white

noise W of covariance C can be constructed out of an independent family pW kqk
of standard white noises by W “ ř

kW
kUk.

Let C be a continuous covariance such that C is dominated by the carré du
champ Γ in the sense that

Cpf, fqpx, xq ď Γpf, fqpxq, for all f P C1pMq and x P M. (7.3)

When (7.3) is an equality, we will say that there is no pure diffusion, and that there
is a pure diffusion otherwise. We will say that there is a uniformly pure diffusion if
there exists δ ą 0 such that

Cpf, fqpx, xq ď p1 ´ δqΓpf, fqpxq, for all f P C1pMq and x P M. (7.4)

7.3. The generator Apnq,κ. For x P Mn, we identify Txi
M and T ˚

xi
M respectively

to linear subspaces of TxM
n and T ˚

xM
n. For f P C8

c pMnq and x P Mn, let difpxq
be the restriction of dfpxq to Txi

M . Then difpxq P T ˚
xi
M and dfpxq “ řn

i“1 difpxq.
For u P TxM and ξ P T ˚

xM , denote the dual pairing pu, ξq :“ ξpuq or, in local
coordinates, pu, ξq “ ř

k u
kξk.

For n ě 1, let Apnq,κ be the second-order differential operator on Mn defined by
(with Aκ “ A ` κV )

Apnq,κfpxq “
ÿ

i

Aκfipxiq
ź

k‰i

fkpxkq `
ÿ

i‰j

Cpfi, fjqpxi, xjq
ź

k‰i,j

fkpxkq, (7.5)

for all f P C2
c pMnq of the form fpxq “

śn
i“1 fipxiq, with fi P C2

c pMq.
Set Apnq :“ Apnq,0 and note that Apnq,κ “ Apnq ` κV pnq, where V pnq is the

complete C1-vector field on Mn defined by

V pnqfpxq “
nÿ

i“1

pV pxiq, difpxqq, for f P C8
c pMnq. (7.6)

For 1 ď i, j ď n, define didjfpxq P T ˚
xi
M b T ˚

xj
M . Again, we identify T ˚

xi
M b

T ˚
xj
M to a linear subspace of T ˚

xM
n b T ˚

xM
n. Then the Hessian of f is d2fpxq “ř

i,j didjfpxq.
The covariance function C can be extended to a function

C :
ď

x1,x2PM
T ˚
x1
M b T ˚

x2
M Ñ R. (7.7)

Then, for f P C8
c pM2q, one can define Cfpx1, x2q :“ Cpd1d2fpxqq. For i ‰ j,

define Ci,j : YxT
˚
xM b T ˚

xM Ñ R by

Ci,jpd2fpxqq “ Cpdidjfpxqq, for f P C8
c pMnq. (7.8)

In the following, we set Ci,jfpxq :“ Cpdidjfpxqq.
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Lemma 7.2. For f P C8
c pMq and x P Mn, we have

Apnq,κfpxq “
nÿ

i“1

pAifpxq ` κpV pxiq, difpxqqq `
ÿ

i‰j

Ci,jfpxq (7.9)

with Aif such as Aifpxq “ Afipxiq
ś

k‰i fkpxkq when f can be written in the form

fpxq “ śn
k“1 fkpxkq.

Remark 6. Consider the caseM “ R
d. Let V be a vector field on R

d. Let pUkq be a
family of vector fields such that C “ 1

2

ř
k UkbUk, suppose that Γpf, gq “ 1

2
∇f ¨∇g

and letm be a measure absolutely continuous with respect to the Lebesgue measure
onR

d, with density denoted e´W . Suppose that the assumptions given in subsection
7.1 and suppose that Cpf, gqpx, xq “ p1´ ǫ2qΓpf, gqpxq. Then A “ 1

2
∆`V0 ´∇W .

and Apnq,κ is the infinitesimal generator of the diffusion X “ pX1, . . . , Xnq on Mn

solution of the SDE

dXiptq “ ǫdBiptq `
ÿ

k

UkpXiptqqdW kptq ` pV0 ´ ∇W ` κV qpXiptqqdt (7.10)

where pBiqi and pW kq are independent families of independent Brownian motions
respectively in R

d and in R.

7.4. Integration by parts formulas and the carré du champ Γpnq. A C1-
vector field U on Mn can be written in the form U “

řn
i“1 Ui, where for 1 ď i ď n

and x P Mn, Uipxq P Txi
M is defined by

pUipxq, difpxqq “ pUpxq, difpxqq, for f P C1pMnq. (7.11)

Set Uifpxq :“ pUpxq, difpxqq. Fixing xj , j ‰ i, Ui can be viewed as a vector field
(depending on xj , j ‰ i) on M . One can define divergence operators δi, 1 ď i ď n,
depending on m, by:

δiU “ divmUi. (7.12)

We then have the following integration by parts formula, which is a direct con-
sequence of (2.1):

Lemma 7.3. for f, g P C8
c pMnq and 1 ď i ď n,

xUif, gyL2pmbnq “ ´xf, UigyL2pmbnq ´
ż

Mn

fgpδiUqdmbn. (7.13)

Note that
ř

i δi “ divmbn , and we obtain the integration by parts formula (2.1)
on Mn by taking the sum in i.

To the vector field V on M , define vector fields Vi, 1 ď i ď n, on Mn such that
Vipxq “ V pxiq P Txi

M Ă TxM
n.

When the covariance function C is C1 (i.e. Cpf, gq P C1pM2q for all f, g P
C8pMq), the vector fields on Mn, δiCi,j and δjCi,j , are well-defined. For i ‰ j,
note that δiCi,jpxq “ δ1Cpxi, xjq P Txj

M and δjCi,jpxq “ δ2Cpxi, xjq P Txi
M .

Note also that δiδjCi,jpxq “ δ1δ2Cpxi, xjq “ δ1δ2Cpxj , xiq depends only on xi and
xj and is symmetric. In the case where δiCi,j “ 0 for i ‰ j, the covariance C will
be said m-divergent free. Note that in this case the stochastic flow generated by a
Brownian vector field of covariance C preserves the measure m.
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Writing C “ ř
k Uk b Uk, so that Ci,jpxi, xjq “ ř

k Ukpxiq b Ukpxjq and setting
Dk “ divmUk,

δiCi,jpxq “
ÿ

k

DkpxiqUkpxjq P Txj
M, (7.14)

δjCi,jpxq “
ÿ

k

UkpxiqDkpxjq P Txi
M, (7.15)

δiδjCi,jpxq “
ÿ

k

DkpxiqDkpxjq. (7.16)

The integration by parts formula yields

xCi,jf, gyL2pmbnq “ ´
ż

Mn

Cpdif, djgqdmbn ´ xpδjCi,jqf, gyL2pmbnq (7.17)

Lemma 7.4. Assume that C is C1. Then, for f, g P C8
c pMnq,

´xApnqf, gyL2pmbnq “
ż

Mn

Γpnqpf, gq dmbn ´ xV pnq
0 f, gyL2pmbnq (7.18)

with

Γpnqpf, gq “
nÿ

i“1

Γpdif, digq `
ÿ

i‰j

Cpdif, djgq, (7.19)

V
pnq
0 fpxq “ V

pnq
C fpxq `

nÿ

i“1

pV0pxiq, difpxqq (7.20)

where V
pnq
C :“ ´ ř

i‰j δjCi,j is a vector field on Mn.

Proof. Recall that Apnqf can be written in the form

Apnqfpxq “
nÿ

i“1

pSifpxq ` pV0pxiq, difpxqqq `
ÿ

i‰j

Ci,jfpxq. (7.21)

The operator Si are symmetric in L2pmbnq, and

´
ÿ

i

xSif, gyL2pmbnq “
ÿ

i

ż

Mn

Γpdif, digq dmbn. (7.22)

Using (7.17), we get that

´
ÿ

i‰j

xCi,jf, gyL2pmbnq “
ż

Mn

ÿ

i‰j

Cpdif, djgqdmbn ´ xV pnq
C f, gyL2pmbnq (7.23)

and this implies the lemma. �

Lemma 7.5. Suppose that C is such that there is a uniformly pure diffusion, i.e.
(7.4) is satisfied with δ ą 0. Then for all f P C8

c pMnq,

Γpnqpf, fq ě δ

nÿ

i“1

Γpdif, difq. (7.24)

In particular, if Γ is uniformly elliptic, i.e. satisfies (2.9), then Γpnq is also uni-
formly elliptic.
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Proof. This simply follows from the following calculation

Γpnqpf, fq “
nÿ

i“1

pΓpdif, difq ´ Cpdif, difqq `
ÿ

i,j

Cpdif, djfq (7.25)

ě δ

nÿ

i“1

Γpdif, difq, (7.26)

where we have used in the last inequality (7.4) and that C is non negative. �

7.5. The Dirichlet form Epnq,κ associated to Γpnq and V
pnq
0 `κV pnq. From now

on, we assume that there is a uniformly pure diffusion, i.e. (7.4) holds for some
0 ă δ ď 1. We also suppose that C is C2, that there is a constant c ă 8 such that

|pδ2Cpx1, x2q, dfpx1qq|2 ď cΓpf, fqpx1q, for all x P M2 and f P C8
c pMq. (7.27)

and that
}δ1δ2C}8 ă 8. (7.28)

Remark 7. Suppose that Γ is uniformly elliptic, i.e. that (2.9) holds and that
C “ ř

k UkbUk with pUkqk, a family ofC1-vector fields. For all k, setDk “ divmUk.
Then, (7.27) and (7.28) are equivalent to the existence of a finite constant c such
that

δ1δ2Cpx, xq “
ÿ

k

Dkpxq2 ď c for all x P M. (7.29)

Condition (7.28) is simply obtained by using Cauchy-Schwartz inequality and (7.27)
is obtained by using also (7.3) and (2.8).

Lemma 7.6. Γpnq and V
pnq
0 satisfy (2.6) and (2.7).

Proof. We compute

divmbnV
pnq
0 pxq “

ÿ

i

δiV
pnq
0 pxq “

ÿ

i

divmV0pxiq ´
ÿ

i‰j

δiδjCi,jpxi, xjq

ě nc1 ´ npn ´ 1q}δ1δ2C}8 ą ´8
and (2.6) is satisfied.

Recall that there is a measurable function v : M Ñ R such that pV0fq2 ď
v2Γpf, fq for all f P C1pMq. To check (2.7), we use Proposition 2.4. For all
f P C1pMnq, we have

V
pnq
0 fpxq “

ÿ

i

pV0pxiq, difpxqq ´ 1

2

ÿ

i‰j

pδjCpxi, xjq, difpxqq.

and so for some constant Kn,

pV pnq
0 fq2pxq ď Kn

˜
ÿ

i

v2pxiqΓpdif, difqpxq `
ÿ

i‰j

cΓpdif, difqpxq
¸

ď Kn

˜
ÿ

j

v2pxjq ` nc

¸ ˜
ÿ

i

Γpdif, difqpxq
¸

ď v2nΓ
pnqpf, fq

with vnpxq “ pKnδ
´1q1{2

´ř
j v

2pxjq ` nc
¯1{2

and using Lemma 7.5 for the last

inequality.
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Therefore, if condition (1) in Section 7.1 holds, then vn P L8pmbnq and (2.7) is

satisfied by Γpnq and V
pnq
0 .

Suppose now that Γ and V0 satisfy condition (2) in Section 7.1. By tensorization,
we have the following Sobolev inequality of dimension nq (see Section 6.5 in [1]):
For all f P C8

c pMnq,

}f}2Lpnpmq ď An}f}2L2pmbnq ` Cn

ż nÿ

i“1

Γpdif, difqdmbn,

with pn :“ 2nq
nq´2

, An P R and Cn ą 0. Lemma 7.5 then implies that pΓpnq,mbnq
satisfies a Sobolev inequality of dimension nq. Since v P Lnqpmq and since m is a

probability measure, vn P Lnqpmbnq and (2.7) is satisfied by Γpnq and V
pnq
0 .

Suppose finally that Γ and V0 satisfy condition (3) in Section 7.1. By tensoriza-
tion, we have the following logarithmic Sobolev inequality (see Section 5.2.3 in [1]):
For all f P C8

c pMnq,

Entmbnpf2q ď 2Cn

ż nÿ

i“1

Γpdif, difqdmbn `Dn}f}2L2pmbnq

with Cn ą 0 and Dn ě 0. Lemma 7.5 then implies that pΓpnq,mbnq satisfies a

logarithmic Sobolev inequality (with constants Cnδ
´1 andDn). Since

ş
eλv

2

dm ă 8
for all λ ą 0,

ş
ev

2

ndmbn ă 8 and (2.7) is satisfied by Γpnq and V
pnq
0 . �

Applying Proposition 2.3, set pEpnq,Hpnqq the Dirichlet form on L2pmbnq as-

sociated to Γpnq and V
pnq
0 . Note that Hpnq “ Hbn. Note also that when C is

m-divergent free and when V0 “ 0, the Dirichlet forms Epnq are symmetric for all
n.

The vector field V pnq is C1 and complete. If φ denotes the flow generated by V .
The flow generated by V pnq is φpnq :“ φbn and mbn is invariant by φpnq. As for

V
pnq
0 , it can be checked that Γpnq and V pnq satisfy (2.7) and that f ˝φpnq

t P Hbn for
all f P C8

c pMnq and all t P R.
Still following Section 4, one defines the Dirichlet form pEpnq,κ,Hbnq on L2pmbnq,

with Epnq,κ “ Epnq ` κEV pnq

.

7.6. Assumptions 4.7, 4.8 and 4.9. It is straightforward to check that Assump-
tion 4.7 is satisfied with Hpnq defined by Hpnqpxq “ řn

i“1Hpxiq.
Denote by E (respectively Epnq) the set of ergodic probability measure of the

flow φ (respectively φpnq). Denote by I (respectively Ipnq), the σ-field generated
by the invariant sets of BpMq (resp. of BpMnq) and completed with the negligible
sets of BpMq (resp. of BpMnq. Note that Ipnq may be different from Ibn, the
n-product of one point invariant σ-field, as is shown in the following example:

Example 4. Let V be the vector field onM :“ R
2 defined by V px1, x2q “ p´x2, x1q.

The orbits of the flow φ generated by V are the concentric circles with center p0, 0q.
All orbits have the same period T “ 2π. In this case, I is generated by the orbits
of φ and when n “ 2, Ip2q is generated by the sets Ar,R,α :“ tpx, yq P M2 :

px, yq “ preiθ , Reipθ`αqq with θ P r0, 2πsu, where pr, R, αq P r0,8r2ˆr0, 2πr. The
set E2 consists of uniform measures on Ar,R,α and are not product measures. In

this example, one can take ĂM “ R` and ĂM2 “ tpr, Rq, 0 ď r ď Ru ˆ S1 ‰ pĂMq2.
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Recall that Assumption 4.8 is satisfied by V , i.e. there are π : M Ñ ĂM a

continuous mapping and p : ĂM Ñ E a measurable mapping such that P :“ p ˝ π is
a conditional regular probability with respect to I and m.

We will suppose that the following assumption is satisfied:

Assumptions 7.7. mbnpdxq-a.e., bn
i“1P pxiq is ergodic.

Remark 8. Note that the converse of this assumption is always true: for any p P
Epnq an ergodic measure, the marginal projections ppiq, i “ 1, ..., n of p defined by
pipAq “ ppM i´1 ˆ A ˆ Mn´iq for A P BpMq are ergodic measures. Assumption
7.7 entails that essentially all ergodic measures for φpnq are products of ergodic
measures for φ.

A measure µ is said weakly mixing for the flow pφtqt if for all f, g P L2pµq

lim
tÑ`8

1

t

ż t

0

∣

∣xf ˝ φs, gyL2pµq ´ pµfqpµgq
∣

∣ ds “ 0. (7.30)

Every weakly mixing measure is ergodic. We have the following lemma.

Lemma 7.8. If P pxq is weakly mixing mpdxq-a.e., then Assumption 7.7 is satisfied.

Proof. It is easy to check that if µ1 for a flow φ1 on M1 and µ2 for a flow φ2 on
M2 are weakly mixing then µ1 b µ2 is weakly mixing (and thus ergodic) for the
flow pφ1t b φ2t qt on M1 ˆ M2. The lemma follows by repeated applications of this
property. �

Remark 9. Note that if pφtpxqqt is periodic then P pxq is ergodic but not weakly
mixing. For px1, . . . , xnq P Mn, if each pφtpxiqqt is periodic with positive minimal
period Ti, then bn

i“1P pxiq is ergodic if and only if the periods pT1, . . . , Tnq are
rationally independent.

Lemma 7.9. If Assumption 7.7 is satisfied, then Assumption 4.8 is satisfied with
ĂMn “

`ĂM
˘n
, πpnq “ πbn and ppnq : ĂMn Ñ Epnq a measurable such that rmbnpdrxq-

a.e., ppnqprxq “ bn
i“1pprxiq.

Proof. Note first that Ibn “ Ipnq. Indeed, if A P Ipnq, then 1A “ Embnp1A|Ipnqq “
P pnqp¨qp1Aq. Thus since the latter is Ibn measurable, we have that 1A is Ibn

measurable and A P Ibn. The inclusion Ibn Ă Ipnq is obvious.
Let N “ trx P

` ĂM
˘n

: bn
i“1pprxiq is not ergodicu. We have that pπpnqq´1pNq “

tx P Mn : bn
i“1p˝πpxiq is not ergodicu is negligible. Thus rmbnpNq “ 0. Let us fix

µ0 P Epnq and define ppnq by letting ppnqprxq “ µ0 for rx P N and ppnqprxq “ bn
i“1pprxiq.

Then ppnq : ĂMn Ñ Epnq is measurable.
Let us now prove that P pnq :“ ppnq ˝ πpnq is a regular conditional probability

measure with respect to Ipnq and mbn. Recall that Ipnq “ Ibn. Therefore, it
suffices to prove that

xP pnqf, gyL2pmbnq “ xf, gyL2pmbnq (7.31)

for all f “ bn
i“1fi and g “ bn

i“1gi, where for all i, fi P L2pmq and gi P L2pmq
is I-measurable. Since xP pnqf, gyL2pmbnq “ śn

i“1xPfi, giyL2pmq, we easily prove
(7.31). �

Define rHpnq as in (3.33) and rmpnq :“ π
pnq
˚ mbn. Then rHpnq “ rHbn and rmpnq “

rmbn. Then it is straightforward that Assumption 4.9 is satisfied by rHpnq and rmpnq,
by taking rCpnq the vector space spanned by tbn

i“1fi : with pf1, . . . , fnq P rCnu.
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7.7. Application of Theorem 4.12. Let p rEpnq, rHbnq be the Dirichlet form on

L2p rmbnq obtained by contracting pEpnq,Hbnq on ĂMn using Proposition 3.12. By

Proposition 4.11, p rEpnq, rHbnq is regular and possesses the local property. Moreover,

p rEpnq, rHbnq is a contraction of pEpnq,κ,Hbnq for all κ.

By Theorem 2.2, for all κ, there is Xpnq,κ “ pX1,κ, . . . , Xn,κq a diffusion on

Mn associated to Epnq,κ and rXpnq “ p rX1, . . . , rXnq a diffusion on ĂMn associated to
rEpnq. The processes πpnqpXpnq,κq “ pπpX1,κq, . . . , πpXn,κqq and rXpnq are random

variables taking their values in CpR`, ĂMnq equipped with the topology of uniform
convergence on compact sets. Theorem 4.12 implies that

Theorem 7.10. Assume that

‚ πpnqpXpnq,κ
0 q converges in law to rXpnq

0 ;

‚ For all κ, the law of X
pnq,κ
0 (resp. rXpnq

0 ) has a density with respect to mbn

(resp. to rmbn) and this density belongs to L2pmbnq (resp. to L2p rmbnq).
‚ supκ E

”
HpnqpXpnq,κ

0 q
ı

ă 8.

Then,
`
πpnqpXpnq,κ

t q
˘
tě0

converges in law to p rXpnq
t qtě0 as κ Ñ 8.

7.8. Consistent and exchangeable family of Dirichlet forms. For n ě 1, let
Sn be the group of permutations on t1, 2, . . . , nu. For σ P Sn, by abuse of notation,
we denote by σ :Mn Ñ Mn the mapping defined by σpxqi “ xσpiq for all i. Denote

by Πn : Mn`1 Ñ Mn the mapping defined by Πnpx1, . . . , xn`1q “ px1, . . . , xnq.
We will say that a family of regular Dirichlet forms pEpnq,Hpnqq on L2pmpnqq is

consistent and exchangeable if (setting P
pnq
ac the set of probability measures on Mn

absolutely continuous with respect to mpnq)

(1) For all n ě 1 and σ P Sn, σ˚mpnq “ mpnq and Epnqpf ˝ σ, g ˝ σq “ Epnqpf, gq
for all f, g P Hpnq.

(2) For all n ě 1 and µn`1 P P
pn`1q
ac , µn :“ pΠnq˚µn`1 P P

pnq
ac and if Xpn`1q is

a Hunt process associated to pEpn`1q,Hpn`1qq with X
pn`1q
0 distributed as

µn`1, then X
pnq :“ ΠnpXpn`1qq is a Hunt process associated to pEpnq,Hpnqq

with X
pnq
0 distributed as µn.

Remark 10. If for all n ě 1, the semigroup associated to pEpnq,Hpnqq can be modified
into a Feller semigroup P pnq, then the family of regular Dirichlet forms pEpnq,Hpnqq
on L2pmpnqq is consistent and exchangeable if and only if the family of Feller semi-

groups pP pnqqně1 is consistent and exchangeable as defined in [17].

By construction, the family of regular Dirichlet forms pEpnq,Hpnqq on L2pmbnq
defined in Section 7.5 is consistent and exchangeable. Moreover if Γ is uniformly
elliptic, this family is associated to a consistent and exchangeable family of Feller
semigroups.

Theorem 7.10 implies that the family of regular Dirichlet forms p rEpnq, rHpnqq on
L2p rmbnq is also consistent and exchangeable.

7.9. Averaging of flows. Recall first the definition of a stochastic flow of kernels
on M , a locally compact metric space, as it is defined in [17]:

Definition 7.11 (Definition 2.3 in [17]). On a probability space pΩ,A,Pq, a family
pKs,t, s ď tq measurable mappings fromM ˆΩ onto PpMq is called a (measurable)
stochastic flow of kernels on M (SFK) if for all t P R, Kt,tpx, ωq “ δx and if
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(a) For all s ă t ă u and x P M , P-a.s. Ks,upxq “
ş
M
Ks,tpx, dyqKt,upyq.

(b) For all s ă t, Ks,t and K0,t´s have the same law. (stationarity)
(c) For all t0 ă t1 ă ¨ ¨ ¨ ă tn, the family tKti´1,ti , 1 ď i ď nu is independent.

(independent increments)
(d) For all f P C0pMq, ps, t, xq ÞÑ Ks,tfpxq is continuous in L2pPq.
(e) For all f P C0pMq and s ă t, Ks,tfpxq converges to 0 in L2pPq as x Ñ 8.

The mapping Ks,t can be viewed as a random kernel, i.e. as a random variable
ω ÞÑ Ks,tp¨, ωq taking its values in the space of measurable mappings from M onto
PpMq.

Let us suppose in this section that for all n ě 1 and κ P R the Dirichlet forms

pEpnq,κ,Hpnqq and p rEpnq, rHpnqq defined in Sections 7.5 and 7.7 are associated re-

spectively with Feller semigroups we denote P pnq and rP pnq. Then as is noticed in

Section 7.8, the families of Feller semigroups pP pnq,κqně1 and p rP pnqqně1 are consis-
tent and exchangeable. By Theorem 2.1 in [17], for all κ, pP pnq,κqně1 (respectively

p rP pnqqně1) is associated to a (unique in law) stochastic flow of kernels Kκ on M

(respectively rK on ĂM) and satisfying for all n ě 1,

E
“
pKκ

0,tqbn
‰

“ P
pnq,κ
t prespectively E

“
p rK0,tqbn

‰
“ rP pnq

t q. (7.32)

Proposition 5.2 in [17] shows that, for all κ P R, to the SFK Kκ, there is W a
vector field valued white noise of covariance C such that pKκ,W q is a solution of
the pAκ, Cq-SDE if for all f P C2

c pMq, x P M and s ď t,

Kκ
s,tfpxq “ fpxq `

ż t

s

Kκ
s,upWfpduqqpxq `

ż t

s

Kκ
s,upA ` κV qfpxq du. (7.33)

When W “ ř
kW

kUk, the stochastic integral
şt
s
Kκ

s,upWfpduqqpxq can be written

in the more usual form
ř

k

şt
s
Kκ

s,upUkfqpxqWkpduq. Since there is a pure diffusion,
the SFKs Kκ are diffusive.

Let us suppose also that Γ is elliptic and that A maps C2
c pMq onto CcpMq.

These conditions ensures that for all n ě 1, κ P R and x P Mn, the martingale
problem associated to Apnq,κ and x P Mn is well posed. This ensures that the
pAκ, Cq-SDE has a unique solution and that this solution is Wiener (i.e. for all
s ď t, σpKκ

u,v, s ď u ď v ď tq Ă σpWu,v , s ď u ď v ď tq).
Set PacpMq the set of probability measures µ on M , absolutely continuous with

respect to m with a density in L2pmq and such that µH “
ş
M
Hpxqµpdxq ă `8.

Theorem 7.12. As κ Ñ 8, the family of SFKs Kκ converges in distribution to
rK in the sense that for all n ě 1, for all tpsi, tiq, µi, fi : 1 ď i ď nu with si ă ti,

µi P PacpMq and fi P CbpĂMq for all i,

lim
κÑ8

E

«
nź

i“1

µiK
κ
si,ti

pfi ˝ πq
ff

“ E

«
nź

i“1

rµi
rKsi,tifi

ff
(7.34)

where rµi :“ π˚µi.
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Proof. Using properties (a), (b) and (c) of a SFK, it is enough to prove (7.34) only
when psi, tiq “ p0, tq for all 1 ď i ď n. Then,

lim
κÑ8

E

«
nź

i“1

µiK
κ
0,tpfi ˝ πq

ff
“ lim

κÑ8
E

«
nź

i“1

π˚pµiK
κ
0,tqfi

ff

“ lim
κÑ8

E
“
pπbnq˚

`
pbn

i“1µiqpKκ
0,tqbn

˘
pbn

i“1fiq
‰

“ lim
κÑ8

pπbnq˚
´

pbn
i“1µiqP pnq,κ

t

¯
pbn

i“1fiq

“ pbn
i“1rµiq rP pnq

t pbn
i“1fiq

“ E

«
nź

i“1

rµi
rK0,tfi

ff
.

�

Let µ be a probability measure onM . Then µκ
t “ µKκ

0,t is a probability measure

on M . Set rµ “ π˚µ, rµκ
t “ π˚µκ

t and rµt “ rµ rK0,t. Theorem 7.12 implies that
trµκ

t , t ě 0u converges in law in the sense of the finite distributions towards trµt, t ě
0u.

Suppose now that µκ
t is absolutely continuous with respect to m and that uκt “

dµt

dm
P L2pmq. Then uκ is a weak solution (in L2pmq) of the linear SPDE

duκt “Aκuκt dt ´ pdivmV0quκt dt `Wuκt pdtq ´ pdivmW pdtqquκt , (7.35)

where W “ ř
k UkW

k and divmW “ ř
k divmUkW

k.

Set ruκt :“ drµκ
t

dĂm P L2p rmq and rut :“ drµt

dĂm P L2p rmq. With these notations, Theo-
rem 7.12 implies the convergence in law of ruκ towards ru in the sense that for all

pti, fiq1ďiďn, with ti ě 0 and fi P CbpĂMq,

lim
κÑ8

E

«
nź

i“1

xruκti, fiyL2pĂmq

ff
“ E

«
nź

i“1

xruti , fiyL2pĂmq

ff
. (7.36)

The process ru may be interpreted as a weak solution (in L2p rmq) of a linear SPDE

on ĂM that will take a form similar to (7.35). We will not do this in general but
only on the examples in Section 7.11 and 7.12. Our work is related to a recent work
by Cerrai and Freidlin [7], where the authors prove the convergence in Lp, p ě 1,
of uκ towards ru, where uκ and ru are respectively solutions of a SPDE on R

2 and
on a metric graph. Note that the framework of [7] does not include our framework
since in their SPDE, there is no term of the form pWuκt pdtqq (which corresponds to
the transport of the particles by a vector field-valued white noise).

7.10. The Dirichlet form p rEpnq, rHbnq. We have for pf, gq P Hbn ˆ Hbn,

Epnqpf, gq “
ż
Γpnqpf, gq dmbn ´ xV pnq

0 f, gyL2pmbnq

with Γpnq and V
pnq
0 defined by (7.19) and (7.20). Define the bilinear form E

pnq
i by

E
pnq
i pf, gq :“

ż
Γpdif, digqdmbn ´

ż
pV0pxiq, difpxqqgpxqdmbn.
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Note that the form přn
i“1 E

pnq
i ,Hbnq is the Dirichlet form associated to n indepen-

dent Hunt processes associated to pE ,Hq. For this reason, this form will be denoted

pEbn,Hbnq. Define also the bilinear form E
pnq
C on L2pmbnq by

E
pnq
C pf, gq :“

ÿ

i‰j

ż
Cpdif, djgqdmbn ´ xpV pnq

C qf, gyL2pmbnq,

so that Epnq “ Ebn ` E
pnq
C .

By definition, for pf, gq P rHbn ˆ rHbn, rEpnqpf, gq “ Epnqpf ˝ πbn, g ˝ πbnq. We

then have that rEpnq “ rEbn ` rEpnq
C , where rEbn is the Dirichlet form associated to n

independent Hunt processes associated to p rE , rHq and where

rEpnq
C pf, gq “ E

pnq
C pf ˝ πbn, g ˝ πbnq.

Note that a case of interest would be when the covariance is m-divergent free, i.e.
when the flow directed only by the Brownian vector field is m-incompressible (the

measure m is preserved by the flow). In this case, E
pnq
C and rEpnq

C are symmetric and
take a simpler form since δjCi,j “ 0.

For f, g P rHbn, we define, for y P ĂMn the different averaged quantities (using
for a function F onMn, the notation pbnpyqF “

ş
Mn F pxqppy1, dx1q . . . ppyn, dxnq)

rΓpnqpf, gqpyq “ pbnpyqΓpnqpf ˝ πbn, g ˝ πbnq,
rΓipf, gq “ pbnpyqΓpdipf ˝ πbnq, dipg ˝ πbnqq,

rCijpf, gqpyq “ pbnpyqCpdipf ˝ πbnq, djpg ˝ πbnqq, for i ‰ j.

Define also, for V pnq a vector field on Mn and f P rHbn,

rV pnqfpyq “ pbnpyqV pnqpf ˝ πbnq.

Then for f, g P rHbn, we have

rEpnq
C pf, gq :“

ÿ

i‰j

ż
rCijpf, gqdrmbn ´ x rV pnq

C f, gyL2pĂmbnq.

Also, we have

rEpnqpf, gq “
ż

rΓpnqpf, gqdrmbn ´ xrV pnq
0 f, gyL2pĂmbnq

and rΓpnqpf, gq “ řn
i“1

rΓipf, gq`ř
i‰j

rCijpf, gq. Moreover, we get that the generator

rApnq is given on Dp rAqbn as

rApnqfpyq “ pbnpyqApnqpf ˝ πbnq “
nÿ

i“1

rAifpyq `
ÿ

i‰j

rCijfpyq (7.37)

where rAif is such as rAifpyq “ rAfipyiq
ś

k‰i fkpykq when f can be written in the

form fpyq “
śn

k“1 fkpykq, and rCijfpyq “ pbnpyqCpdidjpf ˝ πbnqq.
To go further, we need to explicitly compute the averaged quantities rΓpnq, rC and

rV pnq
0 . We express them for the two examples of Section 5 and Section 6.
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7.11. Example: random perturbations of Hamiltonian systems in R
2. In

this subsection, we use the framework of Section 5. We suppose that the vector
field V satisfies Assumption 7.7 and we let C be a continuous covariance function
onM :“ R

2 such that (7.4) is satisfied for some δ ą 0, i.e. there is a pure diffusion.
We assume also (7.27) and (7.28).

Recall that ĂM is a metric graph and that to every y P ĂMzV (with V the set
of vertices) is associated a periodic orbit of the flow generated by V and that its
period is given by T pyq.

Remark 11. Remark 9 entails that Assumption 7.7 is satisfied if T is C1 on each

edge and that the set ty P ĂMzV , T 1pyq “ 0u is rm-negligible (in order to avoid the
situation of Example 4).

In Section 5, we have already given the Dirichlet form p rE ,Hq. Let us now describe

the Dirichlet form p rEpnq, rHbnq. Recall that rEpnq “ rEbn ` rEpnq
C . We have (using the

notation x “ px1, . . . , xnq P
`
R

2
˘n

and xi “ px1i , x2i q for 1 ď i ď n)

Cpdifpxq, djgpxqq “
ÿ

k,ℓ

Bf
Bxki

pxqCkℓpxi, xjq Bg
Bxℓj

pxq,

pδjCi,jqfpxq “
ÿ

k,ℓ

Bf
Bxki

pxq B
Bxℓj

Ckℓpxi, xjq.

Recall that m is the Lebesgue measure and that rmpdyq “ T pyqdy on each edge.

As in Section 5.5, we define the averaged quantities. For y P ĂM , recall from

Section 5.5 that rΓpyq :“ 1
2
σ2pyq “ ppyqΓpH,Hq, cpyq “ rV0pyq :“ ppyqpV0Hq. For

py1, y2q P ĂM2, set

rCpy1, y2q :“pppy1q b ppy2qqpCpH,Hqq,

ĂδCpy1, y2q :“
ż ˜

ÿ

k,ℓ

BkHpx1q B
Bxℓ2

Ckℓpx1, x2q
¸
ppy1, dx1qppy2, dx2q.

Then we have

rEpnq
C pf, gq “

ÿ

i‰j

ż
rCpyi, yjqBifpyqBjgpyq rmbnpdyq

`
ÿ

i‰j

ż
ĂδCpyi, yjqBifpyqgpyq rmbnpdyq.

and

rEpnqpf, gq “
ÿ

i

ż
rΓpyiqBifpyqBigpyq rmbnpdyq `

ÿ

i‰j

ż
rCpyi, yjqBifpyqBjgpyq rmbnpdyq

`
ÿ

i

ż
rV0pyiqBifpyqgpyq rmbnpdyq `

ÿ

i‰j

ż
ĂδCpyi, yjqBifpyqgpyq rmbnpdyq.

The generator rApnq of p rEpnq, rHbnq is given for f P Dp rApnqq “ Dp rAqbn by

rApnqfpyq “
nÿ

i“1

rAifpyq `
ÿ

i‰j

rCpyi, yjqBiBjfpyq,
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with rAif such as rAifpyq “ rAfipyiq
ś

k‰i fkpykq when f can be written in the form

fpyq “
śn

k“1 fkpykq and rA is given in Proposition 5.8.

For all n ě 1, p rEpnq, rHbnq is associated to a Hunt semigroup rP pnq on the metric

graph ĂM . Admitting that these semigroups are Fellerian, the family of Dirichlet

forms p rEpnqqn is associated to a SFK rK on ĂM . We didn’t find a simple argument
to prove this Feller property. We postpone the proof of such Feller property to a
future paper.

In Section 7.9 we have seen that that for all κ P R, to the SFK Kκ on R
2

associated to the family of Dirichlet forms pEpnq,κqn, there isW a vector field valued
white noise of covariance C such that pKκ,W q is a solution of the pAκ, Cq-SDE.

Formally, the SFK rK solves a SDE: There is ĂW a vector field valued white noise

of covariance rC and for all f P Dp rAq, y P ĂM and s ď t,

rKs,tfpyq “ fpyq `
ż t

s

rKs,upĂWfpduqqpyq `
ż t

s

rKs,u
rAfpyq du, (7.38)

with ĂWfpyqpduq “ ř
k

rUkpyqf 1pyqdW kpuq and where W 1,W 2, ¨ ¨ ¨ are independent

white noises and rUkpyq “ ppyqpUkHq, i.e. ĂW is a vector field valued white noise on
ĂM of covariance rC, since ř

k
rUkpy1q rUkpy2q “ rCpy1, y2q.

In other words, the n-point motion pY 1, . . . , Y n
t q of rK are n correlated diffusions

on ĂM solution of the SDE:

dY i
t “ rσpY i

t qdBi
t `

ÿ

k

rUkpY i
t qdW k

t ` bpY i
t qdt,

where B1, . . . , Bn,W 1,W 2, . . . are independent Brownian motions and 1
2

rσpyq2 “
rΓpyq ´ rCpy, yq, and b is given Proposition 5.8 as bpyq “ 1

T pyq prΓT q1pyq ` rV0pyq. The
particle Y i being reflected at each vertex v on each edge E adjacent to this vertex,
with transmission parameters α˘

k , k P I˘
v . Note that rσ is well defined since we have

assumed the uniformly pure diffusion (Equation (7.4)).
The process ru defined at the end of Section 7.9 is a weak solution (in L2p rmq) of

the linear SPDE on ĂM
drut “ rArutdt ´ pdivĂm rV0qrutdt` ĂW rutpdtq ´ pdivĂmĂW pdtqqrut, (7.39)

with ĂW “ ř
k

rUkW
k, divĂmĂW “ ř

k divĂmp rUkqW k, and for a vector field rU on ĂM ,

divĂmp rUqpyq “ T´1pyqpT rUq1.

7.12. Example: on R
3. In this subsection, we use the framework of Section 6.

We let C be a continuous covariance function on M “ R
3 such that (7.4), (7.27)

and (7.28) are satisfied. Recall that ĂM “ YiCi is a gluing of four leaves along the
half-line D.

Lemma 7.13. Assumption 7.7 is satisfied.

Proof. For i P I and y P 8Ci, the period associated to the orbit γy (see Section 6.2)
is

T pyq “
¿

γy

dℓ

}V } “
ż 2π

0

}BθΦipy, θq}
}V pΦipy, θqq}dθ “ hipyq

2y1y2
.
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For example, when y P 8C1, T pyq “ 2
?
2

y1
K

´
y2

y1

¯
. Thus, for all y P YiPI 8Ci, we have

that ∇T pyq ‰ 0. This entails that Assumption 7.7 is satisfied. �

In Section 6, we have given the Dirichlet forms E and rE . We now describe the

Dirichlet form p rEpnq, rHbnq.
We have (using the notation x “ px1, . . . , xnq P

`
R

3
˘n

and xi “ px1i , x2i , x3i q for
1 ď i ď n)

Cpdifpxq, djgpxqq “
ÿ

k,ℓ

Bf
Bxki

pxqCkℓpxi, xjq Bg
Bxℓj

pxq

pδjCi,jqfpxq “
ÿ

k

Bf
Bxki

pxq pδ2Cqkpxi, xjq,

where pδ2Cqkpx1, x2q “ eWpx2q ř
ℓ

B
Bxℓ

2

`
e´Wpx2qCkℓpx1, x2q

˘
.

Recall that in Section 6, we have considered Γpfq “ |∇f |2 and V0 “ 0. For

py1, y2q P ĂM2 and r, s P t1, 2u, from Section 6.5, we have rΓrspy1q :“ arspy1q “
ppy1qpΓpπr, πsqq and set

rCrspy1, y2q : “ pppy1q b ppy2qqpCpπr , πsqq

ĂδC
r
py1, y2q : “

ż ˜
ÿ

k

Bkπrpx1qpδ2Cqkpx1, x2q
¸
ppy1, dx1qppy2, dx2q.

Note that ĂδC “ 0 when δ2C “ 0, i.e. when C is m-divergent free.
We then have:

rEpnq
C pf, gq “

ÿ

i‰j

ż ÿ

r,s

rCrspyi, yjq Bf
Byri

pyq Bg
Bysj

pyq rmbnpdyq

`
ÿ

i‰j

ż ÿ

r

ĂδC
r
pyi, yjq Bf

Byri
pyqgpyq rmbnpdyq.

and

rEpnqpf, gq “
ÿ

i

ż ÿ

r,s

rΓrspyiq
Bf
Byri

pyq Bg
Bysj

pyq rmbnpdyq

`
ÿ

i‰j

ż ÿ

r,s

rCrspyi, yjq Bf
Byri

pyq Bg
Bysj

pyq rmbnpdyq

`
ÿ

i‰j

ż ÿ

r

ĂδC
r
pyi, yjq Bf

Byri
pyqgpyq rmbnpdyq.

We obtain that the generator rApnq of p rEpnq, rHbnq is given for f P Dp rApnqq “
Dp rAqbn by

rApnqfpyq “
nÿ

i“1

rAifpyq `
ÿ

i‰j

rCpdidjfqpyq,
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with rAif such as rAifpyq “ rAfipyiq
ś

k‰i fkpykq when f can be written in the form

fpyq “
śn

k“1 fkpykq, rA is given in Proposition 6.4, and

rCpdidjfqpyq “
ÿ

r,s

rCrspyi, yjq
˜

B2f

Byri Bysj

¸
pyq.

Assume that for all n ě 1, p rEpnq, rHbnq is associated to a Feller semigroup rP pnq

on ĂM . Then, the family of Dirichlet forms p rEpnqqn is associated to a SFK rK on ĂM .

This SFK rK will also solve a SDE of the form given by Equation (7.38) with
ĂWfpyqpduq “ ř

kp rUkfqpyqW kpduq with rU r
k “ pp¨qpUkπ

rq and where W 1,W 2, ¨ ¨ ¨
are independent white noises.

In other words, the n-point motion pY 1, . . . , Y n
t q of the SFK rK are n correlated

diffusions on ĂM and is solution of the SDE:

dY i
t “ rσpY i

t qdBi
t `

ÿ

k

rUkpY i
t qdW k

t ` bpY i
t qdt,

where B1, ¨ ¨ ¨ , Bn,W 1,W 2, ¨ ¨ ¨ are independent Brownian motions and 1
2

rσT rσpyq “
rΓpyq ´ rCpy, yq and b is given in Equation (6.9). The particle Y i being reflected at
each point y P D on each leaf Ci uniformly at random. Note again that due to the
uniformly pure diffusion assumption (Equation (7.4)), rσ is well-defined.

The process ru defined at the end of Section 7.9 is a weak solution (in L2p rmq) of
the linear SPDE on ĂM

drut “ rArutdt ´ pdivĂm rV0qrutdt` ĂW rutpdtq ´ pdivĂmĂW pdtqqrut, (7.40)

with ĂW “ ř
k

rUkW
k, divĂmĂW “ ř

k divĂmp rUkqW k and for rV a C1-vector field on ĂM
(i.e. the restriction of rV to a domain 8Cℓ is a C1-vector field on this domain) and

for y P Yℓ
8Cℓ, we have divĂmprV qpyq “ rm´1pyq ř

r
B

Byr p rmpyqrV rpyqq.

Remark 12. If U is a C1 vector field on M , then set the “vector field” rU on ĂM ,
rU r :“ pp¨qpUπrq. On an open subset of ĂMzD, we have that rU is C1 and

pp¨qpdivmUq “ divĂm rU. (7.41)

This property is the key to do an integration by parts on rEpnq to recover rApnq

directly. Here, we have just described rApnq from Apnq using Equation (7.37).

To prove Equation (7.41), let f P C8
c pCiq and prove that

ş
Upf ˝πqdm “

ş rUfdrm
directly using the chain rule on Upf ˝ πq, and integrate by parts each side.

8. Appendix

Notation: In a topological space A Ť B means that A Ă B̊ and A is compact.

8.1. Weighted Sobolev spaces. For k ě 1, the class of Muckenhoupt weights A2

consists all mappings ω : Rk Ñ r0,8s, for which there is a constant C such that
for all ball B in R

k, we have

1

|B|

ˆż

B

ωpxqdx
˙

ˆ 1

|B|

ˆż

B

1

ωpxqdx
˙

ď C.

For m ě 2, set Bm,1 :“ pYm
i“1s0,8rˆtiuq Y t0u, equipped with the distance d1

defined by d1ppx, iq, py, iqq “ |x ´ y| and if i ‰ j, d1ppx, iq, py, jqq “ x ` y, and
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d1ppx, iq, 0q “ x. Let i1 : Bm,1 Ñ t0, . . . ,mu be defined i1px, iq “ i and i1p0q “ 0.
Then Bm,1 is a metric graph constituted ofm half lines joined at 0. Set also Bm,2 :“
R ˆ Bm,1, equipped with the distance d2 defined by d2ppx, iq, py, iqq “ }x ´ y},
d2ppx, iq, py, jqq “ }x´y1} if i ‰ j and where y1 “ py1,´y2q, and d2ppx, iq, yq “ }x´
y} if y “ py1, 0q, where }¨} is the Euclidean norm on R

2. Then Bm,2 is a metric space
constituted of m half planes joined along a line. Let also i2 : Bm,2 Ñ t0, . . . ,mu be
defined by i2px1, x2, iq “ i and i2px1, 0q “ 0. To simplify the notation we will simply
denote d1 and d2 by d. For 1 ď i ď m, we will use the notation p0, iq “ 0 P Bm,1

and for x1 P R, px1, 0, iq “ px1, 0q P Bm,2.
For m “ 1 and k P t1, 2u, set B1,k “ R

k.
Let ω : Bm,k Ñ r0,8s be such that ω P L1

locpBm,kq, i.e. such that for all A Ť Ω,
µpAq :“

ş
A
ωpxqdx ă 8, with dx the measure on Bm,k that coincides with the

Lebesgue measure on Ei :“ tx P Bm,k : ikpxq “ iu for each i. For i ‰ j, set
Ei,j :“ Ei Y Ej Y E0 (which is isometric to R

k, and will be thus identified to R
k).

In the following, we fix k P t1, 2u and m ě 1 and we let Ω be an open subset
of Bm,k. For i P t1, ¨ ¨ ¨ ,mu, set Ωi “ Ω X Ei and for 1 ď i ‰ j ď m, set
Ωi,j “ Ω XEi,j . Then Ωi and Ωi,j are open subsets of Rk. Denote by L2pΩ, ωq the
space of all measurable functions f on Bm,k such that

ş
Ω
f2pxqωpxqdx ă 8. For a

function f P L2pΩ, ωq, weakly differentiable on Ωi,j for all 1 ď i ‰ j ď m, define
the norm of f by

}f}2W 1pΩ,ωq “
ż

Ω

`
f2 ` }∇f}2

˘
pxqωpxqdx. (8.1)

Let W 1pΩ, ωq be the completion with respect to the norm } ¨ }W 1pΩ,ωq of the

vector space of the functions f P L2pΩ, ωq, that are weakly differentiable on Ωi,j

for all 1 ď i ‰ j ď m and with }f}W 1pΩ,ωq ă 8. Suppose also that 1
ω

P L1
locpΩq.

Then, for all i P t1, . . . , ku (resp. all 1 ď i ‰ j ď k), the restriction of f P W 1pΩ, ωq
to Ωi (resp. to Ωi,j) belongs to W

1,1
loc pΩiq (resp. to W 1,1

loc pΩi,jq.
We also define H1pΩ, ωq (resp. H1

0 pΩ, ωq) to be the completion of CpΩq X
W 1pΩ, ωq (resp. of CcpΩq X W 1pΩ, ωq), with respect to } ¨ }W 1pΩ,ωq. Define also

W 1
0 pΩ, ωq to be the set of all f P W 1pΩ, ωq such that the function F “ f1Ω P

W 1pBm,k, ωq. Equipped with the inner product

xf, gyW 1pΩ,ωq “
ż

Ω

pfg ` ∇f ¨ ∇gqpxqωpxqdx, (8.2)

W 1pΩ, ωq, W 1
0 pΩ, ωq, H1pΩ, ωq and H1

0 pΩ, ωq are Hilbert spaces.

Lemma 8.1. Let m ě 1 and O Ť Ω be open subsets of Bm,k. Then there is δ ą 0
such that Kδ :“ tx P Bm,k : dpx,Oq ď δu is a compact set with O Ă Kδ Ă Ω.
Suppose that there is ω̄ : Bm,k Ñ r0,8s such that ω̄ “ ω on Ω and such that

‚ when m ě 2, for all i ‰ j, the restriction ω̄i,j of ω̄ to Ei,j belongs to the
class A2.

‚ when m “ 1, ω̄ belongs to the class A2.

Then if f P W 1
0 pO,ωq, there is g P L2pO,ωq such that g “ 0 on OzKδ and such

that for all px, yq P O2,

|fpxq ´ fpyq| ď dpx, yq
`
gpxq ` gpyq

˘
.

Moreover, there is a sequence of lipschitzian functions fn P W 1
0 pO,ωq such that

limnÑ8 }f ´ fn}W 1pO,ωq “ 0.
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Proof. We only consider the case m ě 2, the case m “ 1 being simpler.
The existence of δ and Kδ is a standard exercise.
Let f P W 1

0 pO,ωq and denote by fi,j the restriction f to Ei,j , and set Oi,j :“
OXEi,j . Then fi,j P W 1

0 pOi,j , ω̄i,jq. Set F :“ f1O and Fi,j the restriction of F on
Ei,j . Then Fi,j P W 1pEi,j , ω̄i,jq. Recall that Ei,j is isometric to R

k. Note that for
x P Oi “ O X Ei, we have for all j ‰ i, fpxq “ fi,jpxq “ Fi,jpxq.

Since ω̄ P A2, we have (see [11]) Gi,j P L2pEi,j , ω̄i,jq such that for all px, yq P E2
i,j ,

|Fi,jpxq ´ Fi,jpyq| ď dpx, yq
`
Gi,jpxq `Gi,jpyq

˘
.

For x P Ω, define gpxq :“ ř
j‰iGi,jpxq if x P Ωi. Then g P L2pΩ, ωq, and we have

for all px, yq P Ω2,

|fpxq ´ fpyq| ď dpx, yq
`
gpxq ` gpyq

˘
.

Set now gδ :“ g1Kδ
` δ´1|f |. Then, we have that for all px, yq P Ω,

|fpxq ´ fpyq| ď dpx, yq
`
gδpxq ` gδpyq

˘
.

Indeed, this inequality is straightforward to check if px, yq P K2
δ or if px, yq P pΩzOq2.

If px, yq P Oˆ pΩzKδq, we have dpx, yq
`
gδpxq ` gδpyq

˘
ě dpx, yqδ´1|fpxq| ě |fpxq ´

fpyq|. This shows the first part of the lemma.
For the second part, it suffices to follow the proof of Theorem 5 of [11] (with

the function gδ, and since f “ fλ on Eλ and that Eλ Ą ΩzKδ, we have fλ “ 0 sur
ΩzKδ). �

For an open set U Ă Ω, define the capacity of U by

CappUq :“ inft}h}2W 1pΩ,ωq : h ě 1 on U and h P W 1pΩ, ωqu.

Lemma 8.2. Letm ě 1, Ω an open subset of Bm,k and ω : Ω Ñ r0,8s a measurable
mapping. For R ą 0, set ΩR :“ tx P Ω : }x} ă Ru. Suppose that, for all R ą 0,
there exists a non decreasing sequence of open subsets pΩR,nqně1 such that

(i) Yně1ΩR,n “ ΩR,

(ii) limnÑ8 CappΩRzΩR,nq “ 0,
(iii) for all n ě 1, W 1

0 pΩR,n, ωq “ H1
0 pΩR,n, ωq.

Then we have W 1pΩ, ωq “ H1
0 pΩ, ωq.

Proof. Let f P W 1pΩ, ωq and ǫ ą 0. For R ą 1, define fR : Ω Ñ R defined by
fRpxq “ fpxq if }x} ď R´1, fRpxq “ pR´}x}qfpxq if }x} P rR´1, Rs and fRpxq “ 0
if }x} ą R. Then we have that fR P W 1

0 pΩR, ωq and it is easy to check that there
is an R0 ą 0 such that for all R ą R0, }f ´ fR}W 1pΩ,ωq ă ǫ.

From now on, we fix R ą R0. Applying Theorem III.2.11 in [20], conditions piq
and piiq ensures that there is a sequence of functions fR,n P W 1

0 pΩR,n, ωq such that
limnÑ8 }fR ´ fR,n}W 1pΩR,ωq “ 0.

And we conclude using piiiq. �

Let now G be a connected metric space, and fix k P t1, 2u. Suppose that there
is a locally finite covering pΩℓqℓPL of G, with open sets and and with L a countable
set. Suppose also that this covering is such that for each ℓ, Ωℓ is isometric to an
open subset of Bm,k for some m ě 1. Suppose that there is a sequence of functions
pϕℓqℓPL such that ϕℓ : G Ñ r0, 1s, ϕℓ “ 0 on GzΩℓ, ϕℓ restricted to Ωi

ℓ is C1, with
bounded derivatives, for each i P t1, . . . ,mℓu and such that

ř
ℓPL ϕℓ “ 1.
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Let ω : G Ñ r0,8s be a measurable mapping. For each ℓ, then there is m ě 1
such that Ωℓ Ă Bm,k, we let ωℓ : Bm,k Ñ r0,8s be such that ωℓ “ ω on Ωℓ.
Suppose that ωℓ P L1

locpBm,kq and 1
ωℓ

P L1
locpΩℓq.

Define W 1pG,ωq to be the set of all measurable functions f : G Ñ R such that
for each ℓ there is fℓ P W 1pΩℓ, ωℓq with f “ fℓ on Ωℓ with }f}W 1pG,ωq ă 8 where

}f}2W 1pG,ωq “
ż

G

`
f2 ` }∇f}2

˘
pxqωpxqdx.

Then W 1pG,ωq equipped with the innner product

xf, gy2W 1pG,ωq “
ż

G

`
fg ` ∇f ¨ ∇g

˘
pxqωpxqdx

is a Hilbert space. Define also H1
0 pG,ωq as the completion of CcpGq X W 1pG,ωq.

Note that if f P W 1pG,ωq, we have that for each ℓ, fϕℓ P W 1pΩℓ, ωℓq.
Lemma 8.3. Suppose that for all ℓ and all R ą 0 there exists a non decreasing
sequence of open subsets pΩℓ,R,nqně1 such that

(i)
Ť

ně1 Ωℓ,R,n “ Ωℓ,R,

(ii) limnÑ8 CappΩℓ,RzΩℓ,R,nq “ 0,
(iii) for all n ě 1, W 1

0 pΩℓ,R,n, ωℓq “ H1
0 pΩℓ,R,n, ωℓq.

Then we have W 1pG,ωq “ H1
0 pG,ωq.

Proof. The proof of this lemma is almost identical to the one of Lemma 8.2. We
write f “ ř

ℓ fℓ, where fℓ :“ fϕℓ. For each ǫ ą 0 there is a finite L0 Ă L such
that }f ´

ř
ℓPL0

fℓ}W 1pG,ωq ă ǫ. And then we can follow the proof of Lemma
8.2, for Ω “ Ωℓ and f “ fℓ and to find, for all ℓ P L0, an integer n ě 1 and a
function gℓ P CcpΩℓ,R,nq X W 1pΩℓ, ωℓq such that }fℓ ´ gℓ}W 1pG,ωq ă ǫ

|L0| . Then

}f ´
ř

ℓPL0
gℓ}W 1pG,ωq ă 2ǫ. �

8.2. Regularity for Section 5. In this paragraph, we complete the proofs of
Proposition 5.5 and of Proposition 5.6.

Let us first recall some notation of Section 5. The space ĂM “ V Y Ť
iPI Ei is

a metric graph, with Ei “sli, rirˆtiu. There is a continuous map π : R2 Ñ ĂM
such that if x P Ωi, πpxq “ pHpxq, iq P Ei. For v P V , I`

v “ ti P I, pli, iq “ vu,
I´
v “ ti P I, pri, iq “ vu and Iv “ I`

v Y I´
v . Let dpvq be the cardinal of the set

Iv, which is the degree of v in the graph ĂM . Choose i P Iv and set hv “ li if
v “ pli, iq or hv “ ri if v “ pri, iq. Remark that hv does not depend on the
particular choice i P Iv. For v P V , we define γpvq :“ Ť

ph,iq„v γiphq, the connected

level set associated to the vertex v. Then for all x P γpvq, Hpxq “ hv.

The space rH “ tf : f ˝ π P H1pR2qu equipped with the inner product xf, gyĂH :“
xf ˝ π, g ˝ πyH1pR2q is a Hilbert space. Let now f P rH. For i P I, let fi :sli, rirÑ R

be defined by fiphq “ fph, iq. Then (see Lemma 5.4), for all i P I, fi is weakly
differentiable and we have

}f}2ĂH “
ÿ

iPI

ż ri

li

pf 1
iphqq2aiphqdh`

ÿ

iPI

ż ri

li

pfiphqq2Tiphqdh

where aiphq “
¿

γh,i

|∇H |dℓ and Tiphq “
¿

γh,i

dℓ

|∇H | . For rx “ ph, iq P Ei, set aprxq “

aiphq and T prxq “ Tiphq.
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In the following lemma we recall asymptotics given in chapter 8 in [9].

Lemma 8.4. Let v P V and i P Ipvq. Then v “ phv, iq and as h Ñ hv, with
ph, iq P Ei,

(1) If dpvq “ 1,

aiphq „ ai,v|h´ hv| and Tiphq „ ti,v

(2) If dpvq ě 2,

aiphq „ ai,v and Tiphq „ ti,v| log |h´ hv||
where ai,v and ti,v are two finite positive constants.

Proof. By definition of v, either γpvq contains exactly one extremum of H and
dpvq “ 1 or γpvq contains a saddle point of H and dpvq ě 3 (dpvq ‰ 2 since the
stationary points of H are non-degenerate).

Suppose first that dpvq “ 1. Then γpvq “ tx˚u, with x˚ a local extremum of
H . If H is quadratic at x˚ then, the computation of apx̃q and T px̃q can easily be
done explicitly and gives the stated asymptotics. In the general case, one can use
an asymptotic expansion or the Morse Lemma to conclude.

Suppose now that dpvq ě 2. Let x̃ “ ph, iq Ñ v. Since |∇H | is continuous
and that γpvq is compact with finite length, apx̃q converges to a constant ai,v “ű
γhv,i

|∇H |dℓ as x̃ Ñ v. The main contribution for T phq comes when the orbit γh,i

is near a stationary point x˚ P γpvq because otherwise |∇H | is bounded away from
0. Note that there could be several such stationary points, each is a saddle. If H is
quadratic in a small neighborhood V of x˚ then, the computation of an asymptotic
can easily be done explicitly and gives

ű
γh,iXV

1
|∇H|dℓ „ C˚| log |h ´ hv|| for some

C˚ ą 0 which only depends on the number of times the orbit comes near x˚ (one
or two times since x˚ is not degenerated) and on the Hessian matrix of H at x˚.
In the general case, one can use the Morse Lemma to obtain the same asymptotics.
Since each saddle point of γpvq gives an asymptotic term of the same order, we
obtain the stated result. �

Proof of Proposition 5.5. Let f P rH. Let v P V with dpvq ě 2, and i P Iv. Let
Ai be an open set of sli, rir such that Āi Ăsli, rirYthvu. Note that there is c ą 0
such that Ti ě ai ě c on Ai. Thus fi restricted to Ai belongs to H2pAiq and as
a consequence fi can be extended to a continuous function on sli, rirYthvu. Set
Γi,v “ BΩi XH´1phvq. Since f ˝ πpxq “ fi ˝Hpxq, we have f|Γi,v

“ fiphvq.
Let now j P Iv with j ‰ i. Suppose first that Γi,v X Γj,v ‰ H, then fiphvq “

fjphvq. If Γi,v X Γj,v “ H, then there is pi0, i1, . . . , iℓq P Iℓ`1
v such that i0 “ i,

iℓ “ j and for all 1 ď k ď ℓ, Γik´1,v X Γik,v ‰ H and so fiphvq “ fi1phvq “ ¨ ¨ ¨ “
fiℓ´1

phvq “ fjphvq. This proves that f is continuous on ĂMzV1, and completes the
proof of the first implication of the Proposition 5.5.

Let now f : M Ñ R be a measurable map such that f is continuous on ĂMzV1, fi
is weakly differentiable for all i P I and }f} rH ă 8. Then, for all i, f ˝ π P H1pΩiq
and f ˝ π is continuous on MzΓ1, where Γ1 is the set of local extrema of H . Since

Γ1 is a finite set, f ˝ π P H1pR2q. This proves that f P rH. �

Proof of Proposition 5.6. To complete this proof, it remains to check that Assump-

tion 4.9-(ii) is satisfied, i.e. that CcpĂMq X rH is dense in rH.
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Let i and j in I be such that dpEi, Ejq “ 0. Denote by vi,j the unique vertex
in V such that vi,j P BEi X BEj . Set Ei,j :“ Ei Y Ej Y tvi,ju and fi,j “ f|Ei,j

.
Let Ai,j be an open subset of Ei,j such that vi,j P Ai,j Ť Ei,j . Then (since there
is c ą 0 such that T prxq ě aprxq ě c in a neighborhood of v), fi,j P H1pAi,j X Eiq
and ui,j P H1pAi,j X Ejq. Since fi,j is continuous, we have that fi,j is weakly
differentiable.

For each i, let ki :sli, rirÑs0, Lir be defined such that kipliq “ 0 and dkiphq “
b

Tiphq
aiphqdh. Then ki is properly defined (in particular

ż

li`

d
Tiphq
aiphqdh ă 8 and

Li “
ż ri

li

d
Tiphq
aiphqdh ă 8 only for the unique i for which Ωi is unbounded). Define

a new metric graph with edges EG
i :“s0, Lirˆtiu with the same adjacency rules

as for ĂM . Denote this new metric graph by G. By abuse of notation, The set of
vertices of G will also be denoted by V .

For v P V , let Ipvq be the set of all i such that EG
i is an edge adjacent to v. For

i P Ipvq, set Oi
v :“ tx P EG

i : dpx, vq ă 2Li

3
u and Ov :“ tvu Y YiPIpvqO

i
v. When

dpvq “ 1 set O0
v “ Ovztvu and when dpvq ě 2, set O0

v “ Ov. Then O0
v is on open

subset of Bm,1 with m “ dpvq “ |Ipvq|.
Let G0 be the metric graph obtained out of G by taking out of G the vertices

of degree 1, and denote by V 0 the set of vertices of G0. Then it is easy to check
that pO0

vqvPV 0 is a covering of G0 and that there are functions ϕv, v P V 0, such
that ϕv : G0 Ñ r0, 1s, ϕv “ 0 on GzO0

v, ϕv restricted to O0
v is C1, with bounded

derivatives, for each i P t1, . . . , dpvqu and such that
ř

vPV 0 ϕv “ 1.

For f P rH, let g : G0 Ñ R be defined by gpvq “ fpvq if v P V 0 and such that
gpkiphq, iq “ fph, iq if ph, iq P Ei.

Let i ‰ j such that dpEG
i , E

G
j q “ 0 and set EG

i,j :“ EG
i Y EG

j Y txi,ju, we then
have that gi,j :“ g|EG

i,j
is weakly differentiable. This holds because fi,j is weakly

differentiable and gi,j “ fi,j˝hi,j , where hi,j : EG
i,j Ñ Ei,j is the continuous function,

differentiable on EG
i and on EG

j , defined by hi,jpk, iq “ pk´1
i pkq, iq if pk, iq P EG

i ,

hi,jpk, jq “ pk´1
j pkq, jq if pk, jq P EG

j and hi,jpxi,jq “ xi,j .

Then we have that f P rH if and only if g defined above belongs to W pG0, ωq
with ω a measurable function on G0 such that if pk, iq P EG

i , ωpk, iq “ ωipkq “?
aiTi ˝ k´1

i pkq.

Lemma 8.5. For rx P G0 and v P V . We have as rx Ñ v,

(1) If dpvq “ 1, ωprxq „ cvdprx, vq
(2) If dpvq ě 2, ωprxq „ cv

a
| logpdprx, vqq| Ñ 8

where cv ą 0.

Proof. The case dpvq “ 1 is straightforward. For the case dpvq ě 2, we let
rx “ pk, iq P G0 and assume v “ p0, iq, then k “ dprx, vq and h :“ k´1

i pkq with

k1
iphq “

b
Tiphq
aiphq „ Cv

a
| log h| as h Ñ 0. An integration by part yields that kphq „

Ch
a

| log h| and thus | logpkq| „ | log h|. Then, since ωprxq “
?
aiTiphq „ C

a
| log h|,

we get the result. The same result holds if v “ pLi, iq. �

To prove that CcpĂMq X rH is dense in rH, we will now use Lemma 8.3.
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Fix R ą 0. For v P V and n ě 1, set Ov,R,n “ Ov,R if dpvq ě 2 and set
Ov,R,n :“ tx P Ov,R : dpx, vq ą n´1u if dpvq “ 1. Then (i) of Lemma 8.3 is
satisfied.

Let us now check that (ii) is satisfied. This has only to be checked for v P V

with dpvq “ 1. Let EG
i be the unique edge adjacent to v. Without loss of generality

we will suppose that v “ p0, iq. We then have that Ov,RzOv,R,n “s0, n´1rˆtiu.
To prove that CappOv,RzOv,R,nq Ñ 0. In this case, fix A ą 0 such that A ă R

and A ă 2Li

3
and take (for n ą A´1), gnpkq “ 1 if k ď n´1 and gnpkq “ 0

if k ą A and gnpkq “ logpAq´logpkq
logpAq´logpn´1q if n´1 ď k ď A. Then CappOv,RzOv,R,nq ď

şA
n´1

ωipkq
k2plogpAq`logpnqq2 dk`

şA
n´1

plogpAq´logpkqq2ωipkq
plogpAq`logpnqq2 dk which converges to 0 as n Ñ 8.

This proves (ii)
To check (iii), we shall use Lemma 8.1. for the open sets Ov,R,n Ă Bm,1, with

m “ dpvq. For each v,R, n, we define an extension ω̄ of ω|Ov,R,n
, defined on Bm,1.

By a slight abuse of notation, we set identify v as 0 in the definition of Bm,1 and
keep the labels of Ipvq to identify the branches of Bm,1.

If m “ dpvq “ 1 then recall that B1,1 “ R. Ov,R,n is an open interval sl, rr and
we let ω̄pkq “ ωplq Ps0,8r if k ď l and ω̄pkq “ ωprq Ps0,8r if k ą r. The ω̄ is
continuous and positive, and it thus belongs to the class A2.

If m “ dpvq ě 2, for i P I`pvq, Ov,R,n X EG
i is an open interval s0, rr (with

r “ p2Li{3q ^R) and for k ą r, we set ω̄pk, iq “ ωpr, iq Ps0,8r and ω̄pvq “ 8. For
i P I´pvq, Ov,R,n X EG

i is an open interval sl, Lir (with l “ Li ´ p2Li{3q ^ R) and
we set

ω̄pk, iq “
#
ωpLi ´ k, iq Ps0,8r for 0 ă k ă Li ´ l

ωpg, iq Ps0,8r for k ą Li ´ l

and ω̄pvq “ 8. This defines ω̄ on Bm,1. It remains to check that for i ‰ j in Ipvq,
we have that ω̄i,j belongs to the class A2. Note that limxÑv ω̄i,jpxq “ 8. Since

ωi,jpxq „ c
a
logpkq as k :“ dpx, vq Ñ 0, it is a simple exercise to show that ω̄i,j

belongs to the class A2.
Then Lemma 8.3 can be applied. This proves that W pG0, ωq “ H1

0 pG0, ωq. Let
f P rH and g P W pG0, ωq defined as above by gpk, iq “ fpk´1

i pkq, iq if pk, iq P EG
i

and gpvq “ fpvq if v P G0. Since W pG0, ωq “ H1
0 pG0, ωq, for all ǫ ą 0 there is

gǫ P CcpG0q XW pG0, ωq such that }g ´ gǫ}W pG0,ωq ă ǫ. Set fǫph, iq “ gǫpkiphq, iq if

ph, iq P Ei, fǫpvq “ gǫpvq if v P V 0 and fǫpvq “ 0 if v P V zV0. Then fǫ P CcpĂMq X rH
and }f ´ fǫ} rH “ }g ´ gǫ}W pG0,ωq ă ǫ. �

8.3. Regularity for Section 6. To prove the regularity we can apply directly
Lemma 8.2 since our state space will already be an open subset of B4,2. Set I :“
t1, 2, 3, 4u. Recall that ĂM “ YiPICi is constituted of four cones glued along one

edge. Set ĂM0 :“ ty P ĂM : y1y2 ą 0u.

8.3.1. The space rH. Recall that for t Ps0, 1r

Kptq “
ż π{2

0

dθa
1 ´ t2 sin2 θ

, Eptq “
ż π{2

0

a
1 ´ t2 sin2 θdθ (8.3)

αptq “ 1 ´ Eptq
Kptq and λptq “ 1 ´ αptqp1 ` t2q

2t2
. (8.4)
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For y P YiPI 8Ci, let tpyq “ |y1|^|y2|
|y1|_|y2| . Then tpyq “ y2

y1

for y P 8C1 Y 8C3 and tpyq “ y1

y2

for y P 8C2 Y 8C4.
For i P I, set rmi the measure on Ci with density hipyqe´W p}y}q with respect to

Lebesgue measure on Ci, where

h1pyq “ h3pyq “ 4
?
2|y2|K ptpyqq ; h2pyq “ h4pyq “ 4

?
2|y1|K ptpyqq . (8.5)

For y P YiPI 8Ci, set apyq :“ νyp∇π b ∇πq. We have that νypx23q “ 2y21αptq for

y P 8C1, then,

apyq “
ˆ
1 0
0 1

˙
` αptq

2t2

ˆ
´t2 t

t ´1

˙
if y P 8C1 Y 8C3 and t “ y2

y1

;

apyq “
ˆ
1 0
0 1

˙
` αptq

2t2

ˆ
´1 t

t ´t2
˙

if y P 8C2 Y 8C4 and t “ y1

y2

.

(8.6)

The eigenvalues of apyq are 1 and λptq, with corresponding eigenvectors py1, y2q and
p´y2, y1q. If i P I and y P 8Ci, set aipyq “ apyq.

Let us now collect some asymptotics.

Lemma 8.6. As t Ñ 0`,

Eptq “ π

2

ˆ
1 ´ t2

4
`Opt4q

˙
; Kptq “ π

2

ˆ
1 ` t2

4
`Opt4q

˙
; (8.7)

αptq “ t2

2

`
1 `Opt2q

˘
; λptq “ 3

4
`Opt2q. (8.8)

As t Ñ 1´,

Eptq “ 1 ` op1q; Kptq “ ´1

2
logp1 ´ tq `Op1q; (8.9)

αptq “ 1 ` 2

logp1 ´ tq p1 ` op1qq; λptq “ ´2

logp1 ´ tq p1 ` op1qq. (8.10)

Proof. Asymptotics for E and K are standard, the others are simple consequences.
�

Let f P rH. For i P I, the map fi :“ f|Ci
is weakly differentiable on Ci and, using

the change of variable formula (6.5), we have that

}f}2rH “
4ÿ

i“1

ż

Ci

f2drmi `
4ÿ

i“1

ż

Ci

akℓi BkfiBℓfidrmi. (8.11)

Set Ω :“s0,`8rˆB4,1 Ă B4,2, Ωi :“ Ω X Ei for i P I and Ωi,j :“ Ω X Ei,j for

i ‰ j P I. Let us remark from Lemma 8.6 that I :“
ż 1

0

du

p1 ` u2q
a
λpuq

ă `8. Set

c “ π
2I and define ϕ : r0, 1s Ñ r0, π

2
s by

ϕptq “ c

ż 1

t

du

p1 ` u2q
a
λpuq

. (8.12)

Define z : Y4
i“1

8Ci Ñs0,`8r2 by

zpyq “ |y| pcosϕptpyqq, sinϕ ptpyqqq . (8.13)

Note that for all i P I, zi “ z| 8Ci
is one to one.
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For g : Ω Ñ R define Fpgq : ĂM0 Ñ R by Fpgqpyq “ gpzpyq, iq if y P C̊i and

Fpgqpyq “ gpy, 0q if y P D˚. For f : ĂM Ñ R (or for f : ĂM0 Ñ R), define
Gpfq : Ω Ñ R such that if pz, iq P Ωi, then Gpfqpz, iq “ fi ˝ z´1

i pzq and if z ą 0,
then Gpfqpz, 0q “ fpzq. Then, G ˝Fpgq “ g and we have that g P CcpΩq if and only

if Fpgq P CcpĂM0q.
Define k : r0, π

2
rÑ R

` Y t8u by kp0q “ 8 and, for φ Ps0, π
2

r and t “ ϕ´1pφq,

kpφq :“ 4
?
2tKptq

a
λptq

c
?
1 ` t2

. (8.14)

For z “ rpcosφ, sinφq with pr, φq Ps0,8rˆr0, π
2

r, set ωpz, iq :“ re´W prqkpφq and

bpz, iq :“
ˆ

cos2 φ` c2 sin2 φ p1 ´ c2q sinφ cosφ
p1 ´ c2q sinφ cosφ sin2 φ` c2 cos2 φ

˙
“ Rφ

ˆ
1 0
0 c2

˙
R´φ

where Rφ is the matrix associated to the rotation of angle φ,

Rφ “
ˆ
cosφ ´ sinφ
sinφ cosφ

˙
.

Let f P rH and g “ Gpfq. The change of variable z “ zipyq on each Ci yields

}f}2rH “
4ÿ

i“1

ż

Ωi

g2pz, iqωpz, iqdz `
4ÿ

i“1

ż

Ωi

bkℓpz, iqBkgpz, iqBℓgpz, iqωpz, iqdz. (8.15)

Recall that the norm on W 1pΩ, ωq is given by

}g}2W 1pΩ,ωq “
4ÿ

i“1

ż

Ωi

pg2pz, iq ` |∇gpz, iq|2qωpz, iqdz. (8.16)

We thus get that

p1 ^ c2q}g}2W 1pΩ,ωq ď }f}2rH ď p1 _ c2q}g}2W 1pΩ,ωq. (8.17)

Lemma 8.7. f P rH if and only if Gpfq P W 1pΩ, ωq.

Proof. In this proof, we fix f : ĂM Ñ R and we set g :“ Gpfq. If f P rH , then for each

i, fi is weakly differentiable on 8Ci and g|Ωi
is weakly differentiable on Ωi. And (8.17)

show that gi :“ g|Ωi
P W 1pΩi, ωiq, where ωi “ ω|Ωi

. Moreover, if O be a bounded

open set in Ωi,j , then g|Oi
P H1pOiq, g|Oj

P H1pOjq and coincide on O XE0. Since

ω is bounded from below on O, this implies that g|O P H1pOq Ą W 1pO, ωi,jq. We

thus have that g|Ωi,j
P W 1pΩi,j , ωi,jq, which proves that g P W 1pΩ, ωq.

On the converse, if g P W 1pΩ, ωq, then using that f ˝ π “ Fpgq ˝ π and (8.17),

we have f ˝ π P H1pmq and so f P rH . �

Lemma 8.8. H1
0 pΩ, ωq “ W 1pΩ, ωq

We use Lemma 8.2 to prove this lemma.

This lemma shows the density of CcpĂMq X rH in rH. Indeed, F : rH Ñ W 1pΩ, ωq
and G : W 1pΩ, ωq are continuous mappings and if g P CcpΩq X W 1pΩ, ωq then

Fpgq P CcpĂMq X rH . Therefore, if f P rH and g “ Gpfq, there is a sequence
gn P CcpΩq X W 1pΩ, ωq approximating g in W 1pΩ, ωq and so fn :“ Fpgnq is a

sequence in CcpĂMq X rH approximating f in rH.
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Proof of Lemma 8.8. For R ą 0, recall that ΩR “ tz P Ω : }z} ă Ru and define, for
n ě 1, ΩR,n :“ tpr cosφ, r sinφ, iq : pr, φ, iq Ps0, Rrˆr0, π

2
´ 1

n
rˆIu.

In order to apply Lemma 8.2, we have to check that (i), (ii) and (iii) are satisfied.
Item piq is clearly satisfied.

To prove piiq, we construct a sequence of non negative functions pgnq on Ω, such
that gnpzq “ 1 in ΩR,nzΩR and limnÑ`8 }gn}2

W 1pΩ,ωq “ 0. Let us first obtain

asymptotics for ω.

Lemma 8.9. We have, as φ Ñ π
2

´, kpφq „ 3π
8c2

pπ
2

´ φq.

Proof. Using Lemma 8.6 and Equation (8.12), we have that π
2

´ ϕptq „ 2c?
3
t as

t Ñ 0`. Thus, since φ “ ϕptq, we have t „
?
3

2c
pπ
2

´ φq as φ Ñ π
2

´. From Lemma

8.6 and Equation (8.14), we obtain kpφq „ π
?
3

4c
t „ 3π

8c2
pπ
2

´ φq as φ Ñ π
2

´. �

Using this Lemma, we can fix 0 ă φ0 ă π
2
and c0 ą 0 such that 0 ď kpφq ď

c0pπ
2

´ φq for all φ P rφ0, π2 s. Then we define f1 :s0,`8rÑ R, f2,n : r0, π
2

rÑ R by

f1prq “

$
’&
’%

1 for r ă R

2 ´ r
R

for R ď r ă 2R

0 for 2R ď r

, (8.18)

f2,npφq “

$
’&
’%

0 for 0 ď φ ď φ0
lnp π

2
´φq´lnp π

2
´φ0q

lnp 1

n
q´lnp π

2
´φ0q for φ0 ď φ ă π

2
´ 1

n

1 for π
2

´ 1
n

ď φ

(8.19)

For i P I and z “ rpcospφq, sinpφqq Ps0,`8r2, set gnpz, iq “ f1prqf2,npφq. We
then have

}gn}2W 1pΩ,ωq “ 4

ż

Ω1

pg2npzq ` |∇gnpzq|2qωpzqdz. (8.20)

Since |∇gnpzq|2 “ pf 1
1q2prqf2

2,npφq ` 1
r2
f2
1 prqpf 1

2,nq2pφq, we have

ż

Ω1

g2npzqωpzqdz “
ż 2R

0

f2
1 prqr2e´W prqdr

ż π
2

φ0

f2
2,npφqkpφqdφ, (8.21)

ż

Ω1

|∇gnpzq|2ωpzqdz “
ż 2R

0

pf 1
1q2prqr2e´W prqdr

ż π
2

φ0

f2
2,npφqkpφqdφ

`
ż 2R

0

f2
1 prqe´W prqdr

ż π
2

φ0

pf 1
2,npφqq2kpφqdφ. (8.22)

The integrals involving f1 are finite and does not depend on n. For f2,n, we have
ż π

2

φ0

f2
2,npφqkpφqdφ ď c0

ż π
2

φ0

f2
2,npφq

´π
2

´ φ
¯
dφ (8.23)

“ c0

˜ż π
2

´ 1

n

φ0

f2
2,npφq

´π
2

´ φ
¯
dφ`

ż π
2

π
2

´ 1

n

´π
2

´ φ
¯
dφ

¸
(8.24)

ď c0

˜ż π
2

φ0

ˆ
lnpπ

2
´ φq ´ lnpπ

2
´ φ0q

lnp 1
n

q ´ lnpπ
2

´ φ0q

˙2 ´π
2

´ φ
¯
dφ` 1

2n2

¸
.

(8.25)
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Thus, limnÑ`8
ş π

2

φ0

f2
2,npφqkpφqdφ “ 0. We also have

ż π
2

φ0

pf 1
2,npφqq2kpφqdφ ď c0

ż π
2

´ 1

n

φ0

pf 1
2,nq2pφq

´π
2

´ φ
¯
dφ (8.26)

“ c0

plnpn´1q ´ lnpπ
2

´ φ0qq2
ż π

2
´ 1

n

φ0

dφ
π
2

´ φ
(8.27)

ď c0

| lnpn´1q ´ lnpπ
2

´ φ0q| . (8.28)

Thus, limnÑ`8
ş π

2

φ0

pf 1
2,npφqq2kpφqdφ “ 0 and then limnÑ`8 }gn}2

W 1pΩ,ωq “ 0. Item

piiq is proven.
To prove piiiq, we apply Lemma 8.1. Let us first define an extension ω̄n,R to

B4,2 of ω which coincide with ω on ΩR,n. We define kn : r´π, πs Ñ R
` Y t8u by

knpφq “
#
kp|φ|q for φ P r´π

2
` 1

n
, π
2

´ 1
n

s
kpπ

2
´ 1

n
q elsewhere,

(8.29)

and define the weight ω̄n,R : B4,2 Ñ R
` by ω̄n,Rpz, iq :“ re´W pr^Rqknpφq where

z “ pr cosφ, r sinφq with pr, φ, iq P R
` ˆ r´π, πs ˆ I. Then, ω̄n,R coincide with

ω on ΩR,n. Note that for i ‰ j, the restriction of ω̄n,R to Ei,j (identified with
R

2) does not depend on i and j. Denote this common measure ωn,R and set
ωn : R2 Ñ R

` Y t`8u, defined by ωnpzq “ rknpφq where z “ rpcosφ, sin φq P R
2.

Since, 0 ă infrą0 e
´W pr^Rq ď suprą0 e

W pr^Rq, ωn,R belongs to the class A2 if and
only if ωn belongs to the class A2.

Define for ρ ą 0, z P R
2,

Cpz, ρq “ 1

π2ρ4

ż

Bpz,ρq
ωn

ż

Bpz,ρq

1

ωn

.

where Bpz, ρq is the ball at center z and radius ρ.
Let us first obtain asymptotics for ωn.

Lemma 8.10. We have, as φ Ñ 0`, kpφq „ 1
2c

|log pφq|1{2
.

Proof. For φ ą 0 close to 0 and t “ ϕ´1pφq, set δ :“ 1 ´ t. We have

φ “ c

ż 1

1´δ

du

p1 ` u2q
a
λpuq

“ c

ż δ

0

du

p1 ` p1 ´ uq2q
a
λp1 ´ uq

(8.30)

As u Ñ 0`, using Lemma 8.6, we get
a
λp1 ´ uq „

?
2?

| lnpuq|
, and thus as φ Ñ 0`,

by integration by parts

φ „ c

2
?
2

ż δ

0

a
| logpuq|du „ c

2
?
2
δ
a

| logpδq|. (8.31)

This entails that logpδq „ logpφq. It is straightforward, using Lemma 8.6 again,

that Kptq
a
λptq „ 1?

2

a
| logpδq|. Then we obtain that kpφq „ 1

2c

a
| logpδq| „

1
2c

a
| logpφq|. �

Let us now prove the condition A2 for ωn.

Lemma 8.11. ωn satisfies the A2-Muckenhoupt condition: supz,ρCpz, ρq ă `8.
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Proof of Lemma 8.11. Note that kn is a continuous positive function on r´π, πszt0u.
Lemma 8.10 shows that knpφq „ 1

2c

a
|log |φ||p1`op1qq as φ Ñ 0. Thus the integralsşπ

´π
knpφqdφ and

şπ
´π

knpφq´1dφ are finite and ωn and ω´1
n are locally integrable on

R
2. Therefore pz, ρq ÞÑ Cpz, ρq is a continuous function. Note also that for λ ą 0

and z P R
2, ωnpλzq “ λωnpzq, then Cpλz, λρq “ Cpz, ρq. This leaves two cases to

investigate: z “ 0, ρ “ 1 or |z| “ 1, ρ ą 0.
For z “ 0, ρ “ 1, we have

Cp0, 1q “ 1

π2

ż

Bp0,1q
ωn

ż

Bp0,1q

1

ωn

“ 1

3π2

ż π

´π

kn

ż π

´π

1

kn
ă `8. (8.32)

Obviously, Cp0, ρq “ Cp0, 1q “ Cn ă `8 does not depend on ρ.
For the second case, fix ρ ą 0 and z “ pcosφ, sinφq, with φ P r´π, πs. If ρ ě 1

2
,

since Bpz, ρq Ă Bp0, ρ ` 1q, we get Cpz, ρq ď pρ`1q4
ρ4 Cn ď 34Cn. If ρ ă 1

2
, we set

θ “ arcsinpρq Ps0, π
6

r. We have Bpz, ρq Ă T pz, ρq :“ tz “ rpcosψ, sinψq; pr, ψq P
r1 ´ ρ, 1 ` ρs ˆ rφ´ θ, φ ` θsu. We obtain

ż

Bpz,ρq
ωn ď

ż

T pz,ρq
ωn “

ż 1`ρ

1´ρ

r2dr

ż φ`θ

φ´θ

kn “ 2

3
p3ρ` ρ3q

ż φ`θ

φ´θ

kn, (8.33)

ż

Bpz,ρq

1

ωn

ď
ż

T pz,ρq

1

ωn

“ 2ρ

ż φ`θ

φ´θ

1

kn
. (8.34)

Then we get (setting c0 “ 13
3π2 )

Cpz, ρq ď 4p3 ` ρ2q
3π2ρ2

ż φ`θ

φ´θ

kn

ż φ`θ

φ´θ

1

kn
ď Dpφ, θq :“ c0

sinpθq2
ż φ`θ

φ´θ

kn

ż φ`θ

φ´θ

1

kn
.

(8.35)
The function pφ, θq ÞÑ Dpφ, θq is continuous on r´π, πsˆs0, π

6
s. Let us now show

that D is bounded in a neighborhood of θ “ 0`. Note that

Dpφ, θq ď 4c0θ
2

sinpθq2
suprφ´θ,φ`θs kn

infrφ´θ,φ`θs kn
ď 8c0

suprφ´θ,φ`θs kn

infrφ´θ,φ`θs kn
(8.36)

since θ2

sinpθq2 ă 2 for all θ P r0, π
6

s.
Fix θ0 Ps0, π

6
r. We have suppφ,θqPr´π,πsˆrθ0,π6 s Dpφ, θq ă 8. From Lemma 8.10,

we get that there are 0 ă c1 ă C1 and 0 ă c2 ă C2 such that

c1 ďknpφq ď C1, for φ P r´π, πszr´θ0, θ0s (8.37)

c2
a

| logp|φrq| ďknpφq “ kpφq ď C2

a
| logp|φ|q|, for φ P r´3θ0, 3θ0s. (8.38)

Let θ ă θ0. Without loss of generality, we assume that φ P r0, πs. If φ´ θ ě θ0,
we get rφ´ θ, φ` θs Ă rθ0, π ` θ0s and we get, using (8.37), Dpφ, θq ď 4C1

c1
.

If φ´θ ă θ0, then rφ´θ, φ`θs Ă r´θ0, 3θ0s, and we consider again two subcases.
First subcase: φ ě 2θ, let u :“ φ` θ ě 3θ,

Dpφ, θq ď 8c0C2

c2

ˆ
logpu ´ 2θq

logpuq

˙ 1

2

ď 8c0C2

c2

˜
1 ` logp1 ´ 2θ

u
q

logpuq

¸ 1

2

(8.39)

ď 8c0C2

c2

ˆ
1 ` logp1 ´ 2

3
q

logpuq

˙ 1

2

ď 8c0C2

c2

ˆ
1 ` logp1

3
q

logp3θ0q

˙ 1

2

. (8.40)
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In the second subcase we have φ ă 2θ. We start back from (8.35):

Dpφ, θq ď c0

sinpθq2
ż φ`θ

0

kn

ż φ`θ

0

1

kn
ď C2pθq :“ c0

sinpθq2
ż 3θ

0

kn

ż 3θ

0

1

kn
. (8.41)

C2 is a continuous function on s0, θ0s and as θ Ñ 0`, we get (using Lemma 8.10
ż 3θ

0

knpφqdφ „ 3θ

2c

a
´ logp3θq (8.42)

ż 3θ

0

knpφq´1dφ „ 6cθ
1a

´ logp3θq
. (8.43)

Thus limθÑ0` C2pθq “ 18. Finally, this gives us the result. �

With Lemma 8.11, conditions of Lemma 8.1 are satisfied and condition piiiq of
Lemma 8.2 holds. Therefore, W 1pΩ, ωq “ H1

0 pΩ, ωq. �
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