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Abstract: Learning in neural networks inspired by brain tissue has been studied for machine learning applications. However, existing works primarily focused on the concept of synaptic weight modulation, and other aspects of neuronal interactions, such as non-synaptic mechanisms, have been neglected. Non-synaptic interaction mechanisms have been shown to play significant roles in the brain, and four classes of these mechanisms can be highlighted: i) electrotonic coupling; ii) ephaptic interactions; iii) electric field effects; and iv) extracellular ionic fluctuations. In this work, we proposed simple rules for learning inspired by recent findings in machine learning adapted to a realistic spiking neural network. We show that the inclusion of non-synaptic interaction mechanisms improves cell assembly convergence. By including extracellular ionic fluctuation represented by the extracellular electrodiffusion in the network, we showed the importance of these mechanisms to improve cell assembly convergence. Additionally, we observed a variety of electrophysiological patterns of neuronal activity, particularly bursting and synchronism when the convergence is improved.
1. Introduction

Each brain is unique. In each group of neurons with a specific architecture, each neuron has its own specificity. Most living beings with a nervous system are able to quickly distinguish the difference between two types of stimuli from the external world. Depending on the species, senses, sensitivity, and acuity are different. Their survival depends on rapid learning for rapid recognition. During development, the nervous system must be able to adapt very quickly and be responsive to several stimuli. To achieve this aim, groups of cells must be able to specialize, organizing themselves to provide a response (or absence of a response) to a particular stimulus. This procedure involves putting into action a nerve signal projecting into a group of cells for processing of the information.

Donald Hebb introduced the concept of cell assemblies (1). A cell assembly consists of a few dozen neurons (2), characterized by a spatial (network) and temporal (dynamics) structure, which by means of feed forward connections treats and transmits information. The cell assemblies concept is concomitant with the concept of parallel distributed processing (PDP). Rumelhart et al. (3) assumed that neural processing is due to "interactions between units which excite and inhibit each other in parallel rather than sequential operations". Processing and storage of information is not performed by localized structures but is distributed throughout the network. In this sense, cell assemblies are PDP systems but can also be considered as the building blocks for a large-scale PDP system. Cell assemblies are building blocks of brain circuits (4).
In artificial neural networks, the biophysical details of the neurons are neglected in order to be computationally more effective. However, works have been conducted to show the importance of biophysical features at different scales\(^{(5,6)}\). In fact, biophysical complexity may play an important role in information processing. In the brain, the information is propagated and exchanged thanks to the variation of the membrane potential of the neurons. Neurons can exhibit a large repertoire of electrophysiological behaviors. Depending on the origin and on the conditions, the information will be coded in different ways, which are called the neural code. A neural code can be based on temporal features, as has been shown for the auditory cortex\(^{(7)}\). Another possibility of neural code is to be based on spatial features, as has been observed in the visual cortex \(^{(8)}\) and in the hippocampus \(^{(9)}\).

Regular spiking and bursting (a sequence of action potentials elicited in quick succession), typical of rhythmic neural synchronization \(^{(10)}\), participate in the neural code and may play different roles depending on the brain region; this sequence may also play roles in pathological conditions such as seizures, as observed in epilepsy, and in spreading depression. Many investigations are based on spiking neural networks (SNN) and present binary (spiking/non-spiking) activities. However, time scales are important, and spike coding presents limitations\(^{(11)}\). Bursting can make weak synapses reliable\(^{(12,13)}\) and may also participate in synaptic plasticity in the cerebellum and hippocampus\(^{(13)}\). These features are not only due to synaptic plasticity; neuronal behavior is also influenced by non-synaptic interactions\(^{(14,15)}\).
Cell assemblies are not just a PDP system: in response to external stimuli, their activities modify biophysical and biochemical processes in the brain. These changes can be retained longer and express memory properties that constitute an engram. Therefore, the engram is intrinsically related to the PDP activities performed by the cell assemblies.

Adjustments in the neuronal interconnection strength leads to a convergence to produce responses to specific stimuli (16). The responses remain constant over time and, therefore, constitute a memory process. The non-synaptic mechanisms play a role in the biophysical processes involved in the changes in neuronal interconnection strength. Thus, non-synaptic mechanisms has been shown to be influential in the learning and memory processes (17–19).

The complexity of neural tissue not only comes from the high number of substances and mechanisms but also from variability in the tissue. This variability exists as much in the dynamics of the processes as in the local geometry of the tissues. However, despite this variability, different brains from different animals are able to treat the same information to give similar responses or to produce similar endogenous electrophysiological patterns. During the two last decades, approaches in computational modeling have been developed to capture this variability. At a small network scale, investigations (20) have shown that similar to brain regions many different neural network models can produce similar activities patterns. Therefore, brain regions can be modeled while also taking into account intrinsic variability.
The hippocampus, which is a brain region involved in many processes of the brain (21,22), plays an important role in cognition (23,24). For this purpose, the hippocampal cell assemblies provide a spatial and temporal encoding of information (25,26). However, the hippocampus is also one of the brain regions where pathological patterns are observed (27). Seizures, the electrophysiological pattern observed in epilepsy, can be measured at levels ranging from single neurons (28–30) to the entire brain (31,32). Seizures are characterized by synchronous activities and high excitability. Recent works have pointed out the link between synaptic plasticity and epilepsy (33,34) and the effect of such pathology on cognition (35).

Neural networks for machine learning were originally inspired by biological neurons (36,37). Now considered as the third generation of artificial neural networks, spiking neural networks have demonstrated their performance for machine learning applications (38) and especially for computer vision (39). These improvements are due to the use of networks closer to a biological nervous system, considering spiking activities, which permit efficient coding and fast processing of information (40). Specific dynamics such as bursting neurons can also be considered (41). Therefore, a link between neuroscience and neural networks for machine learning applications requires discussing important concepts of the intrinsic properties of different types of networks (40,42).

In this work, we aimed to describe a realistic spiking neural network (RSNN) resembling a hippocampus neural assembly, while also considering the non-synaptic mechanisms present in the region, aiming at investigating
how these realistic descriptions favor the ability to improve learning and synchrony and even promote epileptogenesis. First, computational frameworks to generate RSNNs were built based on biophysical models of neural tissue, including synaptic and non-synaptic interactions between neurons. The models of neural tissue and synaptic communication were based on the previous works from our group (14,43). With simple learning rules, it is shown that the RSNN can converge to solve simple nonlinear tasks. Each RSNN is generated and initialized with different connectivity and different neuronal properties. A crucial influence of non-synaptic interactions was observed.

These observations suggest the importance of two levels of interaction between neurons at two different spatial scales: synaptic and non-synaptic. To investigate whether the observed properties emerge in a network with more simplified neuronal representation, therefore indicating it is feasible to achieve more simplified neural network applications, networks of phenomenological neurons were constructed using the neural model proposed by Izhikevich (44). With similar rules for learning, we observed the ability of such a network to converge to solve simple nonlinear tasks and simple pattern recognition.

To test the robustness of these findings, larger networks were implemented to solve more complex pattern recognition tasks. This investigation allows for evaluating the importance of electrophysiological behaviors (spiking and bursting) and the effect of non-synaptic interactions. The synchronisms observed in the implemented networks and the
corresponding ability to converge were also investigated and interpreted based on neurophysiological evidence. With a neuroscience background, our work aims at offering a new approach, by using a detailed biophysical model, to determine relevant mechanisms in learning and to discuss possible directions to implement it into a neural network for machine learning applications.

2. Methods

The RSNNs used in this work were based on a model of the neurons developed by (14), and the neurotransmission was based on the model developed by (43). The code was written in Fortran90 and run on a high-performance computer (Cluster SGI UV 2000, 80 Cores—Intel Xeon E5-4650v2 10-core, 2.4 GHz, 25MB Cache, RAM 1024GB DDR31866 MHz, 80TB HD, SUSE Linux Enterprise Server 11, SGI Performance Suite, Intel Cluster Studio XE).

The structure of the network layers was based on the morphology of the CA1 region of the hippocampus. In Figure 1A is shown a confocal image stained with fluorescent dyes to distinguish neurons, interneurons and the sequential layers of neurons. Based on this information, we performed the typical cell assembly forming a RSNN.

Identified in Figure 1B and 1C, pyramidal neurons, interneurons and extracellular spaces were represented mathematically as previously described
The pyramidal neurons were disposed in layers as suggested by Figure 1A, with the corresponding interconnections categorized in Figure 1B and schematically represented in Figure 1C. An interneuron connects to all layers, receiving input from the first layer of neurons and sending connections to all others.

The cell body of each pyramidal or interneuron neuron is assumed to be a sphere placed in a cubic compartment. Membrane potentials of neurons were calculated using the Goldman-Hodgkin-Katz equation. Ionic concentration changes in the intracellular and extracellular space due to ionic fluxes through ion channels, Na/K-ATPases, cotransporters (KCC, NKCC), and exchangers modify the extracellular space of each neuron, and each of these changes modifies the surrounding extracellular space via electrodiffusion (ED) (Figure 2.a and 2.b). All of these mechanisms were calculated and constitute an important non-synaptic interconnection mechanism. A model of synaptic neurotransmission (Figure 2.c) was implemented following the model previously proposed (43). All parameters values were taken from a literature review (46).

In the next sections, the corresponding models are described. Then, the phenomenological models for the neurons are detailed. It is also shown how networks were generated for both frameworks. Finally, the specific learning rules used in the investigation are described.

2.1. Neurons: Somas of the pyramidal neurons were assumed as a sphere immersed in an extracellular space and are influenced by the activity of the
neighboring neurons. Intracellular and extracellular volumes were estimated by:

\[ Vol_{\text{intra}} = \frac{4}{3} R_{\text{cell}}^3 \]  
(1)

\[ Vol_{\text{extra}} = F_{\text{vol}} Vol_{\text{intra}}, \]  
(2)

where, \( R_{\text{cell}} \) is the cell radius fixed to 10 µm. The cell membrane surface was estimated by:

\[ S_{\text{cell}} = 4 \cdot R_{\text{cell}}^2 \]  
(3)

The membrane potential \( V_m \) for each neuron was calculated using the modified Goldman-Hodgkin-Katz equation:

\[ V_m = \frac{RT}{F} \ln \frac{p_{Na}[Na^+]_o + p_K[K^+]_o + p_{Cl}[Cl^-]_i + E_{ef} + p_{p}[A^+]_o + I_{inj}}{p_{Na}[Na^+]_i + p_K[K^+]_i + p_{Cl}[Cl^-]_o + 2 + p_{p}[A^+]_i}, \]  
(4)

where \([ion]_i\) and \([ion]_o\) are respectively the intra- and extracellular ion concentration in mM. The Regnault constant is \( R = 8.314 \text{V.C.K}^{-1}\text{mol}^{-1} \), the temperature is \( T = 310 \text{K} \), The Faraday constant is \( F = 96.487 \text{C.mmol}^{-1} \). The effect of electric field \( E_{ef} \) is described in the next subsection. Ionic permeability is calculated as follows.

* Sodium channels*
\[ p_{Na} = P_{Na} m^3 h + p_{Na,\text{com}} \]  

(5)

where \( p_{Na,\text{com}} \) due to the synaptic communication is determined according to

equation (48).

\[
\frac{dm}{dt} = \alpha_m (1 - m) - \beta_m m
\]  

(6)

\[
\frac{dh}{dt} = \alpha_h (1 - h) - \beta_h h
\]  

(7)

\[
\alpha_m = C_{\text{com}} \frac{V_t - V_m + 25}{\exp\left(\frac{V_t - V_m + 25}{10}\right) - 1}
\]

\[
\beta_m = C_{\beta_m} \exp\left(\frac{V_t - V_m}{18}\right)
\]  

(8)

\[
\alpha_h = C_{\text{ah}} \cdot \exp\left(\frac{V_t - V_m}{20.0}\right) \beta_h = C_{\beta_h} \exp\left(\frac{1 - \left(V_t - V_m + 30\right)}{10}\right) + 1
\]  

(9)

Potassium channels

\[ p_k = P_k n^4 + p_{K,\text{com}} \]  

(10)

where \( p_{K,\text{com}} \) due to the synaptic communication is determined according to

equation (49).

\[
\frac{dn}{dt} = \alpha_n (1 - n) - \beta_n n
\]  

(11)

\[
\alpha_n = C_{\alpha_n} \exp\left(\frac{V_m + 10}{10}\right) - 1
\]  

(12)

\[
\beta_n = C_{\beta_n} \exp\left(\frac{V_m}{80}\right)
\]  

(13)

Potassium type A

\[ p_{k_a} = P_{k_a} a^3 b \]  

(14)
\[
\frac{da}{dt} = \alpha_a (1 - a) - \beta_a a \\
\frac{db}{dt} = \alpha_b (1 - b) - \beta_b b \\
\alpha_a = C_{\alpha_a} \frac{V_m + 40}{\exp\left(\frac{V_m + 40}{18}\right) - 1} \\
\beta_a = C_{\beta_a} \frac{V_m + 50}{\exp\left(\frac{V_m + 50}{8}\right) - 1} \\
\alpha_b = C_{\alpha_b} \frac{1}{\exp\left(\frac{V_m - 22}{15}\right)} \\
\beta_b = C_{\beta_b} \frac{1}{\exp\left(\frac{V_m + 33}{12}\right) + 1}
\]

Chloride channels
\[
p_{Cl} = p_{Cl} \frac{1}{1 + \exp\left(\frac{-1.28(V_m + 18.1)}{-1.381 \times 10^{-2}}\right)} + p_{Cl, com},
\]

where \( p_{Cl, com} \) due to the synaptic communication is determined according to equation (54).

Parameters for the permeability calculation are listed in Table 1.

**TABLE 1**

<table>
<thead>
<tr>
<th></th>
<th>Pyramidal Cell</th>
<th>Interneuron (Basket Cell)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Permeability constant for soma neuron</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( P_{Na} )</td>
<td>586.0</td>
<td>524.0</td>
</tr>
<tr>
<td>( P_{K} )</td>
<td>60.0</td>
<td>50.0</td>
</tr>
<tr>
<td>( P_{Cl} )</td>
<td>9.4</td>
<td>1.4</td>
</tr>
<tr>
<td>( P_{Ca} )</td>
<td>4.2</td>
<td>4.2</td>
</tr>
<tr>
<td>Permeability constant presynaptic terminal</td>
<td>( P_{Ca} )</td>
<td>336</td>
</tr>
<tr>
<td></td>
<td>( P_{Ca} )</td>
<td>336</td>
</tr>
</tbody>
</table>
### Constants for Na\(^+\) channels

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\alpha u})</td>
<td>0.25</td>
<td>0.5</td>
</tr>
<tr>
<td>(C_{\beta u})</td>
<td>10.0</td>
<td>20.0</td>
</tr>
<tr>
<td>(C_{\alpha u})</td>
<td>0.075</td>
<td>0.35</td>
</tr>
<tr>
<td>(C_{\beta u})</td>
<td>2.5</td>
<td>5.0</td>
</tr>
</tbody>
</table>

### Constants for K\(^+\) channels

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\alpha u})</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td>(C_{\beta u})</td>
<td>0.025</td>
<td>0.0625</td>
</tr>
</tbody>
</table>

### Constant for K\(^+\) type A channels

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\alpha u})</td>
<td>-0.1</td>
<td>-0.25</td>
</tr>
<tr>
<td>(C_{\beta u})</td>
<td>0.2</td>
<td>0.5</td>
</tr>
<tr>
<td>(C_{\alpha p})</td>
<td>1.5 \times 10^{-5}</td>
<td>7.5 \times 10^{-5}</td>
</tr>
<tr>
<td>(C_{\beta p})</td>
<td>0.12</td>
<td>0.3</td>
</tr>
</tbody>
</table>

### Constant for Ca\(^++\) channels

<table>
<thead>
<tr>
<th>Constant</th>
<th>Value 1</th>
<th>Value 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_{\alpha c})</td>
<td>0.25</td>
<td>10</td>
</tr>
<tr>
<td>(C_{\beta c})</td>
<td>0.075</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Stimulation current:

\[
I_{\text{ inj }} = 360. M_{n_j},
\]  
(21)

where \(M_{n_i}\) is the input matrix from datasets.

### 2.2. Concentration Changes

Concentrations changes were due to the following mechanisms:

**Sodium Potassium Pumps**

Na\(^+\)/K\(^+\)-ATPase current calculation required the introduction of a fictive ion \(A^+\) that has a permeability \(P_P\). The K\(^+\) flux and the Na\(^+\) fluxes are calculated as follows:
\[ \Phi_{\text{pump,Na}} = \frac{S_{\text{cell}}}{Z_{\text{Na}}F} 3I_p \]  

(22)

\[ \Phi_{\text{pump,K}} = -\frac{S_{\text{cell}}}{Z_{\text{K}}F} 2I_p \]  

(23)

where

\[ I_p = 2.88 \times 10^{-9} P_p \frac{F^2}{RT} V_m \frac{([A^+]_o \exp\left(\frac{F}{RT} V_m - [A^+]_o\right)}{\exp\left(\frac{F}{RT} V_m - 1\right)} \]  

(24)

and

\[ P_p = 5.142857 \times 10^2 \tanh\left(\frac{V_m + 60}{10}\right) + 1.5 \]  

(25)

\[ [A^+]_o = 0.0121\left(\frac{[Na]_o}{34.7(1+10,638[K]) + [Na]_o}\right)^3\left(\frac{[K]_i}{4.831(1+1.168[Na]_o) + [K]_o}\right)^2 \]  

(26)

\[ [A^+]_i = \left(\frac{[ATP]}{[ATP] + 0.175}\right)^2\left(\frac{[Na]_i}{0.856(1+0.207[K]) + [Na]_i}\right)^3\left(\frac{[K]_o}{0.094(1+0.029[Na]_o) + [K]_o}\right)^2 \]  

(27)

**Ionic Channels**

Ionic channels are voltage dependent and allow transport of Na\(^+\), K\(^+\) and Cl\(^-\) ions through the membrane. \(Z_{\text{ion}}\) is the ion valence (\(Z_{\text{Na}} = 1\), \(Z_{\text{K}} = 1\), \(Z_{\text{Cl}} = -1\), \(Z_{\text{Ca}} = 2\)). Voltage-gated channel fluxes were obtained by:
where $P_{ion}$ describes the ion permeability estimated by the equations (5-13).

**Chloride Cotransporters and Exchangers**

Cotransporters KCC and NKCC fluxes are calculated with the following equations:

$$
\Phi_{KCC} = \frac{4.12 \times 10^{-14} ([K]_i[KCl]_i-[K]_o[KCl]_o)}{(7.34+[K]_i+[K]_o)(91.02+[Cl]_i+[Cl]_o)^2}
$$

$$
\Phi_{NKCC} = \frac{-1.506 \times 10^{-12} ([Na]_i[K]_i[KCl]_i^2-[Na][K][Cl]^2)}{(70+[Na]_i+[Na]_o)(2,3+[K]_i+[K]_o)(25,0+[Cl]_i+[Cl]_o)^2}
$$

**Exchangers**

$$
\Phi_{E,Na} = \frac{7.52 \times 10^{-19}[Na]}{[Na]+10(1+0.01[Na])}
$$

$$
\Phi_{E,K} = \frac{7.52 \times 10^{-19}[K]}{[K]+100(1+0.1[Na])}
$$

$$
\Phi_{E,Cl} = \frac{4.813 \times 10^{-19}[Cl]}{[Cl]+6}
$$

**Electrodiffusion**

Electrodiffusion (ED) was described in the model by the simultaneous effect of the electric field and the ionic concentration gradient along the extracellular
space, affecting mutually neighboring neurons. Therefore, the representation of the non-synaptic interaction in the RSNNs was performed including the ED neuronal interaction. The ED is defined by the conjoint action of chemical diffusion and the electric field that drives movement of ions in the extracellular space. The extracellular electric field can be mainly modified by the action of the ionic currents during the action potentials; therefore, the field is modified by Na\(^+\) and K\(^+\) currents and by the ionic distribution along the extracellular space, which can be magnified by the tortuosity of this space.

The extracellular potential changes due to the action potential currents were estimated as follows:

\[
V_{\text{extra}} = \frac{-24.10^{-2} F}{\exp\left(\frac{1}{26.10^{-13}} (V_{\text{Vol}} - 1.1.10^{-13})\right) + 1} \sum_{n=1}^{\infty} \frac{3.14.10^{-6}(\Phi_{n} + \Phi_{K})}{d_{n}}
\]  
(34)

The extracellular ionic concentration changes used to estimate the corresponding electric field were calculated by:

\[
\frac{d[\text{ion}]}{dt} = \frac{D_{\text{ion}}}{10.24} \nabla^2[\text{ion}]_{o} + \frac{Z_{\text{ion}}F}{10.24RT} \nabla[\text{ion}]_{o} \nabla V + \frac{Z_{\text{ion}}F}{10.24RT} [\text{ion}]_{o} \nabla^2 V.
\]  
(35)

Assuming the Kirchhoff law conditions for the ionic currents in the extracellular space, the extracellular field potential can be estimated:

\[
\nabla V = -\frac{RT}{F} \sum_{\text{ions}} \frac{Z_{\text{ion}}D_{\text{ion}} \nabla [\text{ion}]_{o}}{\sum_{\text{ions}} Z_{\text{ion}}^2 D_{\text{ion}} [\text{ion}]_{o}}
\]  
(29)

Adding to the previous equation, the field effect derived from (27) is as follows:
\[ \nabla V = -\frac{RT}{F} \sum \frac{Z_{ion}}{\sum Z_{ion}} \frac{D_{ion}}{\sum D_{ion}} \nabla [ion]_o + \nabla V_{extra}. \] (36)

2.3. Synaptic communication

The synaptic communication between neurons was based on the work of Teixeira et al. (43). A presynaptic compartment receives an impulse from its cell body. The synaptic transmission, sensitive to the impulse, can be described in 8 steps (Figure 2.B):

- Impulse depolarizes the presynaptic terminal (Figure 2B - 1)
- The voltage dependent channels open to promote the influx of Ca\(^{2+}\) (Figure 2B - 2). Membrane depolarization alters Ca\(^{2+}\) permeability.
- Intracellular Ca\(^{2+}\) increases in the presynaptic terminal, which permits exocytosis of vesicles and neurotransmitter release (Figure 2B - 3);
- Neurotransmitters, after diffusion in the synaptic cleft, bind to receptors on the postsynaptic neuron (Figure 2B - 4);
- Receptors, after neurotransmitter binding, open channels. The permeability changes for the corresponding ions create variations of membrane potential in the postsynaptic neuron in a manner dependent on the Nernst potential of the ion channel (Figure 2B - 5);
- Inactivation of the neurotransmitter is due to enzymatic action, which will return the neurotransmitter to the presynaptic compartment (Figure 2B - 6);
- Storage of the neurotransmitter is performed in vesicles (Figure 2B - 7);
• A pump removes Ca$^{2+}$ from the presynaptic compartment (Figure 2B - 8);

Each synapse is different, and variability can be modeled by introducing a coefficient, B1, that is randomly initialized and that represents the strength of the synapse. The synaptic strength is directly linked to the quantity of neurotransmitter that binds ion channels, and it affects the amplitude of permeability variation and, thus, the amplitude of the membrane potential in the postsynaptic neuron. This coefficient is also called synaptic weight, and the synaptic weight will be affected during the learning process.

From this description the following have been implemented:

**Presynaptic neuron**

Ca$^{2+}$ permeability:

$$P_{Ca} = \bar{P}_{Ca} m^3 h$$

(37)

where

$$\alpha_m = \frac{C_{an}(V_t - V_m + 25 \text{exp}((V_m + 25)/10) - 1}{\text{and} \quad \beta_m = C_{pm}\text{exp}(\frac{V_t - V_m}{18.0})}$$

Ca$^{2+}$ flux:

$$\phi_{Ca, \text{channel}} = 8.10^{-9}\frac{F^2}{RT}Z^2 Ca \text{m} \text{V}_m [Ca] \text{exp}(Z Ca \text{V}_m \frac{F}{RT}) - [Ca]_{o} \text{exp}(Z Ca \text{V}_m \frac{F}{RT}) - 1)$$

$$\phi_{Ca, \text{pump}} = \frac{3.10^{-4}}{1 - \text{exp}(-3.10^{-3}([Ca] - 1.10^{-2}))}$$

$$\phi_{Ca, \text{soma}} = 22(8.10^{-3} - [Ca])$$

(38)

(39)

(40)
where the Ca\(^{2+}\) concentration was estimated by

\[
\frac{d[Ca]_i}{dt} = \frac{F_{vol}}{Vol_{syn}} (\phi_{Ca,pump} + \phi_{Ca,channel} + \phi_{Ca,eq}) + \phi_{Ca,soma}
\]  

(41)

\[
\frac{d[Ca]_o}{dt} = \frac{F_{vol}}{Vol_o} (\phi_{Ca,pump} + \phi_{Ca,channel} + \phi_{Ca,eq})
\]  

(42)

**Neurotransmission**

\[
\frac{d[NT]_i}{dt} = 10.4(-\Delta T_o + 2.10^{-3}T_o) \quad \text{(NT concentration in terminal)}
\]  

(43)

\[
\frac{d[NT]_o}{dt} = 8.10^2(\Delta T_o - \Delta T_o R - \Delta T_o E) \quad \text{(NT release in synaptic cleft)}
\]  

(44)

\[
\frac{dT_{ToR}}{dt} = 8.10^2 \Delta T_o R \quad \text{(NT binding receptor)}
\]  

(45)

\[
\frac{dT_{E}}{dt} = 8.10^2(\Delta T_o E - \Delta T_o EER) \quad \text{(Enzyme inactivate NT)}
\]  

(46)

\[
\frac{dT_{TV}}{dt} = 8.10^2(\Delta T_o EER - 2.10^{-3}T_o) \quad \text{(NT storage in vesicle)}
\]  

(47)

where

\[
\Delta T_o = 6.10^3[NT]_o([Ca]_i - [Ca]_o)^2
\]  

(48)

\[
\Delta T_o R = (1.5[NT]_o - 3T_o R)
\]  

(49)

\[
\Delta T_o E = \frac{0.4}{1 + exp(110([NT]_o - 0.98))}[NT]_o(1 - ToE)
\]  

(50)

\[
\Delta T_o EER = \frac{0.16}{1 + exp(110([NT]_o - 0.98))}T_o E
\]  

(51)

**Postsynaptic neuron**

Excitatory synapse:
Inhibitory synapse:

\[
\frac{dP_{\text{Na,com}}}{dt} = \sum_{n_{\text{in}}} (B1_n w_n T_n R_n)
\]

(52)

Inhibitory synapse:

\[
\frac{dP_{\text{K,com}}}{dt} = \sum_{n_{\text{in}}} (B1_n w_n T_n R_n)
\]

(53)

\[
\frac{dP_{\text{Cl,com}}}{dt} = \sum_{n_{\text{in}}} (B1_n w_n T_n R_n)
\]

(54)

2.4. Phenomenological Neuronal Model

The SNN was based on the Izhikevich model neuron(44). It has been chosen because of simplicity and its corresponding low computational cost. However, despite the simplicity, it is able to reproduce a variety of electrophysiological patterns. All simulation code presented here has been developed in Fortran90. Values chosen for \(a, b, c, d\) are close to regular spiking values, with random variation of more or less 5% of the value creating variability in the network. The model of synaptic communication between neurons is established through an \(\alpha\)-function that gives the variations, \(I_{\text{pre}}\), emitted from the pre-synaptic neuron:

\[
\frac{d\text{Var}_c}{dt} = 16\xi_c + \frac{-1}{\tau} \text{Var}_c
\]

(55)

\[
\frac{d\text{Var}_g}{dt} = \text{Var}_g + \frac{-1}{\tau} \text{Var}_g
\]

(56)

\[
I_{\text{pre}} = 8; 2.10^{-1} \text{Var}_g
\]

(57)
where \( \xi_n \) is the activation of the pre-synaptic neuron and \( \tau = 210^\ast dt \). Then, the current received by the post synaptic excitatory synapse:

\[
I_{\text{post}} = I_{\text{post}} + \omega_{p,q} I_{\text{pre}}
\]

and for the inhibitory synapse:

\[
I_{\text{post}} = I_{\text{post}} - \omega_{p,q} I_{\text{pre}},
\]

where \( \omega_{p,q} \) is the synaptic weight between neurons \( n_p \) and \( n_q \).

### 2.5. Networks

An example of a possible neural network generated is shown in Figure 1a. The networks are feed-forward neural networks composed of excitatory pyramidal neurons and one inhibitory interneuron, as histological analyses have shown (Figure 1). Each layer \( l \) is composed of \( N_l \) neurons, and each neuron \( n_{i,j} \) creates \( K \) random connections with neurons \( n_{i+1,j} \) of the next layers and \( K \in [1, N_{i+1}] \). All excitatory neurons from the first layer create connections to the interneuron, which project inhibitory synapses to all other layers. All neurons of the last layer were connected to a single output neuron. Variability in the neuronal activity was introduced, randomizing the threshold of the voltage-gated channels. The biophysical range of parameters used was based on available data in the literature (46). Learning rules, detailed in the methods section, have been implemented based on direct feedback alignment and Hebbian rules. Organized in layers, the network was built with each excitatory neuron projecting to the next layers. Under external stimulation, the
first layer projects excitatory synapses to the interneuron. The interneuron sends inhibitory synapses to the rest of the network. The RSNN is schematized in Figure 1b.

2.6. Learning mechanism

In this work, we proposed a new method of learning based on DFA (47) and anti-Hebbian rules. After the period of stimulation, synaptic weights are updated. $B_1$ is a randomly initialized matrix such as in the DFA method, and $\alpha_i$ is a scale factor to adapt the range to the type of synapse. The rules are:

If the output neuron does not spike and was expected to ($Error = 1$), then:

- all excitatory synapses where the pre-synaptic neurons have spiked are enhanced:

$$\omega_{p,q} = \omega_{p,q} + \alpha_1 B_1 p,q \zeta_p$$

(60)

- all synapses that project to the interneuron are decreased if the pre-synaptic and the post-synaptic have spiked (anti-Hebbian rule):

$$\omega_{p,q} = \omega_{p,q} - \alpha_2 B_1 p,q \zeta_p \zeta_q$$

(61)

- all synapses that come from interneuron are decreased if the pre-synaptic neurons have spiked:

$$\omega_{p,q} = \omega_{p,q} - \alpha_3 B_1 p,q \zeta_p$$

(62)

If the output neuron had spiked and was not expected to (error=-1), then:
- all excitatory synapses are decreased if the pre-synaptic and the post-synaptic have spiked (anti-Hebbian rule):

\[ \omega_{p,q} = \omega_{p,q} - \alpha_2 B_{1p,q} \zeta_p \zeta_q \]  

(63)

- all synapses involved in inhibition are enhanced if the pre-synaptic neuron has spiked:

\[ \omega_{p,q} = \omega_{p,q} + \alpha_1 B_{1p,q} \zeta_p \]  

(64)

If the output neuron has spiked and was expected to or if it has not spiked and was not expected to (Error = 0), then:

- no modification is performed in the network (\( \omega_{p,q} = \omega_{p,q} \))

The temporal sequence is presented in Figure 3. The data window is divided into two parts. First, a current stimulation on the input neurons with a duration of 150ms, which is in the range of stimulation for an evoked potential (48–50). In addition, then a non-stimulation period of 150 ms was left to allow the system to reach equilibrium. If the output neuron has spiked at least once during the data presentation, the output state is 1 else it is 0. At the end of each data presentation, the error, which is the difference between the wanted state (0 or 1) and the output state, is determined and synapse weights are updated. The modification of synapse weight is done with a fixed value. One epoch is the time required to apply the full dataset.

2.7. Synchrony Measurement
The synchrony measurement is conducted by the methods used by (51,52). The average value of membrane potential can be calculated:

\[ \bar{V}(t) = \frac{1}{N} \sum_{n} V(t) \]  \hspace{1cm} (65)

where variance over time is \( \Delta = \langle (\bar{V}(t))^2 \rangle - \langle \bar{V}(t) \rangle^2 \), \hspace{1cm} (66)

the variance for each neuron \( n \) is: \( \Delta_n = \langle (\bar{V}_n(t))^2 \rangle - \langle \bar{V}_n(t) \rangle^2 \), \hspace{1cm} (67)

and the synchrony is therefore \( Sync = \frac{\Delta}{\frac{1}{N} \sum_{n} \Delta_n} \). \hspace{1cm} (68)

The measure is dimensionless with a value between 0 and 1. Higher values represent more synchronism in the network.

**2.8. Task**

Tasks were based on an “exclusive or” problem (53). A cell assembly may be considered as a dynamic logical gate (54). The task has been chosen to show the ability of the computational unit (i.e., the cell assembly) to solve a nonlinear separation problem, as resumed in Table 2.

**Table 2**

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0</td>
<td>0</td>
</tr>
<tr>
<td>1 1 1 1</td>
<td>0</td>
</tr>
<tr>
<td>1 1 0 0</td>
<td>1</td>
</tr>
<tr>
<td>0 0 1 1</td>
<td>1</td>
</tr>
</tbody>
</table>
To investigate the ability of our networks in solving more complex tasks, two investigations were performed. The first is the recognition of the vertical or horizontal orientation in a square of three by three. The network, with nine inputs, must separate these two classes, three rows, and three columns options. The second is to separate a pattern, the letter 'H', from a random pattern. The random pattern was generated having an input number of activated neurons with the same mean and standard deviation of the 'H' pattern.

3. Results

Networks with 5 layers and 4 neurons each have been tested on a non-linear simple task (53). Our main evaluation criterion was the number of epochs required to converge (NEC; i.e., how many times the stimuli patterns set must be applied to obtain a stable correct output). We generated 1000 networks from this framework. The networks generated had a median NEC of 18, confirming the ability of the networks to converge with the proposed rules of learning.

To be more realistic, we introduced more variability in relation to the synapses and networks. To evaluate the effect of introducing variability, we first implemented variability in connectivity and then in synaptic strength. Therefore, also assuming that the neurons can randomly create synapses to neurons of the next two layers, we generated 1000 networks and observed a median NEC of 17. Following that we tested the randomly initialized synapses’ strength. After generating 1000 networks, the median NEC
observed was 14. As shown in Figure 4c, the variability did not significantly change the NEC of the generated networks.

We sought to make our framework closer to biological reality. Works have shown the importance of non-synaptic mechanisms in electrophysiological activities of neurons (14,15). The non-synaptic communications occur through their influence towards their neighbors. This influence is due to ionic diffusion and variation of the electric field in the extracellular space. We refer to the interplay of these mechanisms (described in the methods) as the ED. First, we investigated the effect of the ED acting uniformly. The ED had a homogeneous effect in the network and the median NEC became higher in this case (=29). Then, we introduced variability in the ED effect, mimicking the tortuosity of the extracellular space of the neural tissue. By using this approach, the median NEC decreased to 3. In this case, the effect of the non-synaptic interconnection mediated by the ED permits fast propagation and an efficient influence for convergence.

After this observation, we sought to identify the electrophysiological activities underlying the convergence. Based on the previous simulation, we looked at the times series of the membrane potential of neurons. We observed that after convergence, some neurons presented bursting behavior and others spiking behaviors; an example is given in Figure 4 (a) and (b). The arrival of a stimulus in the network facilitates the appearance of strong activities and bursts. An increase of activity was observed before stabilization to the convergence states where spiking and bursting emerged from the morphological and functional characteristic of the network. This result is consistent with observations in experimental recording (55–57).
In this context we sought to investigate the synchrony (52,58,59). Synchrony in a neural network is strongly related to seizures and epileptiform activities (60–62). We generated 1000 models with ED and variability in voltage-gated channel thresholds, synapse initialization, connectivity and tortuosity. In these simulations we measured synchrony, for which the median was 0.74. Due to the realistic representation of the networks, important characteristics for tissue adaptation have been identified: non-synaptic interactions and variety in the repertoire of electrophysiological patterns.

To verify if this feature would also emerge from a network of phenomenological spiking neurons, where spiking and bursting activities did not emerge as a network property but were induced as an intrinsic characteristic of an isolated neuron, we implemented a network with a similar architecture as previously described. The neurons were based on the model proposed by Izhikevich (44). The synaptic communication is described by an alpha-function (63).

We first investigated features of this framework with the same task as previously used. We tested, without the non-synaptic mechanism, the following conditions: only with spiking neurons and only with bursting neurons. Then, we introduced mechanisms of non-synaptic influences. An active neuron facilitates direct neighbors, from the same and the next layer, to produce a burst. In this condition, there appeared a mix of patterns from spikes to burst. Finally, to verify that this variety of neural behavior must be structured by the non-synaptic interactions, we generated networks with randomly initialized neurons intrinsically producing spikes or bursts.
Simulations in a condition with only spiking neurons are presented in Figure 5.a. Spikes occur sparingly and have a short duration. Due to the propagation dynamic in the network, when the last neurons activate, the first neurons are no longer active. This process explains the low values of synchrony observed. In this condition, networks needed on average more than 15 epochs to converge in the range of synchrony between 0.08 and 0.18, and the NEC becomes higher for other ranges of synchrony.

Results of simulations in conditions with only bursting neurons are presented in Figure 5.b. Bursting activity may involve higher synaptic communication (12) or higher non-synaptic interactions (14) or both. These conditions imply a high level of activity and mutual coupling in the network and, therefore, higher synchrony. The average NEC is 34, and the level of synchrony is higher than 0.7. The high level of activities and synchrony impedes convergences.

Simulations in which the activity of each neuron influences the surrounding neurons are shown in Figure 5C. In these simulations the networks resemble the non-synaptic mechanisms of the RSNN, and, therefore, control the neuronal activity for spiking or bursting. The convergence for all simulations is mainly concentrated below the dashed line, indicating less than the 20 NEC. With a synchrony between 0.5 and 0.75, networks needed, on average, fewer than 7 epochs to converge. The median NEC observed is comparable to the median NEC obtained in the RSNN (Figure 5.e). This condition presents its best configurations for fast convergence and is biologically more plausible and closest to the RSNN.
To confirm that the mix of bursts and spikes must come up as an emerging property of the network to increase convergence, we tested a condition with random initialization of spiking and bursting neurons in the network. Then, each neuron will only produce one of these behaviors during the simulation. In this case, the majority of the simulations have a maximal value of synchrony in the same range as found with networks of bursting neurons (>0.7) (Figure 5.d), and the average NEC was 38. Because each neuron is initialized randomly, it produces an activity, which may not be in accordance with the network configuration. As networks connections are also randomly initialized, the adaptive process to find paths for convergence is difficult.

Testing the ability of our networks to be applied for more complex machine learning tasks, we performed two additional studies. The first study is based on orientation detection, as shown in Figure 6 (a) - left. Two thousand networks were generated to perform the task, and two groups were taken into account: one thousand networks including non-synaptic interactions and one thousand networks with only synaptic communication. Each network was composed of 5 layers of 9 neurons. In Figure 6 (a) - left, we present a histogram of the number of epochs required to obtain a complete separation (i.e., with no error) of our two datasets (vertical and horizontal), which is presented in red for the group of networks taking into account non-synaptic influences and in blue for the group of networks with only synaptic communication. We observed that networks taking into account non-synaptic interactions are, on average, faster to solve such tasks. Correspondently for each group, in Figure 6(a) – right, we show a histogram of the proportion of
networks in the corresponding interval of levels of synchronism. This panel highlights that the group of the networks with non-synaptic influences are more frequent in higher synchronism.

The second study is based on the separation of two classes: handwritten 0 and 1 extracted from the UCI repository (64), and the available dataset used is given in (65). The 8×8 images used for this task are presented in Figure 6b. One hundred synaptic networks made of 8 layers of 64 neurons were generated to perform this task. The other one hundred networks taking into account non-synaptic interactions were generated to perform the same task. For both cases, we measured the error rate as the normalized number of wrong classifications per epoch. The results are presented in Figure 6 (b) - left and show that networks taking into account non-synaptic interactions produced less than 10% of the error after 5 epochs, whereas almost twice the number of epochs are required by only synaptic networks. These two studies offer an overview of the potential of the networks taking into account non-synaptic interactions for fast learning in a spiking neural network for machine learning applications. It is also evident there was an increased level of synchronism of the group of networks including the non-synaptic interactions Figure 6(b) - right.

4. Discussion

In this work, we first showed the importance of non-synaptic interactions in a small cell assembly due to a detailed biophysical model. The non-synaptic influence of neurons to neighbors occurs mainly due to ED. The
ED has been demonstrated to have a strong effect between neurons in the neural tissue (66) and may be a factor for pathological states (14, 45, 67, 68). This finding could be explained by the fact that the ED modulates neuronal excitability and, thus, the type of electrophysiological pattern. However, if all neighboring neurons of the cell assemblies receive the same influence from ED, the ability of the cell assembly to quickly process information vanished.

This situation does not exist in the brain, as it is not homogeneous but is, in fact, a tortuous tissue (69, 70). In our model, the introduction of tortuosity facilitates the emergence of a specific propagation path for each stimulus and, thus, makes the system converge even faster. The complex local anatomy of the brain would therefore be one of the causes of its efficiency in processing information. The information propagates through neural activation. Neural activities have often been considered as binary, with a resting state and a punctual spike. However, spikes in biological systems are not the only discrete events, but they do constitute one of the patterns observed in the large repertoires of the electrophysiological behavior of neuron membranes. Burst activities are important for information transmission (12, 71) but also participate in neural synchrony in epilepsy (72). We observed that a mix of pattern activities (bursting and spiking) is the most efficient but only when the pattern depends on neighborhood influences. With random parameterization of neurons to produce spikes or bursts, convergence is difficult, as it limits the emergence of structured paths.
This was verified in a phenomenological model, reproducing behavior observed in the biophysical model. In this second model, the implantation of non-synaptic interactions between neurons also promoted fast convergence in the networks. As it had a low computational cost, the simplified model is a good candidate for building networks of interacting cell assemblies, as is the modeling of larger regions of the brain, which takes into account the variety of electrophysiological patterns.

Strong and synchronous activities may lead to pathological states, such as seizures. We measured the synchrony in the generated network and investigated if it was related to the ability to fast converge. We generated numerous models and observed that networks with a low NEC presented an increased level of synchrony, following what was observed for the RSMM. According to previous findings (20), we also observed different configurations can converge for the same task. The generated models of the network might converge at different speeds with different levels of synchrony. This finding explains the inter individual differences both in the ability to process information and the potential for entering pathological states. Some cell assemblies are more likely to trigger seizures than others. This finding may explain why between individuals able to process information in the same way there is an inequality of the probability of triggering epileptic episodes. Cell assemblies work efficiently and produce a high range of synchrony; so, cell assemblies are not far to promote epilepsy.

Synchrony in the brain is observed in the hippocampus, participating in neurodevelopment and memory formation (73,74). It is a marker of intense
neural activities. Throughout history, many important personalities, such as Socrates, Hermann von Helmholtz, Alfred Nobel, Vincent Van Gogh, Molière, Gustave Flaubert, Fiodor Dostoïevski, Edgar Allan Poe, Charles Dickens, Joaquim Maria Machado de Assis, and Pyotr Ilyich Tchaikovsky, all lived with epilepsy. They all distinguished themselves in history by a high creative potential. Epilepsy and creativity have been often related (75,76). Why would epilepsy be correlated with creativity? If causality exists, why do not all people with epilepsy present with higher creative faculties?

At the cell assembly scale, our current work gives new insight into this question. The ability to rapidly treat and correlate various information may lead to unusual semantic associations, and so facilitate creative thinking (77). Some morphologic configurations of networks that promote creativity may also lead to seizures and may be identified as one more tributary of the river of epilepsy (78). This fact may also explain why epilepsy is not always associated with creativity (79). Some of tributaries are not related to creativity networks (78). This hypothesis is consistent with the effects of anti-epileptic drugs. By reducing neural activity synchrony (80), drugs may also produce side effects on mental activities (81) and on creativity (82).

Our work provides some insights into the underlying mechanisms of epileptogenesis on the scale of cell assembly. During neurogenesis, the neural tissue can be organized with high variability, leading to numerous possible configurations. Cell assemblies work with a high level of synchrony. A few configurations may facilitate crossing the limit between the healthy and efficient synchrony to seizures.
The relationship between neuroscience and machine learning may in essence have different goals. Neurosciences aim to understand brain mechanisms, while machine learning works toward functional optimization (42). In this work, we proposed observations from a neuroscience point of view about learning, which may have implications for machine learning applications. Our detailed biophysical model permits a fine understanding of biophysical mechanisms and their relation to emergent properties in the network. This model implies a very high computational cost; as such, it does not offer, in its complete version, a solution for machine learning applications. However, it should be considered as a tool to determine which mechanisms are relevant for learning.

Due to this method, we identified two important components that can be reproduced in a simplified network, offering new direction for the development of spiking neural networks. First, we showed the importance of two levels of interactions (synaptic and non-synaptic) between neurons for efficient learning. This finding supports the idea of the existence of two networks at different temporal and spatial scales: a conventional synaptic network and a local (non-synaptic) network acting on different intrinsic properties of each neuron in the cell assembly. Actual tools to build large spiking neural networks (83) are not currently viable, although such tools might be plausible in the near future. The second component is related to the pattern of neuronal activity (i.e., single peak or burst). The selection of the pattern of neuronal activity is easy to implement, as it only depends on the model chosen to produce the spiking or busting activity. In line with this finding, a recent work, based on integrate-and-fire models, confirmed the
importance of bursting to increase the efficiency of the network for machine learning applications (84).

5. Conclusion

In this work, we proposed models of cell assemblies as building blocks for PDP. First, we proposed biologically plausible mechanisms of synaptic weight adaptation. We show the ability of this rule to provide learning in biophysical models of cell assemblies. In this biophysical framework, we identified important properties that influence the network convergence: the effect of ED and variability in the tissue. We showed that a network including two levels of interaction, with different temporal and spatial scales, might be more efficient for fast convergence. The two levels of interaction are: the local level, through non-synaptic interactions, and the larger level, through synaptic communication. We implemented a network based on phenomenological descriptions taking into account these previous observations. Then, we showed a strong relationship between the level of synchrony and the ability of the cell assembly to quickly process information. The high level of synchrony observed during fast processing may suggest that to be efficient cell assemblies must work close to the threshold of seizure. The two levels of interaction show another possible way connections between neurons might be created to promote deep learning. The synchronism induced and sustained by this network structure represents deep knowledge and enables the brain to more efficiently perform complex tasks, such as pattern recognition. On the other hand, the improper improvement of these kinds of connections might
enhance the synchronism (hypersynchronism) in an inconvenient manner, thus spreading to the whole network and leading to functional states that synchronism and hypersynchronism domains, when deep learning may or may not be performed, respectively.
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LEGENDS

Figure 1. Scheme of a realistic spiking neural network. (a) Confocal micrograph of a hippocampal slice stained to distinguish neurons and interneurons. (b) Representative drawing of the picture shown in (a), based on which the RSNN (c) was implemented. Excitatory interconnected neurons (blue) forming five layers of four neurons each and one inhibitory neuron (red) that makes connections to all of them, except with the four first neurons that receive external stimulation. The network projects to an output neuron (green).

Figure 2. (a) Scheme of neuron soma, including voltage-gated channels, Na/K-pump, cotransporters KCC and NKCC and exchangers. (b) Scheme of the non-synaptic mutual influence of two adjacent neuronal cells and the respective extracellular space. The local ionic changes of a neuron in the corresponding extracellular compartment electrodiffuses to the neighboring extracellular space. (c) Scheme of synaptic transmission in 8 steps: 1) depolarization, 2) calcium channel opening, 3) vesicle release of neurotransmitters, 4) binding to receptors of post-synaptic neuron, 5) modulation of permeability in the post-synaptic neuron, 6) neurotransmitter recapture by an enzyme, 7) storage in vesicles, 8) uptake of calcium.

Figure 3. Time course of simulation. After the initialization of the network, each stimulation pattern from the dataset is applied during 150ms, followed by
150ms of non-stimulation to let the network come back to equilibrium. Then, the synaptic weights are updated.

Figure 4. Learning in a biophysical neural tissue model. (a) Times series of membrane potentials of neurons during a simulation. (b) Time series of excitatory pyramidal neurons after convergence; different electrophysiological patterns can be observed: spike, spike train, burst. (c) Median number of epochs to converge (NEC) with median absolute deviation for different conditions: C1: biophysical network with only synaptic communication. C2: introducing variability in the synaptic network initialization. C3: adding variability to synapse initialization. C4: adding a homogeneous effect of electrodiffusion (ED). C5: introducing variability in the neural tissue (tortuosity). Confirming fast learning in cell assembly. Introduction of homogeneous ED, making the convergence slower; introducing tortuosity permits a drastic diminution of NEC.

Figure 5. Synchrony and number of epochs to converge in phenomenological models. Each orange dot represents the number of epochs to converge and the maximal value of synchrony in a generated network. In blue, mean and standard deviation for bins of 40 simulations. (a) Results for networks of neurons producing only spikes; (b) networks producing only bursts; (c) networks with non-synaptic influence from neurons to their neighbors; (d) randomly initialized network with some neurons producing only spikes and others only bursts. (e) For comparison, the realistic SNN in case C5, see Figure 3, is shown when neurons exhibit bursts, an activity that emerged from the non-synaptic interaction between neurons, which is the closest to the condition shown in (c).

Figure 6: Orientation detection and separation of two classes tasks. (a) – left - Horizontal and vertical separation task with 9 inputs. Histogram for 1000 simulations of the number of epochs to converge to separate the 2 classes with no error: red shows the condition taking into account the non-synaptic influence, and blue shows the condition with only synaptic communication. (a) – right - Histogram shows the proportion of networks in the corresponding interval of the level of synchronism. (b) – left - Pattern recognition of handwritten 0 and 1 numbers, extracted from an online UCI repository with 64 inputs. Error rate observed for 100 simulations (central line: mean, blue lines: mean and max values), depending on the number of epochs: red takes into account non-synaptic influence, while blue considers with only synaptic communication. Fewer than 10% of errors are observed.
under the dashed line. (b) – right - Histogram shows the proportion of networks in the corresponding interval of the level of synchronism.
Figure 3
CONFLICT OF INTEREST

The submitted manuscript has been read and approved by all signatories and all authors acknowledge that they have exercised due care in ensuring the integrity of the work, and declare no conflict of interests. None of the original material contained in the manuscript has been submitted for consideration nor will any of it be published elsewhere.

São João del-Rei, June 23rd, Brazil

Antônio-Carlos Guimarães de Almeida (signed in the name of all authors)
Laboratory of Computational and Experimental Neuroscience
Biosystems Engineering Department
The submitted manuscript has been read and approved by all signatories and all authors acknowledge that they have exercised due care in ensuring the integrity of the work, and declare no conflict of interests. None of the original material contained in the manuscript has been submitted for consideration nor will any of it be published elsewhere.

São João del-Rei, june 23rd, Brazil

Antônio-Carlos Guimarães de Almeida (signed in the name of all authors)
Laboratory of Computational and Experimental Neuroscience
Biosystems Engineering Department