Demonstrating COLIBRI VR, an Open-Source Toolkit to Render Real-World Scenes in Virtual Reality
Grégoire Dupont de Dinechin, Alexis Paljic

To cite this version:
Grégoire Dupont de Dinechin, Alexis Paljic. Demonstrating COLIBRI VR, an Open-Source Toolkit to Render Real-World Scenes in Virtual Reality. 2020 IEEE Conference on Virtual Reality and 3D User Interfaces (VR), Mar 2020, Atlanta, Georgia, United States. hal-02492733

HAL Id: hal-02492733
https://hal.archives-ouvertes.fr/hal-02492733
Submitted on 27 Feb 2020

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers. L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.
ABSTRACT
This demonstration showcases an open-source toolkit we developed in the Unity game engine to enable authors to render real-world photographs in virtual reality (VR) with motion parallax and view-dependent highlights. First, we illustrate the toolset’s capabilities by using it to display interactive, photorealistic renderings of a museum’s mineral collection. Then, we invite audience members to be rendered in VR using our toolkit, thus providing a live, behind-the-scenes look at the process.


1 INTRODUCTION
1.1 Motivations
Many immersive experiences rely on virtual environments and assets created from sets of real-world photographs. Indeed, images and videos are a convenient way of capturing the real world’s scenery for VR, e.g. to create immersive virtual visits, high-fidelity training environments, and vivid entertainment experiences. These image-based VR experiences are made even more compelling when the photography-based environments and assets provide motion parallax - i.e. the sensation that, when moving one’s head, closer objects move faster than objects further away - and render specular highlights - i.e. convincingly expose bright reflections on specular surfaces by adapting objects’ colors based on the viewpoint from which they are seen (see Fig. 1). Multiple recent works have thus demonstrated how to achieve motion parallax and view-dependent effects for image-based VR scenes rendered from both 360° [3,6] and perspective [2,4] image datasets, by estimating underlying geometry and applying different image-based rendering techniques.

However, despite this interest for creating virtual reality content from photography-based assets and environments, there seem to be very few integrated, open-source interfaces dedicated to providing easy access to image-based modeling and rendering tools. Indeed, although 3D reconstruction is now commonly used by VR content creators, e.g. using consumer photogrammetry toolkits, the reconstruction workflow is generally unadapted to rapid prototyping by small research teams, as it is often costly and complex. As for view-dependent rendering, its study and use seems to be mostly confined to an expert segment of the graphics community, and it is only rarely examined in the context of VR user experience research: instead of dynamically updating the reconstructed scene’s color from the closest images to render specular highlights, color data is commonly averaged into static texture maps during reconstruction, which is likely to result in lower-fidelity output views at render time.

1.2 Our approach
To help tackle this issue, we developed the Core Open Lab on Image-Based Rendering Innovation for Virtual Reality (COLIBRI VR), an open-source, integrated resource that provides image-based rendering methods adapted for VR, based on which to discuss, prototype, and lead research related to user experience in photography-based virtual environments. Because the toolset and codebase are openly-available, authors wanting to learn more about how to implement image-based modeling and rendering algorithms now have concrete examples to work with, that they can try out on their data and eventually improve. This also means that results obtained using the toolkit can more easily be compared with and replicated by other research teams. Furthermore, because COLIBRI VR is integrated as an interface within the Unity game engine, it can be used as a natural addition to VR content creators’ usual development pipeline, to develop interactive experiences that combine synthetic virtual objects and photography-based assets. By linking the toolset to open-source software for 3D reconstruction and mesh simplification such as COLMAP [5] and Blender, we also provide an easy way for authors to estimate geometry from sets of images from within Unity.

In terms of architecture, COLIBRI VR essentially consists of C# scripts and a series of ShaderLab (Cg/HLSL) vertex/fragment and compute shaders. The first define an overarching framework for the different processing methods and provide the toolkit with a graphical user interface. With the second, we implement modeling and rendering operations, such as mesh generation from depth maps and view-dependent blending: we thus provide implementations of several core image-based rendering algorithms, such as Unstructured Lumigraph Rendering [1]. Because we target interactive virtual reality, one of the challenges during development was to adapt and optimize these algorithms so as to maintain high framerates, in order not to cause discomfort. For the same reason, we had to regularly check that the implemented shaders and scripts effectively enable immersed users to act on the image-based assets in a variety of ways, e.g. grab them, change them to be larger or smaller, or make them interact with synthetic 3D objects, as we expect such interactions to be useful in many typical image-based VR use cases.

Figure 1: Close-ups of an amethyst rendered using COLIBRI VR. Because we use a view-dependent rendering method, specular highlights appear on the mineral’s facets as the viewpoint changes.
The second segment of our demonstration aims to illustrate a custom view-dependent rendering effect enabled by the toolkit, by which a virtualized model of a person will seem to always be looking towards the user in VR (see Fig. 3). This effect is inspired by the Welcome to Light Fields [4] demonstration, and is obtained by taking multiple pictures of a participant from different angles, in which the participant stays still but keeps looking towards the camera as it moves to different viewpoints. Using the graphical user interface, we call COLMAP to reconstruct a 3D model from these photographs, and use COLIBRI VR’s implementation of view-dependent rendering methods to render the model. By dynamically selecting the images most relevant for the current viewpoint before blending them to create the output view, we thus select images taken from a viewpoint close to the user’s current one, which are therefore images in which the person seems to be looking towards the user. In this way, the rendered person’s gaze will therefore seem to follow the immersed users as they move around the virtual space.

This segment is an opportunity to answer the audience’s questions and present COLIBRI VR’s processing and rendering interface in more detail. Because the reconstruction operations are not real-time, we use one computer to render the museum demonstration for the audience, and another to process the photographs and prepare them for rendering. Once the data is ready, we then show the rendered participant in VR inside the head-mounted display, before starting the demonstration anew with a different group of audience members.
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