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Abstract

Set-aside (fallow) policies providing agronomic and ecological benefits have been mainstream prac-

tices in European agriculture. Because they can lead to intensification on cultivated land, they may

however have mixed environmental effects. To evaluate the indirect impact of a set-aside policy on the

environment through crop intensification, we consider two elasticity-based indicators with respect to

set-aside subsidy: chemical input demand and intensity of input use. We estimate a structural, multi-

output model on a panel of French farmers from 2006 to 2010, accounting for multivariate selection

(corner solutions) on crops and land use. We use a parametric and a semi-nonparametric version of a

quasi-maximum likelihood (QML) estimator and compare their performances in terms of goodness of

fit and parameter efficiency. Results show that a set-aside subsidy can provide farmers with incentives

to intensify their production, leading to potential adverse environmental effects that can however be

offset by a complementary tax policy instrument.
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1 Introduction

Set-aside (fallow) schemes involve farmers being paid to take land out of production, and are used1

widely in the EU and USA as an agricultural policy tool. In many cases, the initial aim of this measure2

was to reduce excess supply of cereals while lowering the level of public agricultural stocks. It was later3

complemented by tools to promote the development of non-food crops and maintain good environmen-4

tal status. In the United States, the Conservation Reserve Program (CRP) was introduced in 1985 as5

a voluntary set-aside program designed to control crop overproduction, reduce soil erosion, improve6

water quality, and provide wildlife habitat taking vulnerable agricultural land out of production. In the7

European Union (EU), compulsory set-aside was one of the most important measures introduced at the8

time of the 1992 Common Agricultural Policy (CAP) reform. In 2008, the policy package associated9

with the CAP Health Check abolished set-aside for arable crops, and farmers could continue to set land10

aside on a voluntary basis while adopting agri-environmental schemes with cross-compliance.11

In December 2013, the EU enacted the CAP for the period 2014-2020 where, in addition to the Basic12

Payment Scheme, each farmer now receives a Green Direct Payment per hectare for respecting specific13

greening agricultural practices to reduce biodiversity loss and greenhouse gas emissions (European14

Commission, 2013). Member States are requested to use 30 percent of their national budget in order to15

contribute to this program. The three greening measures are the following: (i) maintaining permanent16

grassland; (ii) crop diversification, and (iii) maintaining an Ecological Focus Area (EFA) of at least 517

percent of the arable area of the holding for farms with an area larger than 15 hectares (excluding18

permanent grassland) - i.e. field margins, hedges, trees, fallow land, landscape features, biotopes,19

buffer strips, afforested area. This "greening" of the CAP was described as a move back to compulsory20

set-aside1. Indeed, set-aside originally introduced for supply control purposes could have important21

environmental benefits especially where land was left fallow (Matthews, 2013). However, the literature22

review by Hauck et al. (2014) shows that the CAP greening measures could have mixed effects on23

ecosystems services, as they can lead to intensification on cultivated land. The objective of this paper is24

to shed some light on the impacts of the set-aside policy on the environment, namely on intensification25

on the cultivated crop area.26

By modifying the opportunity cost of farm land, the set-aside policy is expected to modify farmers’27

production decisions in terms of crop choice and input use. However, the impact of set-aside policies28

on input use and intensification remains unclear: on the one hand, removing a proportion of land from29

production might reduce input use and increase extensification (Love and Foster, 1990; Fraser and30

Stevens, 2008). On the other hand, set-aside might have adverse effects on water and soil quality if31

input use (fertilizer, pesticide) increases in order to balance the reduction in cultivated land. See Love32

and Foster (1990); Choi and Helmberger (1993); Rygnestad and Fraser (1996); Ball et al. (1997);33
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Wu (2000); Fraser and Waschik (2005); Vannini et al. (2008) for more details on slippage effects. In34

the case of CRP, early analysis found that contracts were targeted to reduce production, rather than35

achieving environmental benefits (Reichelderfer and Boggess, 1988). Hendricks et al. (2018) show36

that the government has adjusted CRP acreage over time in response to changes in market conditions37

but not to environmental impacts. In the case of the new EFA policy implemented in the EU and aimed38

at preserving biodiversity, the intensity of the impact depends on the type of EFA (fallow, grassland),39

the specific environmental issue considered (water pollution, soil pollution, biodiversity loss) and site-40

specific environmental conditions.41

Intensification of agrochemical input on crop land is one of the unintended impacts of set-aside42

policy, as is the slippage effect that was observed in the CRP in the United States (Wu, 2000). These43

two impacts can be explained by the increased output prices associated with reduced production on set-44

aside land. In particular, input decisions may be modified following a change in the set-aside subsidy45

rate, if a) it is more profitable to adapt the structure (distribution) of land to crops (some being more46

intensive in chemical inputs than others) ; and/or b) even with a distribution of crops unchanged, it47

pays to intensify production on a narrower proportion of land (by, e.g., raising the application rates of48

fertilizer and pesticide by the same proportion on all crops). These two changes can be measured by a49

combination of elasticities: agrochemical input demand and intensity of agrochemical input use, both50

with respect to the set-aside subsidy rate.51

We examine in this paper the impacts of set-aside policy on the environment, namely intensification52

of chemical inputs (fertilizer and pesticide) on cultivated crop area. To capture these effects, we need53

to account for changes in the distribution of crops, because fertilizer and pesticide requirements are54

often heterogeneous across crops, as are their potential environmental impacts. This means that using55

individual farm data and for each crop is preferable in terms of policy impact evaluation. However, this56

type of data raises corner solution issues that are critical in empirical work at the individual farm level.57

Although estimation of production technology has experienced major advances, there remain some58

econometric issues. One problem that is relevant specifically to agricultural land use allocation in59

empirical studies is corner solutions. Corner solutions arise when it is optimal for the farmer not to60

grow a crop (or combination of crops). Using aggregate data on land allocation, for example at the61

regional level, we observe positive values for all (region-specific) crops, but this does not imply that62

all farmers grow all crops. When using individual farm-level data, we need to account for the fact63

that some farmers may choose not to grow some crops, thus possibly causing selection bias in the64

parameter estimates. For this reason, models that analyze the effects of agricultural policies should65

adopt an explicit methodology that accommodates and explains the existence of corner solutions in the66

context of micro-level farm data.67

We apply a dedicated estimation procedure to estimate acreage and agricultural practice responses68
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to the set-aside policy, for a sample of farmers from the département of Meuse (eastern France), ob-69

served from 2006 to 2010. We estimate a multi-output profit function based on a panel of indi-70

vidual farmers, controlling for multiple selection using both a parametric and a semi-nonparametric71

quasi-maximum likelihood (QML) estimator. The purpose of this econometric strategy is to check72

for the robustness and consistency of the parametric estimator by comparing it with a more robust,73

heteroskedasticity-consistent semi-nonparametric counterpart. Parameters estimated from a structural74

multicrop system of equations allow us to estimate the change in pesticide and fertilizer demand cor-75

responding to a set-aside policy. We propose two indicators to measure these impacts: chemical inputs76

(pesticide and fertilizer) demand and intensity elasticities with respect to the set-aside subsidy rate.77

Related literature Most of the literature on multi-crop estimations relies on aggregate data or does78

not deal explicitly with corner solutions that occur in land-use decisions. Guyomard et al. (1996)79

estimate a quadratic profit function with several crop groups and inputs using French aggregate data80

but do not discuss the issue of corner solutions in production. Moro and Sckokai (1999) employ a81

normalized quadratic multi-output profit function to Italian FADN (Farm Accounting Data Network)82

data but do not exploit the panel data structure of their (individual) data set. Moreover, although they83

recognize the presence of possible sample selection when dealing with multiple crop groups, they do84

not control for these sample selection effects explicitly or consistently.85

The most common technique used to estimate a structural model subject to censored observations86

is Tobit estimation. This was proposed in the econometric literature by Tobin (1958) and has been87

widely utilized in the empirical literature on demand estimations. Although the Tobit model is useful,88

it is an ad hoc modification of the regression model, allowing it to be used in cases where there are89

observations "piled up" at some limiting value (usually zero), and it has no convincing behavioral theory90

foundation (Pudney, 1989). The standard solution to the problem of a censored dependent variable is91

to estimate a Tobit model using maximum likelihood (ML) or the (Heckman, 1978) two-step method.92

The pioneering works of Wales and Woodland (1983) and Lee and Pitt (1986) offer an economic93

interpretation of the corner solutions and a direct and appropriate method for specifying the economet-94

ric model. They explain that the set of producer choices can be analyzed employing the Kuhn-Tucker95

conditions associated with the cost minimization program under the usual technical constraints and96

non-negativity constraints on input demand. The implied fully structural approach in Lee and Pitt97

(1987) and Lee and Pitt (1986) to estimate demand and take account of corner solutions, are nonlin-98

ear simultaneous zero-censored equations models. When the number of equations is large, the subset of99

decision outcomes in the system likely to occur at kink points increases, requiring multiple integrations100

for ML estimation.101

In response to the issue of dimensionality when estimating demand systems with binding non-102
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negativity constraints, many strategies are adopted in the literature. Alternative estimation methods103

to the ML procedure include the maximum entropy estimator (Arndt, 1999; Golan et al., 2001), the104

two-step Tobit system (Perali and Chavas, 2000), generalized method of moments (GMM) techniques105

(Meyerhoefer et al., 2005). Yen et al. (2003) propose a QML approach which they claim is more effi-106

cient for small to medium-sized samples. Comparison with other estimation methods shows that the107

QML and SML (simulated maximum likelihood) procedures produce remarkably similar demand pa-108

rameter and elasticity estimates whereas the results of Shonkwiler and Yen (1999)’s two-step estimator109

differ widely. Yen and Lin (2006) propose a sample-selection alternative with more flexible parameter-110

ization (than the Tobit system), using Shonkwiler and Yen (1999) two-step estimator. This approach is111

used by Lacroix and Thomas (2011) in the multiple selection case. However, the sample selection sys-112

tem presents more prominent computational burdens than the Tobit system since the sample likelihood113

function contains probability integrals with dimensions as large as the number of selection equations114

for all sample observations.115

Simulation-based estimation methods have been suggested to overcome this problem of high di-116

mensional numerical integration in multivariate limited dependent variables systems. These methods117

include method of simulated moments, method of simulated maximum likelihood, and method of sim-118

ulated scores. The simulated ML approach is applied by Kao et al. (2001) and Chakir and Thomas119

(2003). Another way to overcome the computational issue is to use Bayesian methods. Millimet and120

Tchernis (2008) use the Gibbs sampling technique with the data augmentation algorithm to solve both121

the dimensionality and coherency problems2 while Platoni et al. (2012b) employ the two-step approach122

proposed by Shonkwiler and Yen (1999) to take account of both censoring and unbalanced panel data123

structure. Platoni et al. (2012a) account also for the heteroskedastic structure of the error terms in the124

(second-step) estimation of the expectation-conditional maximization (ECM) model.125

Paper contributions The present paper makes two methodological contributions to the literature.126

The first contribution concerns the econometric strategy for dealing with multiple selection in a micro-127

panel sample of farms. Our contribution in this regard is to propose a new consistent and flexible128

estimator for output and input decisions from individual farm data. So, we go beyond the procedure129

proposed by Lacroix and Thomas (2011), which is consistent only if the selection equations are un-130

correlated. To allow for correlation between all the structural equations in the case of a multivariate131

Tobit model, we consider a QML approach, based on the joint probability of equation pairs. Yen et al.132

(2003) and Fezzi and Bateman (2011) use a parametric version of the QML estimator. In our paper,133

we propose a semi nonparametric version of the QML estimator applied to a multivariate selection134

model. This allows us to relax distributional and homoskedasticity assumptions, while also avoiding135

multiple integration. Our estimator is based on easy-to-compute distribution terms with semi nonpara-136
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metric techniques (splines). To the best of our knowledge, such robust semi nonparametric methods137

to obtain output supply and input demand estimates from farm-level data have not yet been used in138

the literature. Because crops are different in terms of input requirements and environmental impacts,139

accounting for such heterogeneity at the farm level is likely to produce more precise estimates of farm140

input demands. This will allow us to more precisely estimate the environmental impacts of the set-aside141

policy in terms of agrochemical input intensification. The second contribution of our paper concerns142

the ex ante environmental assessment of a land set-aside policy when input taxes may be considered,143

as a policy instrument complementary to a subsidy policy on land set-aside. The first feature of this144

contribution consists in evaluating the indirect impact of a set-aside policy on crop intensification us-145

ing two indicators: chemical input demand elasticities and a new indicator namely the input demand146

intensity elasticities both with respect to the set-aside subsidy rate. Such complementary indicator is147

better suited, in our opinion, to agricultural settings where input use per unit of land is more relevant148

than total input demand. The second feature of this contribution is to simulate the impacts, in terms149

of fertilizer and pesticide demand variation, of a policy aimed at increasing the ecological set-aside150

area by 5 percent, and to compute the level of the input tax that will be necessary to cope with their151

increased demand.152

The paper is organized as follows. Section 2 presents a production model based on a multi-153

crop framework, and econometric methods to deal with corner solutions. Parametric and semi non-154

parametric estimators are discussed in the context of panel data. Section 3 provides both the policy155

context and the data description. Estimation results are presented in section 4. We evaluate in the same156

section the potential impacts of a set-aside policy in terms of chemical input use and intensification. We157

also simulate the impact of a policy consisting of a 5 percent set-aside rate as an agricultural greening158

measure, and calculate the input-tax on fertilizer and pesticide which would be necessary to cope with159

increased demand for these inputs. Section 5 concludes the paper.160

2 The model and estimation issues161

2.1 The model162

Consider a farmer using K variable inputs x and a fixed but allocatable factor (land) to produce C163

different crops, where c is the crop index, c = 1, ...,C, pc is the price of crop c; yc is output level of164

crop c, wk is the price of input k; lc is the land allocated to crop c and L is the total available land165

(∑
C
c=1 lc = L). To simplify notation, we consider set-aside as a particular land use. Therefore, it is also166

indexed by c, although it is not a crop, technically speaking.167

Maximizing profit over land and input choices, given the predetermined system of prices, subsidies,168

and total available land, will produce a unique set of solutions provided regularity conditions are169
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satisfied for the profit function.170

Following Guyomard et al. (1996), the multicrop profit function for a joint input technology given171

the fixed factor allocation (land) may be written as:172

Π(p,w,τ,L) = maxy,x,l

{
C

∑
c=1

pcyc−
K

∑
k=1

wkxk +
C

∑
c=1

τclc;
C

∑
c=1

lc = L ; y≤ F(x,L)

}
, (1)

where y ≤ F(x,L) represents the technological feasibility set. τc is the area-based (per hectare)173

subsidy rate for crop c.174

Under partial decoupling of public payments to agriculture, the equation above has to be modified,175

to accommodate the situation where only part of area-based payments is crop-specific. Let φ , φ ∈ [0,1],176

denote the proportion of area-based subsidies that is decoupled form production, so that 100(1− φ)177

percent are still "coupled" and depend on the area allocated to production for each crop c.178

Note that there is a distinction to be made between farm land that is set aside voluntarily to ob-179

tain an eligible payment, and farm land that is not cultivated because of other factors. Such factors180

include natural events such droughts, severe ground and surface water shortages, and possibly labor181

shortages that could hamper crop planting. In our setting, as long as land set-aside is subject to a sub-182

sidy payment, we assume that all arable land is either cultivated or subject to a set-aside, area-based183

payment.184

Farmer’s profit therefore reads185

Π(p,w,τ,L) = maxy,x,l{
C

∑
c=1

pcyc−
K

∑
k=1

wkxk +(1−φ)∗
C

∑
c=1

τclc +FP;
C

∑
c=1

lc = L ; y≤ F(x,L)}, (2)

where FP denotes a Fixed Payment (on farm, not coupled with production nor land use).186

Following Lacroix and Thomas (2011), the normalized quadratic profit function is written as:187

Π = α0 +
C

∑
c=1

αc pc +
K−1

∑
k=1

βkwk +
C

∑
c=1

γcτc +
1
2

C

∑
c=1

C

∑
c′=1

αcc′ pc pc′ +
1
2

K−1

∑
k=1

K−1

∑
k′=1

βkk′wkwk′ +
1
2

C−1

∑
c=1

C

∑
c′=1

γcc′τcτc′

+
K−1

∑
k=1

C

∑
c=1

δ
pw
ck pcwk +

C

∑
c′=1

C

∑
c=1

δ
pτ

cc′ pc′τc +
K−1

∑
k=1

C

∑
c=1

δ
wτ
ck wkτc +

C

∑
c=1

λ
pL
c pcL+

C

∑
c=1

λ
τL
c τcL+

K−1

∑
k=1

λ
wL
k wkL,

(3)

where Π = Π

wK
, pc =

pc
wK

,wk =
wk
wK

,τc =
τc
wK

indicate respectively normalised profit, normalised output188

price and normalised subsidy rate, and input price wK is chosen as numeraire.189

Differentiating the profit in (3) with respect to output prices pc yields the output level of crop c190

(Hotelling Lemma):191

yc =
∂Π

∂ pc
= αc +

C

∑
c′=1

αcc′ pc′ +
K−1

∑
k=1

δ
pw
ck wk +

C

∑
c′=1

δ
pτ

cc′ τc +λ
pL
c L, ∀ c = 1, ...,C. (4)
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Differentiating the profit in (3) with respect to input prices wk yields the variable input demand192

equation (Hotelling Lemma):193

−xk =
∂Π

∂wk
= βk +

K−1

∑
k′=1

βkk′wk′ +
C

∑
c=1

δ
pw
ck pc +

C

∑
c=1

δ
wτ

cc′ τc +λ
wL
k L, ∀ k = 1, ...,K−1. (5)

Following Lacroix and Thomas (2011), differentiating profit in (3) with respect to subsidy rates τc194

yields the land allocation equation:195

(1−φ)∗ lc =
∂Π

∂τc
= γc +

C

∑
c′=1

γcc′ pc′ +
K−1

∑
k=1

δ
wτ
ck wk +

C

∑
c′=1

δ
pτ

cc′ τc +λ
τL
c L, ∀ c = 1, ...,C. (6)

Profit function properties imply that the profit function is (i) non-decreasing in output prices p,196

non-increasing in input prices w, (ii) homogeneous of degree 1 in prices (p,w), (iii) convex in prices197

(p,w), and (iv) continuous in prices (p,w). These properties imply some conditions to impose on198

the parameters. With the normalized form of the profit, the condition of linear homogeneity is auto-199

matically satisfied. The convexity conditions imply that the Hessian matrix is symmetric and positive200

semi-definite. Imposing the convexity restrictions, is equivalent to impose positive semi-definiteness on201

the matrix of parameters.3202

Another regularity condition is the land adding-up condition ∑
C
c=1 lc = L, which implies the following203

conditions on the parameters:204

C

∑
c=1

γcc′ =
C

∑
c=1

δ
wτ
ck =

C

∑
c=1

δ
pτ

cc′ =
C

∑
c=1

γc = 0; ∀k,∀c, (7)

C

∑
c=1

λ
τL
c = 1−φ . (8)

The model to be estimated consists of the system of equations (3-4-5-6) after imposing convexity205

restrictions and land adding-up conditions 7-8. We let s j(θ) denote the j-th structural equation in206

the system, depending on exogenous covariates and a vector of parameters θ , where the number of207

equations depends on the number of inputs, outputs and land use. In order to obtain precise results208

for policy analysis, we propose in this paper the estimation of this system of equations while explicitly209

dealing with corner solutions and the panel structure of our data. Contrary to other applications210

of land-use models in agriculture (Fezzi and Bateman, 2011), the system of output, input and land211

equations depends only on observed prices and subsidies, and on total crop land. Other applications of212

land-use models consider input and output equations as an explicit function of land shares for crops.213

We do not follow this approach here, as the demand for crop land is part of our structural system,214

which contains only exogenous covariates (more precisely, from the farmer’s point of view, assuming215

total crop land is fixed).216
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Imposing regularity conditions, as discussed above, is not the only issue when estimating a system217

of equations derived from profit maximisation with farm-level data. Another concern is the existence of218

corner solutions, that is, zero land area and output level for some crops, and possibly zero expenditures219

on some inputs. As farmers rarely consider the same cropping system for every agricultural season be-220

cause of agronomic and pest-management considerations, all possible crops are not planted every year221

by a particular farmer, implying that land and production variables are equal to 0 in this case. It is222

beyond the scope of this paper to provide a structural representation of cropping rotations through a223

dynamic model, see, e.g., Thomas (2003); Hennessy (2006) and Lacroix and Thomas (2011). Never-224

theless, we provide below an original solution to this problem by considering a multivariate selection225

problem and relaxing some assumptions underlying the usual multivariate Tobit model.226

2.2 Corner solutions227

Estimating models with multivariate selection often implies a trade-off between computer-intensive228

numerical procedures and strong distributional assumptions to achieve parameter consistency and ef-229

ficiency. For example, Yen et al. (2003) discuss solutions based upon the Lee and Pitt (1986) approach,230

which requires normality and homoskedasticity of structural error terms.231

Our strategy is based on a multivariate version of the Tobit model for censored equations and,232

contrary to Lacroix and Thomas (2011), we consider that prices and subsidies jointly determine the233

probability of a crop and its associated output level and land use (as would be the case in the original234

Tobit model). A drawback with the procedure described in Lacroix and Thomas (2011) is that their es-235

timator is consistent only if selection equations are uncorrelated, conditional on a the set of covariates.236

Although this condition can be tested in practice, this may limit the scope of the method. Furthermore,237

the correlation pattern between structural and selection equation is also restricted to a linear form,238

which may depend however on the period, as in Wooldridge (1995). In order to allow for correlation239

between all structural equations in the case of a multivariate Tobit model, a possibility is to consider240

the Quasi-Maximum Likelihood (QML) approach, based on the joint probability of pairs of equations.4241

This is a simple alternative to multiple integration, which consists in exploring potential correlation242

between all pairs of structural equations.243

Let si j(θ) denote observation i of the j-th structural equation, evaluated at parameter vector θ . The244

residual of equation j is denoted hi j(θ) = Zi j− si j(θ), where Zi j is the dependent variable in equation245

j.246

The bivariate likelihood for observation i is given by247

Li =
N−1

∏
j=2

j−1

∏
k=1

Li jk, (9)
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where N is the total number of observations, and248

Li jk =
{

F2(hi j,hik)
}1(Zi j=0,Zik=0)×

{
f2(hi j,hik)

}1(Zi j>0,Zik>0) (10)

×
{

F(hik|hi j)× f (hi j)
}1(Zi j>0,Zik=0)×

{
F(hi j|hik)× f (hik)

}1(Zi j=0,Zik>0)
.

Denote h∗i j(θ) = [Zi j− si j(θ)]/σ j the standardized residual of equation j, where Zi j is the dependent249

variable and σ j the standard deviation of the residual in equation j. F is the cumulative distribution250

function and f is the density function of h∗i j(θ).251

Under the normality assumption, the individual contribution to the likelihood becomes252

Li jk =
{

Ψ(h∗i j,h
∗
ik,ρ jk)

}1(Zi j=0,Zik=0)×
{

ψ(h∗i j,h
∗
ik,ρ jk)/(σ jσk)

}1(Zi j>0,Zik>0) (11)

×

φ(h∗i j)

σ j
Φ

h∗ik−ρ jkh∗i j√
1−ρ2

jk


1(Zi j>0,Zik=0)

×

φ(h∗ik)
σk

Φ

h∗i j−ρ jkh∗ik√
1−ρ2

jk


1(Zi j=0,Zik>0)

,

where Ψ(., ., .) and φ(., ., .) are the bivariate cumulative density and density functions respectively; φ(.)253

and Φ(.) respectively denote the univariate density and cumulative density functions of the standard254

Normal distribution. Maximizing (9) with respect to θ and the variance-covariance matrix yields con-255

sistent Quasi-Maximum Likelihood (QML) estimates.256

2.3 The semi nonparametric estimator257

As discussed by Perali and Chavas (2000), the parametric QML estimator of the multivariate Tobit258

above (Yen et al., 2003) is not robust to deviations from normality and homoskedasticity assumptions.259

A straightforward way to check for consistency is to compare estimates with a more flexible estimation260

method.5 A natural way to do this is to replace standard Normal density and cumulative density261

functions in the parametric QML of Yen et al. (2003) by their nonparametric counterparts or by semi262

non parametric approximations. The distribution of equation residuals is then left unrestricted and263

structural parameters θ can be estimated jointly with nonparametric or semi nonparametric estimation264

of the univariate and bivariate distributions. This may however imply computer-intensive numerical265

methods if the sample size is large.266

Inspecting the form of the QML estimator (11), we see that four functions need to be estimated: a)267

the bivariate cumulative density function, F2(hi j,hik); b) the bivariate density function, f2(hi j,hik); c)268

the univariate conditional cumulative density function, F(hi j|hik); d) the univariate density function,269

f (hik).270

We consider here the semi nonparametric estimator as a consistent benchmark for the parametric271

QML estimator, and not the nonparametric version, because the latter is highly computer-intensive and272
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has a lower convergence rate, requiring significantly larger samples. One possible approach for semi273

nonparametric models with selection is to follow Gallant and Nychka (1987) and replace unknown joint274

distributions by a series approximation. As discussed in Schwiebert (2013), in some series expansion-275

based approximation of multi-dimensional density function (as in Gallant and Nychka (1987)), the276

number of terms grows with the sample size. An alternative is to set a fixed number of series terms,277

with the advantage that the estimator asymptotic distribution is known (follows from the parametric278

ML framework). Conditions for consistency and asymptotic normality of sieve ML estimation have279

been provided by Chen et al. (2006) and Chen (2007). The bivariate density function can be computed280

from the derivative of an approximation to the bivariate cumulative distribution function, obtained281

from a tensor-product spline, such tensor-product spline approximations being easy to compute from a282

B-spline representation.283

In our multivariate framework, semi nonparametric estimation consists of replacing the nonpara-284

metric estimation of the density and cumulative density functions of the model’s error terms by para-285

metric approximations to their empirical counterparts. The principle of sieve estimation is to replace286

the infinite-dimensional space associated with the non-parametric functions by a flexible parametric287

one. Consistency and asymptotic normality of the sieve spline-based estimator are discussed in Chen288

(2007). Technical details are presented in the appendix.289

An interesting aspect of B-splines is that they can be constructed under some shape and smoothness290

restrictions that are easy to impose, as well as their derivatives of any order, which provide us with a291

natural procedure for estimating probability and cumulative density functions:292

• Compute the empirical cdfs in the univariate and bivariate cases, for each selection regime;293

• Approximate the univariate and bivariate cdfs for every selection regime by B-splines, imposing294

smoothness and non-decreasing approximations over the [0,1] interval;295

• Compute the derivative of the spline approximation to obtain the pdf;296

• Combine joint and marginal distributions to obtain the conditional cdfs for each selection regime.297

2.4 Panel data298

The above model can be adapted to panel data with the total number of observations N =∑
n
i=1 Ti, where299

n is the number of individuals (cross-sectional units), and Ti denotes observations for cross sectional300

unit i. In other words, unbalanced panels can be accommodated for, when Ti is different across cross301

sections.302

To control for unobserved individual heterogeneity, possibly correlated with explanatory variables,

we may consider a fixed-effect approach to the production model. However, as the above model is non

linear, within-type estimators would not be consistent with a fixed number of time periods. We choose
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to control for such unobserved heterogeneity by implementing the Mundlak method (see Wooldridge

(1995)). Assume

hi jt(θ) = Zi jt − si jt(θ)−ηi j, i = 1,2, . . . ,N,

where ηi j is the individual effect in equation j, possibly correlated with explanatory variables in si jt(θ).

Consider first the balanced panel data case, with Ti = T, ∀i. We further assume

ηi j = Xi j1γ j1 + · · ·+Xi jT γ jT + vi j,

where Xi jt is the K-vector of explanatory variables in structural equation si j(θ), such that E(vi j|Xi jt) = 0.303

Under this conditional moment condition, ηi j can be replaced in the structural equation by its projec-304

tion on explanatory variables. The Mundlak approach corresponds to the special case of Chamberlain305

(1982) with γ j1 = · · · = γ jT = γ̄ j/T, ∀ j, and is preferred in practice if the number of explanatory vari-306

ables is large, because it inflates by K×T the number of parameters. Such conditioning is typically307

designed for discrete-choice models (Probit, Logit) and is naturally adapted to the Tobit framework.308

Because unobserved heterogeneity in structural and selection equations are likely to be correlated with309

explanatory variables, we do not consider random-effects estimation but only fixed-effects estimation,310

to control such possible source of bias in parameter estimates.311

The Mundlak approach for fixed effects is easily adapted to the unbalanced panel-data case, with

ηi j =

(
1
Ti

Ti

∑
t=1

Xi jt

)
γ j + vi j,

where Ti is the individual-specific number of periods. With large N, we can consistently estimate312

parameters γ j even when the panel data set is severely unbalanced.313

3 Policy context and data314

The study is conducted on a sample of French farmers from the département of Meuse. The data were315

provided by the Centre d’Economie Rurale de La Meuse, an agricultural extension service which provides316

farmers with assistance for accounts auditing. Our sample is an unbalanced panel observed between317

2006 and 2010, with a total of 2014 observations.318

3.1 CAP and set aside policy context319

An interesting feature of our data and the period considered is that, during that period, France operated320

a decoupling scheme with a hybrid status. Following the European CAP reform in 2003 (Luxembourg321

Agreement, see Britz et al. (2006)) decoupling was introduced with environmental cross-compliance322
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among other measures, aimed at making farmers’ production decisions more market-oriented (Moro323

and Sckokai, 2013). Member States retained some flexibility in the choice between partial and full de-324

coupling. For example, Spain, France and Portugal opted to maintain the maximum permitted amount325

of coupled payments (25%), in both the livestock and arable crop sectors. In the case of France, the326

2008 CAP health check provided for an "à la carte" selection of the tools, allowing voluntary implemen-327

tation to start by 2010 and end by 2012 at the latest (Boulanger, 2010). In terms of model notation of328

subsection 2.1, the proportion of area-based subsidies that is decoupled from production, φ , is equal to329

0.75.330

Compulsory set-aside was one of the most important measures introduced in the European Union331

(EU) at the time of the 1992 reform of the Common Agricultural Policy (CAP), which introduced a new332

support system for producers of cereals, oilseed and protein crops. Farmers with production greater333

than 92 tons were eligible for set-aside payment. In order to alleviate farmers’ revenue decrease due334

to the compulsory set-aside, farmers were allowed to cultivate energy crops (diester from rapeseed in335

our data) on set-aside land without losing the subsidy (Rozakis and Sourie, 2005). Among the many336

changes to set-aside rules during the period 1993-2007, the major ones concerned the adjustments337

of the rate of compulsory set-aside, the introduction of voluntary set-aside against payment, and the338

possibility of a fixed instead of a rotational set-aside, which was the only form available at the outset. In339

2008, the policy package associated with the Health Check of the CAP abolished both the energy crop340

scheme and the compulsory set-aside scheme. However, farmers could continue to set land aside on341

a voluntary basis, while adopting agri-environmental schemes with cross-compliance. The eligibility342

requirement for payment is in that case that at least 5 percent of land are under ecological focus343

area. Moreover, eligibility conditions remained the same regarding crop area: farms are eligible for344

area-based payment only if their arable area for cereals, oilseed and protein crops is greater than345

0.3 hectares, under European directive CE/1973/2004 (October 29, 2004). In terms of maximum346

voluntary set aside area that is eligible for CAP payment, the ceiling rate since 2008 is 1/9th for arable347

crops. It can be extended to 25 percent for arable crops (cereals, oilseed and protein crops) for energy,348

chemical use or animal feed. In practice, for rapeseed production, farmers were eligible for area-based349

payment under CAP after the 1992 reform, while voluntary set-aside over and above the compulsory350

rate was allowed. After 2008, rapeseed for diester production was also possible on set-aside areas, with351

the same subsidy rate as for non-set aside area, i.e., a different subsidy rate from the “agronomic” set-352

aside rate. In this case, farmers have to show evidence of a farming contract with energy or industrial353

buyers.354
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3.2 Sample description355

The average total farm area is 197.9 ha, of which 28.1 ha of arable land (standard deviation of 18.02356

ha) and 74.9 for permanent grazing and temporary land for pasture. Average production cost is357

263,777.82 Euros / year and total profit per farm is 56,783.74 Euros per year, about 285.18 Euros358

per ha (standard deviation of 598.82). These statistics of dispersion indicate that farm diversity is359

limited, as far as size and economic performance are concerned. In terms of spatial location, farms360

are widespread over the whole département Meuse, as can be seen from Figure 1, which represents the361

spatial distribution of sample farms in the cantons (an administrative unit, between the commune and362

the département). The total area covered by the sample is relatively limited (about 6200 squared kilo-363

meters, about 2400 sq. miles), so that differences in climate and soil characteristics are fairly limited as364

well. Moreover, as fixed effects procedures are employed in the estimation, farm-specific or site-specific365

non time-varying characteristics will be filtered out from the model.366

367

[INSERT FIGURE 1 ABOUT HERE]368

Concerning crops and inputs, we use the major cropping systems in the département of Meuse and369

select wheat, barley, rapeseed and diester, the last of which is used for biofuel production. Because370

wheat is in a vast majority of cases associated with barley, and farm-gate prices of both crops evolve371

in parallel, we combine them to form a composite cereal output. Land decisions are associated with372

these crops (cereals, rapeseed and diester) as well as voluntary land set-aside, as discussed above. We373

consider only three inputs: seed, fertilizer and pesticide, which are considered the most crop-specific374

and therefore whose demand is more likely to be influenced by a change in cropping pattern (for our375

set of arable crops, as opposed to, e.g, labor and fuel).6 To obtain farm-specific input prices, we proceed376

as follows. As database records contain only input expenditures and not input physical quantities nor377

unit prices, we use official yearly statistics on agricultural input price indexes at the département level.378

We then convert to farm-specific price indexes using the Tornqvist formula, with 2004 as the baseline379

year.7 We then check for possible multicollinearity in input and output prices, with the condition380

number, computed every year and over the whole sample. The condition number is always less than381

15, confirming that multicollinearity in input prices is limited. Crop outputs are in tons, fertilizer input382

is in kg, and pesticide input is computed from pesticide expenditure divided by its price index.383

All prices and unit subsidies are normalized to the unit cost of seed so that in the estimation we384

consider only the other two inputs. Our sample covers the pre- and the post-2008 period, where385

compulsory set-aside was abandoned and industrial crops such as biofuels were allowed on set-aside386

land with the same subsidy rate as other arable crops (different from the agronomic set-aside subsidy387

rate). This concerns, in our case, rapeseed that can be produced for energy use or for the agrofood388
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industry, with the same area-based subsidy rate after 2008. Our data at the farm and crop level allow us389

to account for the different cases, i.e., area under rapeseed for industrial use has a different area-based390

unit payment before and after 2008, while it remains at the same rate for rapeseed sold for agrofood391

industry. Because changes in use-specific area-based payments over the period are fully accounted for392

at the farm level when constructing our payment τc and area lc variables, we assume that the model393

parameters will not depend on such policy changes. Therefore, we do not include in the model a394

dummy variable for the pre- and post-2008 period, as we assume parameters are neither period- nor395

policy-dependent. Moreover, as mentioned in the data subsection above , the eligibility condition for396

payments under CAP was a minimum arable area of 0.3 ha. There are no such farmers in our sample,397

so that all were eligible and actually received some form of area-based CAP payments every year from398

2006 to 2010.399

Table 1 presents descriptive statistics for the sample. Almost all farmers grow cereals (wheat and400

barley) while the respective proportions of positive land shares for rapeseed, diester and land set aside401

are 83%, 31% and 70% of the full sample. These descriptive statistics need to be interpreted with402

caution since some farmers may not grow a particular crop over the whole period.403

[INSERT TABLE 1 ABOUT HERE]404

3.3 Intensity of input indicators405

As discussed above, one reason for using detailed farm-level and crop-level production data is that input406

use (and therefore, environmental indicators) may differ across cropping systems, implying that farmer407

decisions including corner solutions should be modeled explicitly. Using the sample of farmers, we408

compute average environmental indicators for various cropping systems: cereals only, cereals-rapeseed,409

etc. IIk denotes the intensity of input k (k=fertilizer, pesticide) demand on cultivated land, defined as410

IIk =
input k demand

cropland
=

xk

(lcereal + lrapeseed + ldiester)
=

xk

L− lsetaside
. (12)

Descriptive statistics for our environmental indicators are presented in Table 2. Means and standard411

deviations are computed for a given combination of crops (e.g. cereals-diester) over all corresponding412

observations across farmers and years. Crop combinations with less than 10 observations are discarded.413

Table 2 confirms that input use is strongly heterogeneous across cropping systems. This results in very414

different average environmental indicators, and implies that accounting for farmer decisions over a415

whole cropping system (i.e. including decisions leading to corner solutions for some crops) is preferable416

in terms of policy impact evaluation. Cereal-only cropping systems (C) have a lower fertilizer and417

pesticide input use (xF and xP), and a lower input intensity indicator, except for fertilizer where IIF is418

slightly higher for cereals only than for cereal and rapeseed (C+R only). The cereal-rapeseed (C+R)419
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crop combination is associated with a fertilizer input intensity very close to cereal alone (C), while420

pesticide input intensity is much higher in the (C + R) system than in C. The difference in input421

intensity is more pronounced, especially for fertilizer, when diester is included in the crop combination422

(C +D or C +R+D). Interestingly, cropping systems that involve diester (C +R+D) have a lower423

fertilizer use intensity than C +D only, but a higher intensity of pesticide use (4.72 compared with424

1.82, 4.52 and 4.13).425

[INSERT TABLE 2 ABOUT HERE]426

4 Econometric estimation and simulation results427

We apply in this paper a parametric QML (PQML) as well as a semi nonparametric QML (SNPQML)428

estimator to a multivariate selection model, both with a fixed effects assumption.8 Given the large429

number of estimated parameters and for reasons of space, we report only elasticity estimates for both430

PQML and SNPQML computed at the sample mean in Tables 4 and 5 respectively. All standard errors431

are estimated using a heteroskedasticity-robust (Huber-White) procedure.432

Before interpreting parameter estimates, we compare the goodness of fit of the two estimated mod-433

els. We examine in particular the behavior of the semi nonparametric estimator SNPQML in terms434

of predictive power, both on continuous (structural equations) and on discrete outcomes (selection of435

observations, positive or equal to zero). The objective is to examine the possible gains in flexibility436

brought about by SNPQML, compared with the parametric version PQML, which relies on a normality437

assumption.438

4.1 Comparison of alternative methods439

To evaluate the relative performance of the parametric and semi nonparametric QML estimators on440

our panel data sample, we compute goodness-of-fit measures for the continuous and discrete parts441

of the model. We first compute R2s on the full sample, for each structural equation. These R2s are442

computed with respect to the observed, continuous explanatory variables, without accounting for the443

contribution of estimated fixed effects. Because such goodness-of-fit measures are difficult to interpret444

when the proportion of zero observations is large, we also produce R2s for each equation on the subset445

of positive observations only. Columns 2 and 3 of Table 3 present computed R2s for the parametric and446

semi nonparametric QML estimators. We note that the difference between R2s on the full sample or the447

sub-sample of positive observations is noticeable mostly when the proportion of censored observations448

is higher (case of q rapeseed, q diester, l rapeseed, l diester and l setaside), with the R2s on the full449

sample being lower than the restricted version in 12 cases out of 27. Interestingly, the model fits data450
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better with parametric PQML than with semi non parametric SNPQML on the full sample (6 cases out451

of 9), but this is the opposite on the restricted samples. The semi non parametric estimator performs452

better than PQML on sub-samples with positive observations only.453

To check for serial correlation in residuals estimated from PQML and SNPQML, we compute the454

Heteroskedasticity-Robust test statistic (HR) proposed by Born and Breitung (2016) in the context of455

a panel data model with fixed effects. For fixed T and when N tends to infinity, the text statistic HR456

has a standard normal limiting distribution under the null of no serial correlation. As discussed in457

Born and Breitung (2016), rejecting the null hypothesis of no serial correlation provides evidence that458

a static model may not be appropriate and may be replaced by a dynamic panel data model. Test459

results reported in Table 3 indicate that serial correlation is not present in 15 cases out of 18, with a 5460

percent significance level, so that the static specification is valid in a majority of structural equations.461

Moreover, in a static panel data model with fixed effects, serial correlation can be accommodated462

with the estimation of a robust variance-covariance matrix, as in the case here, to produce consistent463

standard errors.464

Turning now to the goodness-of-fit measures for discrete outcomes (last three columns of Table465

3), it is more interesting to focus on the equations with a significant proposition of zero observations466

(q rapeseed, q diester, l rapeseed, l diester and l setaside), because measures such as percentage of467

correct predictions are difficult to interpret on a (very) small number of false predictions (q cereal,468

x fertilizer, x pesticide and l cereal have proportions of censored observations less than 1 percent on469

a sample of size 2014). For these five equations, the proportion of correct predictions (positive and470

negative outcomes) is fairly similar for PQML and SNPQML, so that the gain associated with the latter471

is only minor. When inspecting the proportion of false positive predictions for negative outcomes or472

the opposite (i.e., predicting a zero observation as a positive one), the number of cases where SNPQML473

fares better is fairly similar to cases where PQML performs better on such criterion. Out of the five474

equations with a significant proportion of zero observations, SNPQML has a lower proportion of 1s475

predicted as 0s in three cases of of five, while SNPQML has a higher proportion of 0s predicted as 1s476

in three cases of of five. However, the difference in such goodness-of-fit measures is significantly larger477

when SNPQML performs better than PQML.478

[INSERT TABLE 3 ABOUT HERE]479

4.2 Econometric estimation results480

[INSERT TABLE 4 ABOUT HERE]481

As shown in Table 4, set-aside area is significantly related to its unit set-aside subsidy (elastic-482

ity=0.1479). The results also show that an increase in this subsidy rate implies an increase in output483

17



and planted area of rapeseed, as well as a minor increase in the cereal output and land area. This484

means that, when the set-aside unit subsidy rate increases, farmers tend to intensify their production485

for these crops as they increase in parallel their set-aside area. This is confirmed by the elasticities of486

fertilizer and pesticide with respect to set-aside subsidy, which are positive and significant and equal487

to 0.0589 and 0.029 respectively. In the case of diester, the results show that an increase in the set-488

aside subsidy implies a reduction of both output and area of this crop, and this substitution effect489

is stronger than the increase in cereal and rapeseed output and land use discussed above. Fertilizer490

demand is increasing with cereal and rapeseed prices (elasticities of 0.0117 and 0.0555 respectively)491

and is decreasing with the price of diester (elasticity of -0.1261). Fertilizer demand is also increasing492

with rapeseed subsidy (0.0350) and decreasing with diester subsidy (elasticity of -0.1200), and does493

not vary significantly with the price of cereals (elasticity of -0.0010). In the case of pesticide, demand494

for this input is increasing with the diesters price (elasticity of 0.0958) and decreasing with the prices495

of cereals and rapeseed (elasticities of -0.0120 and -0.0548 respectively). Pesticide demand is also496

increasing with the subsidy of diester and decreasing with the unit subsidy of cereals and rapeseed497

(elasticities of 0.0498 and -0.0316 respectively).498

Results of the estimated elasticities for the semi non-parametric estimator with fixed effects are

reported in Table 5. The magnitude of elasticities is similar to the estimates obtained using the PQML

model in Table 4. There is one noticeable difference, namely the impact of the set-aside unit subsidy

rate is less significant in the output and land equations than in the parametric estimation, although

elasticities remain fairly low. Moreover, the own-price elasticity of fertilizer demand is no longer sig-

nificant. Recall that Table 4 presents minus the elasticities of fertilizer and pesticide demand with

respect to set-aside subsidy; most of them are not significant, although their values are close to those

estimated using the parametric model. The elasticities of fertilizer and pesticide demand with respect

to set-aside subsidy are not significant, even though their values are very close to those estimated with

the parametric model.

To summarize our results in terms of comparison of the PQML and SNPQML estimators, the semi

nonparametric QML is less efficient than the parametric version even if the parameter estimates are

fairly close. However, the semi nonparametric estimator performs at least as well in terms of predicting

output, input and land use decisions, as well as in predicting the probability of corner solutions (discrete

outcomes).

[INSERT TABLE 5 ABOUT HERE]
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4.3 Simulation of environmental impacts

The purpose here is not to provide an assessment of direct environmental consequences of policy

implementation. Rather, we insist on the importance of an ex ante evaluation of land-use policies

such as set aside and greening of the Common Agricultural Policy, in a context of increasing “social

demand” for more sustainable agricultural practices. In the broader context of the CAP reform and

more generally, of agricultural policies embedding environmental objectives, our simulation aims at

documenting the implementation issues of tax policies on nonpoint source emissions such as from

pesticide and fertilizer inputs. In the context of regulating nonpoint source pollution from agricultural

sources, indirect tax-subsidy policy is sometimes advocated, such as subsidizing less input-intensive

crops or alternative land use (e.g., land set aside).

To address the possibility that subsidizing set-aside could worsen the environmental effects associ-

ated with chemical inputs, we propose two environmental indicators, which can be linked to a policy

instrument such as a set-aside subsidy.9 Note that, because we use only production data, these in-

dicators will be proxies for actual environmental impacts, and will tend to measure environmental

"pressure" from production rather than an actual impact on the ecosystem. The first indicator we com-

pute is the elasticity of input demand (fertilizer, pesticide) with respect to the set-aside subsidy rate,

which measures the sensitivity of farm-level input demand to a change in the unit set-aside subsidy

rate all else remaining equal. Assuming total farm land is constant, this indicator is relevant at the

farm level and depends indirectly on land set-aside and crop decisions. The drawback of using this

indicator is that the intensive margin (i.e., increasing input intensity per unit of land) is relevant only if

computed for the cropped area (Green et al., 2005). Therefore, we consider a second indicator based

on intensity of input use per unit of cultivated land, which allows us to measure the intensification

effect of changes in the set-aside subsidy.

We discuss below the measurement of the second sensitivity indicator, and the results of the cal-

culations for both indicators: input demand elasticity and input intensity elasticity with respect to the

set-aside subsidy rate. In subsection 4.3.2, we evaluate environmental impacts of a set-aside policy,

obtained as proxies from pesticide and fertilizer demand and input intensity elasticities with respect to

land set-aside subsidy. We simulate the impact of a policy consisting of a 5 percent set-aside rate as

an agricultural greening measure. We measure the impacts of such policy on our two indicators and

calculate the input-tax on fertilizer and pesticide that would be necessary to cope with fertilizer and

pesticide demand increase induced by the greening policy.
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4.3.1 Chemical input demand and intensity elasticities

The impact on the environment of a set-aside policy will depend on changes to land use and cropping

practices, and the farm level environmental conditions. In the absence of detailed environmental data,

indicators of environmental pressure based on production and land use data can be used as proxies for

environmental impact. Because the purpose here is to examine farmers’ reactions to set-aside policies

in terms of agricultural production intensification, we consider two different elasticities as indicators.

The first is elasticity of chemical input demand (fertilizer, pesticide) at farm level with respect to the

set-aside subsidy, irrespective of land use and, in particular, crop distribution. This indicator is useful

for environmental policies targeting input sales when there is no or limited information on crop dis-

tribution and farm land area. It is therefore less costly for the environmental regulator to implement,

and presumably is less distorting for cropping decisions since it does not account for set-aside land.

The second indicator is defined as the elasticity of chemical input quantity per unit of cultivated land

with respect to the set-aside subsidy. This indicator accounts explicitly for land set aside by considering

chemical input use intensity by unit of cultivated land. It accounts for farmers’ decisions about land

set-aside following a change to the subsidy but is not dependent on crop distribution (only on total

cultivated area). The second indicator, namely elasticity of chemical input intensity with respect to the

set-aside subsidy, is calculated as follows:

εIIkτs =
∂ IIk

∂τs
× τs

IIk
=

∂ ( xk
L−lsetaside

)

∂τs
× τs

( xk
L−lsetaside

)
=

∂xk

∂τs
× τs

xk
− ∂ (L− lsetaside)

∂τs
× τs

L− lsetaside

=
∂xk

∂τs
× τs

xk
+

∂ (lsetaside)

∂τs
× τs

L− lsetaside
= εxkτs + εlsetasideτs ∗

lsetaside

L− lsetaside
. (13)

The first term εxkτs is the demand elasticity of input k with respect to the set-aside subsidy, and

measures how a variation of 1 percent in the set-aside subsidy affects the percentage demand for input

k. The second term εlsetasideτs , is the elasticity of set-aside area with respect to the set-aside subsidy which

measures how a variation of 1 percent in the set-aside subsidy affects the percentage of the area set

aside. A positive εIIτs means that an increase of 1 percent in the set-aside subsidy will increase input

demand k by unit of cropped land, implying that an intensification effect is observed.

[INSERT TABLE 6 ABOUT HERE]

Table 6 summarizes the elasticities of fertilizer and pesticide demand with respect to set-aside sub-

sidy for PQML and SNPQML specifications, and the elasticity of set-aside area with respect to set-aside

subsidy. It also presents the results for input intensity elasticity of fertilizers εII f τs and pesticide εIIpτs

with respect to the set-aside subsidy.

There are several conclusions that emerge from these results regarding the environmental impact
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of a set-aside policy. First, all else being equal, a set-aside subsidy has a positive impact on farm-

level fertilizer and pesticide demand: an increase in the set-aside subsidy by 1 percent implies an

increase by 0.0385 percent in fertilizer demand and 0.0239 percent in pesticide demand, respectively.

Second, comparing results of the parametric and semi nonparametric models shows that the estimated

elasticities are very close, although not in the case of the standard error estimates. Third, input demand

intensity elasticities with respect to a set-aside subsidy are positive and significant for both fertilizer

and pesticide demand in the PQML model. This means that, when the set-aside subsidy increases,

farmers tend to increase both their set-aside area lset−aside and their input use (fertilizer and pesticide);

to compensate for the loss due to a reduced crop area, farmers intensify their production by increasing

their chemical input demand per hectare of crop area. In our case, this means that increasing the

set-aside subsidy could have a negative impact on the environment (in terms, for example, of water

contamination and biodiversity loss).

Comparing the input elasticities for fertilizer and pesticide, the value of εII f τs is always higher than

εIIpτs . Fertilizer is usually considered a risk-increasing input since it increases the expected crop yield

and its variance. In contrast, pesticide is generally considered a risk-reducing input since its main

purpose is to control for pest damage to crops which decreases the variance in crop yield.

4.3.2 Set-aside policy simulation

According to the new rules following the current CAP reform 2014-2020, farmers are required to

implement greening measures or lose up to 30 percent of their basic payment scheme payment. The

greening rules cover three areas: crop diversification, ecological focus areas, and non-intensification

measures to maintain permanent grassland. Farmers must ensure that 5 percent of their total land is

set aside as an ecological focus area. However, they are free to choose how to meet this requirement

from among a list of agricultural practices or systems which include land left fallow, buffer strips, "catch

and cover crops" used to manage soil fertility and quality, and nitrogen fixing crops such as legumes

and hedgerows. Unless exempted, farmers with more than 15 hectares of arable land must set aside as

EFA, 5 percent of their total arable land.

As the results of our elasticity estimation show, an increase in the set-aside subsidy could imply an

increased demand for fertilizer and pesticide inputs. This means that a set aside policy introduced as

an EFA in order to preserve biodiversity, could have some potential adverse environmental impacts due

to intensification at the farm level. We use our estimates to simulate the impacts of a public policy

which imposes a 5-percent increase in the set-aside area, on demand for fertilizer and pesticide. To do

this, we use our elasticity estimates of set-aside area with respect to the set-aside subsidy to calculate

the subsidy increase required to achieve the 5 percent increase in the set-aside area.
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Let us start with the elasticity of set-aside area, εlsτs , with respect to set-aside subsidy, τs on crop s:

εlsτs =
∂ ls
∂τs
× τs

ls
=

∂ ls
ls

/
∂τs

τs
. (14)

If we assume that ∂ ls
ls

= 0.05 (5 percent), we can calculate the corresponding (equivalent) variation

in the set-aside subsidy as
∂τs

τs
=

0.05
εlsτs

.

We then use this variation of the set-aside subsidy above and the fertilizer and pesticide demand

elasticities with respect to the set-aside subsidy (ε f τs and εpτs respectively) to calculate the correspond-

ing fertilizer and pesticide demand variations, denoted
∂x f

x f
and

∂xP

xP
respectively. We finally use these

input demand variations and fertilizer and pesticide own-price elasticities (εx f w f and εxpwp respectively)

to calculate the corresponding fertilizer and pesticide price variations (
∂w f

w f
and

∂wp

wp
).

For this simulation, we use elasticities calculated from the parametric PQML model with fixed effects

(Table 4). This choice is motivated by more efficient estimates (with respect to the semi nonparametric

model, as discussed above), with most elasticities significant at the 1 percent level. The results of

this exercise are summarized in Table 7. Confidence intervals obtained from robust standard errors of

parameter estimates are presented in brackets for the key expressions in this table.

[INSERT TABLE 7 ABOUT HERE]

Our results show that, in order to obtain an increase in the set-aside area by 5 percent, we need

to increase the set-aside subsidy rate by 33.81 percent. Using fertilizer and pesticide elasticities with

respect to set-aside subsidy, our simulations show that an increase of the set aside subsidy by 33.81

percent implies an increase in fertilizer demand ranging from 1.87 to 2.11 percent, and for pesticide,

an increase in demand ranging from 0.81 to 1.15 percent (columns 3 and 4 of Table 7). This could

have potentially adverse effects on the environment including, e.g., nitrogen runoff and ground water

pollution. Using own price elasticities of fertilizer and pesticide demand, we can calculate the tax level

necessary to offset such increase in fertilizer and pesticide demand. Our simulations show that such tax

rates would range from 36.9 to 41.63 percent for fertilizer, and from 2.18 to 3.12 percent for pesticide

(changes in input prices from last two columns of Table 7). In line with most empirical papers dealing

with elasticities of input use in agriculture (see,e.g., (Boecker and Finger, 2017)), our results show that

it requires a substantial tax level on pesticide and fertilizer to yield a significant reduction in input use:

a tax on fertilizer between 37 and 42 percent to offset an increase in demand between 1.87 to 2.11

percent; and a tax on pesticide use between 2.18 and 3.12 percent to offset an increase in demand

between 0.81 and 1.15 percent.
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5 Conclusion

CAP reforms to land set aside policies imply changes to crop choices and production practices whose

effects and intensity depend on various factors. Set-aside policies may increase crop yield since farmers

tend to use low-yield soils to meet set-aside requirements. As a consequence, average cultivated land

quality increases, which implies an increase in aggregate crop yield per hectare. Yield increases may

be obtainable also because intensification, which could have some adverse impacts on the environment

and would conflict with the initial objectives of the policy. We evaluate the potential environmental

effect of a set-aside policy such as that implemented in the European Union in 2003, based on changes

to agricultural practices and land use for a sample of French farmers.

To obtain consistent estimates of fertilizer and pesticide input demand in the case of multiple crops,

we estimated a parametric QML estimator, to deal with corner solutions in a system of equations for

multi-output production and land allocation. To check for possible bias due to departure from normality

and homoskedasticity assumptions, we compared our parametric estimator to a semi nonparametric

version, which allows distributional assumptions and homoskedasticity to be relaxed while avoiding

multiple integration. Since numerical values of the parameter estimates are similar for both estimators,

we used parametric QML estimates because of their greater efficiency. These estimates were used

to evaluate the environmental impacts of the European land set-aside policy for a panel of French

farmers in the Meuse Département observed between 2006 and 2010. We calculated elasticities with

respect to the set-aside subsidy for two indicators: pesticide and fertilizer demand, and pesticide and

fertilizer demand intensity per unit of cultivated land. Our results show that a set-aside policy could

provide farmers with incentives to intensify production on the remaining land, potentially leading to

adverse environmental effects in terms of biodiversity loss and water pollution. Estimates of fertilizer

and pesticide input demand were found to be low but significant, and higher for fertilizer than for

pesticide. These estimates are numerically close to the estimated elasticity of fertilizer and pesticide

input intensity with respect to a set-aside subsidy.

Environmental effects are likely to be more harmful if the input demand intensity indicator increases

for a reduced (cultivated) area. We would point also to the fact that this indicator (II) measures only

the potential environmental impacts of the policy, and not the actual impacts which are likely to depend

on plot-level factors (soil type, slope, climate, distance to surface or groundwater, etc.).

Finally, we used our estimated elasticities to simulate the impacts of a 5 percent increase in the

set-aside area. Our results reveal an increase in fertilizer and pesticide demand ranging from 1.87 to

2.11 percent and from 0.81 to 1.15 percent respectively. This chemical input intensification could have

potentially adverse environmental effects. Taxes ranging from 36.9 to 41.63 percent on fertilizer and

from 2.18 to 3.12 percent on pesticide would be necessary to offset these increases in fertilizer and
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pesticide demand.

Taxing fertilizer and pesticide use in agriculture to correct for market failures (externalities includ-

ing water contamination and human poisoning) is generally considered a cost-effective policy in theory

(as opposed to command-and-control policies). However, it is also a nonpoint source pollution issue,

implying that second-best outcomes only may be achieved, using, e.g., indirect taxation (pesticide and

fertilizer sales and not actual application rates, output level, land use, etc.) Revenues streams gener-

ated by an input tax can be earmarked to subsidize more sustainable agricultural practices. This implies

that in principle, considering a policy consisting of complementing an input tax with a subsidy on set

aside would correspond to the earmarking strategy above. However, the objective of the tax simulation

considered here is to offset the increase in input demand following intensification, to illustrate the

magnitude of the tax on fertilizer and pesticide as equivalent policies. In other words, the level of the

input tax required to offset the negative consequences of a set-aside policy can also be interpreted as

the tax level that would be necessary to reduce fertilizer and pesticide use by the same amount (as the

increase in demand in the first place). We do not discuss the relative advantages of tax vs. area-based

subsidies as policy instruments, which can be found, e.g., in (Sterner, 2003). Alternative instruments

can be considered to correct for market failures associated with agriculture pollution (in this case,

damages from non source pollution that are not internalized by farmers, as no market for rights exists

regarding pollution externalities), each involving different characteristics in terms of cost-effectiveness,

environmental efficiency, distortions due to revenue redistribution and acceptability (or participation

performance) of policy instruments.

This analysis could be extended in several directions. First, the model could be improved by incorpo-

rating other policy instruments, for example, in the case of the recent European Common Agricultural

Policy reform, the number of crops in rotation and the proportion of grassland area. Another extension

would involve linking our production model to observed farm level environmental variables, such as

water quality and biodiversity.

Regarding econometric considerations, several extensions could also be considered, starting with

the correction of possible errors-in-variables (EIV) bias when deflating the price system by the price of

seed as numeraire, as proposed by (?). Their estimation methods (IV and GMM) are different from ours,

but the quasi-maximum likehood framework can accommodate a specific treatment of EIV, provided

minimum knowledge on the source of measurement errors in unit prices is available. Furthermore,

our estimation results are conditioned on our choice of a numeraire (seed price in our application) in

the system of structural equations, although this choice does not modify the structure of the problem.

To obtain results invariant to the choice of numeraire, an extension would be to consider a symmetric

normalized quadratic profit function, as in (Kohli, 1993), however with an additional computational

cost.10 This is left for future research.
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Appendix

The semi nonparametric estimator

Denote γ̂N = (θ̂N , f̂N) the estimate of the true parameter γ0 = (θ0, f0) ∈ Γ = T ×F , defined as

γ̂N = argmax(θ , f )∈Γ lnL(γ;Z) =
1
N

N

∑
i=1

l(γ, f ,Zi), (15)

where l(.) is the likelihood of observation i and Zi is the vector of observed variables, Zi = (yi,xi).

We follow Chen (2007) in making the following assumptions:

Assumption 1. Zi = {yi,xi}N
i=1 is i.i.d.

Assumption 2. hi and xi are independent.

Assumption 3. E lnL(γ;Z) is continuous at γ0 and E lnL(γ0;Z)>−∞.

Assumption 4. For all ε > 0, E lnL(γ0,Z)> supθ∈Θ;d(γ,γ0)≥ε E lnL(γ;Z).

Assumption 5. Γk ⊆ Γk+1 ⊆ Γ for all k ≥ 1, and for any γ ∈ Γ there exists a sequence πkγ0 ∈ Γk such that

d(γ0,πkγ0)→ 0 as k→ ∞.

Assumption 6. For each k ≥ 1, lnL(γ;Z) is a measurable function of Z for all γ ∈ Γk, and for any Z,

lnL(γ;Z) is upper semicontinuous on Γk for metric d(., .).

Assumption 7. The sieve spaces Γk are compact under metric d(., .).

Assumption 8. For all k ≥ 1, plimN→∞ supγ∈ΓK
| lnL(γ)−E lnL(γ)|= 0.

Under assumptions 1-8, Chen (2007) shows that d(γ̂,γ0) = oP(1).

In practice, consistency and efficiency properties of semi-nonparametric estimators depend on the

type of sieve chosen. In particular, a sieve based on Hermite polynomials is preferred if density func-

tions are approximated under thin tails or non-compact support (the cdf being obtained by integration).

In our case, we do not follow such route and start directly from the approximation of the cdf on a com-

pact support, the density being computed from the derivation with respect to its arguments. This allows

us to use simpler forms of sieve, as the linear B-spline.

In practice, we construct a series of splines as continuous piecewise polynomial approximations of

pdfs and cdfs. A spline is defined as follows. Consider a sample of observation points x0, . . . ,xN over

the interval [a,b] such that a = x0 < x1 < · · ·< xN = b. A function S(x) that satisfies

(C1) for each interval (xi,xi+1),
dkS(x)

dx = 0,

(C2) S(x) ∈Ck−2[a,b],

is defined as a spline function of degree k−1 for discrete points called knots. It is a polynomial of degree

k−1 that is defined specifically for each interval (xi,xi+1), with derivatives up to degree k−2 that are

continuous over [a,b]. There are several ways to represent splines functions (e.g., by the truncated
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power function), but the B-spline representation is usually preferred as it is more stable numerically in

most applications.

Consider now a series of knots {tr} such that

t−k+1 ≤ t−k+2 ≤ ·· · ≤ t0 = x0 < t1 = x1 < tN = xN ≤ tN+1 ≤ tN+2 ≤ ·· · ≤ tN+K+1,

and the function gk(t,x) as

gk(t,x) =

 (t− x)k−1 if t ≥ x,

0 if t < x.

The normalized basis spline (or simply B-spline) of degree k−1 is then defined as

N j,k(x) =
(
t j+k− t j

)
gk
[
t j, t j+1, . . . , t j+k,x

]
,

and is such that N j,k(x) = 0 when x≤ t j or when x≥ t j+k, and when j ≤ i−k or when j ≥ i+1. It can be

shown that any spline function S(x) satisfying conditions (C1) and (C2) can be represented by

S(x) =
N−1

∑
j=−k+1

c jN j,k(x),

where the full expression of N j,k(x) is

N j,k(x) =
(
t j+k− t j

)
=

j+k

∑
r= j

(tr− x)k−1

(tr− t j) . . .(tr− tr−1) . . .(tr− t j+k)
,

and c j, j = −k+ 1, . . . ,N− 1 are constant parameters. The function value, its derivatives and integrals

can all be computed from non-zero elements of N j,k(x), which are calculated recursively, using

Nr,s(x) =
x− tr

tr+s−1−tr
Nr,s−1(x)+

tr+s− x
tr+s− tr+1

Nr+1,s−1(x),

where Nr,1(x) = 1 if r = i and 0 otherwise.

The bivariate spline and B-spline functions are defined as extensions to the above. For example, the

bivariate spline function S(x,y) must satisfy

(C3) for each open region Ri, j =
{
(x,y)|xi < x < xi+1,y j < y < y j+1

}
, dkS(x,y)

dx = dkS(x,y)
dy = 0,

(C4) S(x,y) ∈Ck−2,k−2[R],

where R is a closed region defined as R = {(x,y)|a≤ x≤ b,c≤ y≤ d} on the plane (x− y).

We first construct a “not-a-knot” spline knot sequence as an even partition of the support of random

error terms, which is appropriate for interpolation of data by splines of order k. The vector t contains

the knot sequence in its first N + k positions. If k is even and we assume that the entries in the input
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vector x are increasing, then t is returned as


ti = x1 for i = 1, . . . ,k,

ti = xi−k/2 for i = k+1, . . . ,N,

ti = xN + ε for i = N +1, . . . ,N + k,

where ε is a small positive constant.

If k is odd, then t is returned as


ti = x1 for i = 1, ...k,

ti =
(
xi−(k−1)/2 + xi−1−(k−1)/2

)
, for i = k+1, ...,N,

ti = xN + ε for i = N +1, ...,N + k.

We choose the order of the spline k = 4. We also experimented with the algorithm of Micchelli et al.

(1976) to compute the optimal knot sequence of the spline, based on the number of observations and

the order of the spline. This algorithm minimizes the constant in the error term:

|| f − s|| ≤ c|| f (k)||, (16)

where f is the function to evaluate and s is the spline interpolant of f at point x. Results were not

significantly different from the ones obtained with the simpler “not-a-knot” rule above.
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Table 1: Descriptive statistics
Variable Mean Std. dev. Proportion > 0
Cereal output (tons) 532.3851 342.0180 0.9985
Rapeseed output (tons) 88.4597 78.2572 0.8332
Diester output (tons) 11.0806 20.9001 0.3133
Fertilizer input (kg) 590.4984 200.7343 0.9911
Pesticide input 163.5981 118.3055 0.9916
Cereal area (ha) 19.7412 12.2209 0.9995
Rapeseed area (ha) 6.4915 5.4881 0.8342
Diester area (ha) 0.8473 1.5709 0.3153
Voluntary land set-aside (ha) 1.0280 1.6751 0.7066
Cereal price 1.0207 0.3177
Rapeseed price 2.2857 0.5206
Diester price 1.2061 0.9199
Fertilizer price 0.2756 0.1274
Pesticide price 0.9552 0.0306
Cereal subsidy 5.4009 2.7268
Rapeseed subsidy 5.9490 1.3463
Diester subsidy 5.1049 2.7187
Land set-aside subsidy 8.6846 2.8985

Notes. 2014 observations. Price and subsidy variables (in Euro) are normalized by the unit price of
seed. Crop outputs are in tons, fertilizer input is in kg, and pesticide input is computed from pesticide
expenditure divided by its price index. Cereal is the combination of wheat and barley crops.
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Table 2: Environmental indicators, by crop combination
Indicator

Cropping system N xF xP IIF IIP

C only 312 270.77 34.52 17.48 1.82
(118.13) (35.40) (7.04) (1.06)

C+R only 1067 585.08 188.13 17.01 4.52
(111.64) (114.21) (6.43) (1.27)

C+D only 21 516.06 100.86 24.61 4.13
(122.38) (74.33) (7.05) (1.64)

C+R+D 610 767.75 189.44 22.79 4.72
(136.25) (110.05) (8.41) (1.37)

Notes. N denotes the number of observations. xF , xP, IIF and IIP respectively denote input demand for
fertilizer and pesticide, and intensity of input use for fertilizer and pesticide. Cropping systems are defined
as combinations of cereals (C), rapeseed (R) and diester (D). Standard deviations are in parentheses.
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Table 3: Goodness-of-fit measures for parametric and semi nonparametric estimators

Structural Estimation R2 R2 HR test Correct Predicted 1s Predicted 0s
equation method (sample) (obs.> 0) statistic predictions as 0s as 1s

(percent) (percent of 1s) (percent of 0s)
q cereal PQML 0.9157 0.9192 -0.90 (0.36) 99.85 0.00 0.15

SNPQML 0.9102 0.9144 0.92 (0.35) 99.85 0.00 0.15
q rapeseed PQML 0.7661 0.7369 0.46 (0.65) 83.32 0.00 100.00

SNPQML 0.7544 0.7346 0.30 (0.76) 83.12 5.18 75.30
q diester PQML 0.5093 0.3193 0.78 (0.43) 79.69 55.63 4.19

SNPQML 0.4101 0.4243 1.61 (0.10) 82.22 40.25 7.52
x ferti. PQML 0.5225 0.5445 0.61 (0.54) 99.26 0.25 55.6

SNPQML 0.4147 0.4331 0.71 (0.47) 99.60 0.20 22.22
x pest. PQML 0.8304 0.8376 2.47 (0.01) 99.16 0.00 100.0

SNPQML 0.8309 0.8383 2.72 (0.00) 99.16 0.00 100.0
l cereal PQML 0.9617 0.9607 0.25 (0.80) 99.95 0.00 100.0

SNPQML 0.9617 0.9616 1.31 (0.19) 99.95 0.00 100.0
l rapeseed PQML 0.8195 0.8001 1.00 (0.31) 83.42 0.00 100.0

SNPQML 0.8192 0.8075 0.83 (0.40) 83.42 4.88 75.45
l diester PQML 0.5288 0.3445 0.34 (0.73) 79.15 55.12 5.08

SNPQML 0.5123 0.4332 1.98 (0.05) 80.73 49.76 5.22
l setaside PQML 0.1232 0.1337 -2.13 (0.03) 72.54 19.82 45.85

SNPQML 0.1248 0.1066 -1.75 (0.08) 77.26 6.61 61.59

Notes. 2014 observations. PQML and SNPQML respectively denote Parametric and Semi Nonparametric
Quasi-Maximum Likelhood estimation. HR test statistic (p-value in parentheses) is the Heteroskedasticity-
Robust test for serial correlation in panel data of Born and Breitung (2016). The proportion of correct
prediction is the sum of sensitivity (correctly predicted positive outcomes) and specificity (correctly pre-
dicted negative outcomes) measures. The proportion of positive outcomes (resp., negative) wrongly pre-
dicted as negative (resp., positive) outcomes is computed with respect to the number of positive (resp.,
negative) outcomes. The last three columns are goodness-of-fit measures designed for discrete outcomes
computed form estimated probabilities.

Notes

1See :http://capreform.eu/assessment-of-the-commission’s-proposal-for-an-obligatory-set-aside-programme/

2Coherency conditions in a structural econometric modeling framework are conditions that ensure that model

is correctly specified from the theoretical point of view. For example, ? show a negative semi-definite parameter

matrix is necessary and sufficient for the translog cost function to be concave. In most econometric models

estimating a cost function imposing the semi-negativity of the matrix of the parameters ensure that the coherency

conditions to be respected.

3Imposing positive semi-definiteness on a matrix B is equivalent to writing B= AA′ where A is a lower triangular

matrix of the same dimension as B.

4A parametric version of this estimator has been proposed by Yen et al. (2003) and applied to land use decisions

by Fezzi and Bateman (2011).
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Table 6: Elasticities of fertilizer and pesticide demand and intensity with respect to unit set-aside subsidy
εx f ertilizerτs εxpesticideτs εlsetasideτs εII f τs εIIpτs

PQML 0.0589*** 0.0290*** 0.1479*** 0.0645*** 0.0346***
(0.0018) (0.0026) (0.0044) (0.0018) (0.0026)

SNPQML 0.0655** 0.0298 0.1412 0.0709** 0.0352
(0.0292) (0.0771) (0.0954) (0.0294) (0.0772)

Notes. εx f ertilizerτs and εxpesticideτs denote respecrively the elasticity of fertilizer and pesticide demand with
respect to set-aside subsidy. εlsetasideτs denote the elasticity of set-aside area with respect to the seubsidy
set-aside. εII f τs and εIIpτs denote respectively the elasticity of fertilizer and pesticide intensity with respect
to the set-aside subsidy. PQML and SNPQML respectively denote Parametric and Semi Nonparametric
Quasi-Maximum Likelhood estimation. Robust standard errors are in parentheses (computed with the
Delta method for input intensity elasticities). *, ** and *** respectively denote parameter significance at
the 10, 5 and 1 percent level.

5This more flexible estimator is in general less efficient if the restrictions implied by the less flexible estimator

are valid, such as, e.g., normality or homoskedasticity.

6In our sample, fertilizer and pesticide account on average for respectively 9.49 and 8.25 percent of operating

costs, compared with 9.06 percent for wage labor, 4.18 percent for fuel and 3.73 percent for seed.

7The Tornqvist price index of input j for farm i and year t is computed as follows: log pi jt =(wi jt +w j0) log(p jt/p j0),

where wi jt and w j0 respectively denote the cost share of input j for farm i at year t and for baseline year 0 ; p jt

and p j0 denote the unit input price of input j for year t and for baseline period 0, respectively.

8As noted above, to avoid possible bias due to unobserved, farm-specific individual effects, we do not consider

the random-effects version of the PQML model.

9 We make the distinction between the "environmental indicators" introduced above, which are defined in levels

and ratios, and the "sensitivity indicators" that are computed from them and are unit-free.

10(Paudel and McIntosh, 2007) show that estimation results do not always vary significantly with the choice of

the numeraire.
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Table 7: Simulation results of a 5 percent increase in set-aside area

(1) (2) (3) (4) (5)
∂τs

τs

∂x f

x f

∂xP

xP

∂w f

w f

∂wp

wp
PQML 0.3381 0.0199 0.0098 0.3927 0.0265

[0.0187;0.0211] [0.0081;0.0115] [0.3690;0.4163] [0.0218;0.0312]

SNPQML 0.3541 0.0232 0.0106 0.4495 0.0282
[0.0029;0.0435] [-0.0430;0.0641] [0.0567;0.8423] [-0.1147;0.1710]

Notes.
∂τs

τs
denote the variation of set-aside subsidy in percent.

∂x f

x f
and

∂xP

xP
denote respectively the

fertilizer and pesticide demand variation in percent,
∂w f

w f
and

∂wp

wp
denote respectively the price of fertil-

izer and pesticide variation in percent. 95 percent confidence intervals obtained from standard errors of
parameter estimates are presented in brackets. PQML and SNPQML respectively denote Parametric and
Semi Nonparametric Quasi-Maximum Likelhood estimation.

Figure 1: Location of sample farms in cantons of the Meuse département

Note. Numbers for each canton represent the total number of farms in the sample.
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