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Abstract

Cross-modal retrieval has drawn much attention in recent years due to the diversity and the quantity of information data that exploded with the popularity of mobile devices and social media. Extracting relevant information efficiently from large-scale multi-modal data is becoming a crucial problem of information retrieval. Cross-modal retrieval aims to retrieve relevant information across different modalities. In this paper, we highlight key points of recent cross-modal retrieval approaches based on deep-learning, especially in the image-text retrieval context, and classify them into four categories according to different embedding methods. Evaluations of state-of-the-art cross-modal retrieval methods on two benchmark datasets are shown at the end of this paper.

1. Introduction

Over the last decade, cross-modal retrieval has made significant progress. The goal of cross-modal retrieval is to retrieve relevant information across heterogeneous modalities. It is widely used in many fields, such as visual question and answering [28], image or video caption [2, 6], phrase localization [38], knowledge transfer [10] and text-to-image generation [43, 31, 17]. Benefiting from Content-Based Image Retrieval (CBIR) and Natural Language Processing (NLP) techniques, the computer could almost bridge the semantic gap between high-level human perception and low-level features in single mode. As deep learning achieves remarkable results in both vision and language domain, researchers begin to explore the semantic gap between image and text. In bidirectional image-text cross-modal retrieval, taking image as the query to retrieve relevant information in text data is called image-to-text retrieval, and vice versa.

The first cross-modal retrieval review is written by Liu et al. [22], which focus on summarizing traditional methods. The overviews of multimedia information retrieval in [1] and [29] are not only for image-text but also for video and audio modalities. The most recent cross-modal overview [27] focuses on music and sound data retrieval. In this paper, we focus on cross-modal retrieval methods based on deep-learning, only for image-text context, and proposed in the last two years as some new methods based on deep learning have been proposed, which significantly improve the performance. We give an analysis of this relatively narrow topic in the image-text cross-modal retrieval domain and propose to classify these algorithms into four categories according to their embedding methods: 1) pairwise learning embedding methods; 2) adversarial learning methods; 3) interaction learning methods; 4) attributes learning methods.

The rest of the paper is organized as follows: we classify the most recent image-text cross-modal retrieval algorithms by their embedding methods and highlight their pros and cons in Section 2; we show the performance comparison results of the representative algorithms in each category using two most popular datasets in this domain (Flickr30K and MSCOCO) in Section 3; then the paper concludes with the recent image-text retrieval works and gives some perspectives in Section 4.
Figure 1: General architecture of Image-Text cross-modal retrieval methods. The blue regions are the basic three-part structure and denotes the pairwise learning methods. With an additional dotted green region, it is the structure of the interaction learning methods. With the dotted yellow square in “Latent Space”, it indicates the adversarial learning methods. With an additional dotted violet region, it becomes the structure of the attributes learning methods.

region in Fig. 1. If there are some interaction flows between the “Image Features Branch” and the “Text Features Branch” in addition to the general architecture, we classify these methods into the interaction learning, cf. green region in Fig. 1. If high-level semantic attributes are exploited, instead of the direct use of the basic image features and text features, we classify these methods into the attributes learning, cf. violet region in Fig. 1. In the following, we detail these four types of methods.

2.1 Pairwise Learning Methods

Pairwise learning methods attempt to find a cross-modal loss function that can calculate the distance between corresponding feature pairs directly in a common space. By learning this loss function, the distance between associated images and texts reduces, and the distance between independent samples increases. There are some different forms of pairwise learning, but all of them represent two different features in the same common space directly. Pairwise learning methods differ in the factors of the loss function, such as corresponding label relation, feature distance space, similarity measure evaluation.

Zhang and Lu introduce a new matching loss called Cross-Modal Projection Matching (CMPM [44]). The idea behind this is to increase the correlation of matching pairs and to reduce it for unmatching pairs by minimizing the Kullback-Leibler divergence between the probability of matching image features to text features and the normalized true matching probability. All the positive and negative samples are thus considered in the CMPM. The disadvantage may lie in the lack of intrinsic association of words in the text since bidirectional LSTM only integrally words sequence information without sufficient semantic context logic. After CMPM, Deep Pairwise Ranking model with multi-label information for Cross-Modal retrieval (DPRCM [14]) is proposed, which employs a bi-triplet loss to reduce the distance between positive samples in the same identity and increase the distance between negative independent samples. DPRCM also combines cross-entropy loss with bi-triplet loss in their retrieval network so that multi-label information can be learned in common space under supervision. DPRCM extracts image features and text features only by two-layer neural networks separately, which is a more straightforward way than other cross-modal retrieval methods. Unlike DPRCM, Deep Supervised Cross-Modal Retrieval (DSCMR [45]) uses fully connected layers to build common representation space. A linear classifier is used to predict the category of each sample in the common representation space. Simultaneously, another discrimination loss is minimized in label space. Both DPRCM and DSCMR belong to supervised learning methods. They use label information to enhance the learning progress when they deal with multi-modal pairs. Finally, Liu et al. propose neighbor-aware network (NAN [20]), which calculates the neighbor-aware ranking loss in common semantic space under the influence of the intra-attention module. The neighbor-aware ranking loss can be divide into inter-modal and intra-modal parts. Inter-modal neighbor-aware ranking loss focuses on semantic relation inside a homogeneous modality while intra-modal neighbor-aware ranking loss points on semantic relation between heterogeneous modalities. NAN adds an attention module to re-weight feature map since different semantics are distinguished in intra-modal and inter-modal neighbor-aware networks. As attention features map could be associated with the semantic relation during the neighbor-aware
2.2 Adversarial Learning Methods

Adversarial learning methods are enlightened by Generative Adversarial Nets (GAN) [7]. Wang et al. [36] introduced adversarial learning firstly into cross-modal retrieval domain. In latent space, a two-player minimax value game has been played between a discriminator and a generator in adversarial network learning. The expectation value $V_{D,G}$ is defined as:

$$V_{D,G} = \mathbb{E}_{I_i \sim I} \left[ \log D((I_i)) \right] + \mathbb{E}_{T_i \sim T} \left[ \log (1 - D(G(T_i))) \right]$$

(1)

where $I$ and $T$ indicate the image and text modalities. Adversarial learning method uses minimax game to bridge image and text features that played between generator and discriminator. That is a bright method for cross-modal retrieval.

After that, Sarafianos et al. propose Text-Image Modality Adversarial Matching (TIMAM) [34]), which adopts an Adversarial Representation Learning (ARL) framework to learn modality-invariant representations for more effective image-text matching. In the ARL framework, a two-layer fully-connected network adversarial discriminator is optimized in the common space. The better discriminator pain, the better cross-modal retrieval gain. TIMAM also adds Bidirectional Encoder Representations from Transformers (BERT [3]) in front of LSTM branch to optimize text features. At the same time, Liu et al. propose a new deep adversarial graph attention convolution network (AGANet [23]). A-GANet extracts image features not only from the CNN branch but also from a graph attention convolution layer based on a visual scene graph. The visual scene graph carries information about object regions and relationships according to human visual perception characteristics. High-level structured semantic visual features are learned from this designed graph attention convolution layers. Particular joint embedding layers connect the image and text features through the adversarial learning module. Furthermore, Wang et al. [37] and Zhu et al. [46] use adversarial learning in food images and recipes matching.

Adversarial learning methods have not been around for a long time in the field of cross-modal retrieval. It has also been used in other areas such as image synthesis and style transfer that require more inference.

2.3 Interaction Learning Methods

In this section, we define interaction learning methods as those having a large amount of information transfer between the two branches before the image and text features enter the common space.

Lou et al. propose a Multitask learning approach for Cross-modal Image-Text Retrieval (MCITR [24]) to take into account the common features extracted from image-text cross-modal data. MCITR employs relation-enhanced correspondence cross-modal autoencoder [8] to correlate the hidden representations, before text and image are projected into an embedding space. Simultaneously, Cross-Modal Adaptive Message Passing (CAMP [41]) adopts a cross-modal message-passing aggregation at the beginning of the network. CAMP explores the interactions between images and text before calculation in common space. Other methods add attention module to transfer the information between image and text branch, such as Wang et al. [40] and Wu et al. [42].

Due to the information transfer between image and text branches in the initial and low-level processing, more corresponding connections could be represented in latent space. Nevertheless, this kind of algorithms is more complicated, and the amount of calculation increases exponentially.

2.4 Attributes Learning Methods

In deep learning, a vast number of parameters are trained by large-scale calculations to obtain excellent results, which means that a massive amount of data is needed for training deep neural networks. However, human beings can learn the properties of things from a few examples. Attributes learning imitates human thought processes and learns the characteristics of objects. The essence of attributes learning is “learning to learn”. There are also some attempts to apply attributes learning in cross-modal retrieval.

Ji et al. propose an Attribute-Guided Network (AgNet [13]) for cross-modal retrieval, which combines with zero-shot learning and hashing retrieval. Objective functions are designed to transform image and text feature vectors into object attribute vectors in attributes space. Then a three-layer neural network transforms attribute vectors to hash codes. Without the supervision information, instances clusters themselves in attribute space. Hamming distance is selected to calculate the similarity between different modalities. Although hash coding is an efficient representation, we cannot determine whether there is a linear relationship between the hash code length and the number of attributes. From then on, Huang and Wang propose Aligned Cross-Modal Memory (ACMM [12]) for few-shot image and sentence matching. ACMM includes two key steps: aligned memory controller network and mem-
3. Databases and Evaluation

There are many established databases in the cross-modal retrieval field, especially for image-text retrieval tasks. For example, CUHK-PEDES dataset [16] focuses on pedestrians on the road; Wikipedia dataset [32] has more text information which could mine NLP capabilities; Recipes1M dataset [26, 33] owns large-scale food images and recipes, etc. Since various image-text retrieval methods have reported their performances on the two most common database Flickr30K and MSCOCO, we sum them up for comparison.

3.1 Databases

Flickr30K [30] is a standard dataset for image-text retrieval, containing more than 31K images and 155K sentences in total, each image has five corresponding sentences. Flickr30K has 44,518 categories in total. It is usually split into 29K images for training, 1K images for validation and 1K images for test.

MSCOCO [18] contains 123,287 images and each one is described by five sentences. It has 91 objects categories. Generally experiments use 5K images for validation, 1K or 5K images for test. Table 1 shows performances on 5 folds of 1K test images as the most commonly setting.

3.2 Evaluation

We collect the state-of-the-art approaches Recall@K results shown on papers, which measures the number of correct items are found among the top $K$ retrieval results. For convenience, we also give a general evaluation indicator $mR$, which means the mean of Recall@K. For all the algorithms, we show the best results in the database. However, these performances may get from module ensemble method, we use * indicates that in Table 1. The best results of all retrieval methods are in red, second in green, and third in blue.

3.3 Discussion

The comparison of the results from these two databases can only show part of the performances of the algorithms. Comparing the results, we can see that some algorithms have better results in retrieving text from images, and others are better in retrieving images from text. If a method gets better results in image-to-text retrieval direction than text-to-image direction, it means that the image feature representations in latent space are more precise, and vice versa. But no algorithm can achieve the best results in both directions currently. In other words, no algorithm gets the best balance...
point between two directions. Moreover, the same method performs differently on different databases, which may be caused by the number of object categories in the data. As we know, the number of object categories in Flickr30k is hundred times that of MSCOCO. More categories means higher learning costs, which is a challenge for retrieval algorithms. Some categories have a large sample size, but some have a small sample size. A large number of samples may cause overfitting, while a small number is not enough to train appropriate network parameters. For this reason, attention models and attributes learning methods are used to reduce the impact of small number of samples on retrieval results. Therefore, the interaction learning methods and attributes learning methods achieve as high performance on the Flickr30K as on the MSCOCO database.

4. Conclusion and Perspective

Deep learning based methods in image-text cross-modal retrieval have achieved significant progress in recent years. Pairwise learning proposes two-branch architecture; adversarial learning and interaction learning methods are based on it; attributes learning may become a popular trend for cross-modal retrieval tasks due to the usage of relations between attributes and semantics. In the future, more image-text free pairs databases for cross-modal retrieval should be explored. More evaluation metrics should be used to compare different methods.
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