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Abstract: This paper addresses the case where data come as point sets, or more generally as discrete measures. Our motivation is twofold: first we intend to approximate with a compactly supported measure the mean of the measure generating process, that coincides with the intensity measure in the point process framework, or with the expected persistence diagram in the framework of persistence-based topological data analysis. To this aim we provide two algorithms that we prove almost minimax optimal.

Second we build from the estimator of the mean measure a vectorization map, that sends every measure into a finite-dimensional Euclidean space, and investigate its properties through a clustering-oriented lens. In a nutshell, we show that in a mixture of measure generating process, our technique yields a representation in $\mathbb{R}^k$, for $k \in \mathbb{N}^*$ that guarantees a good clustering of the data points with high probability. Interestingly, our results apply in the framework of persistence-based shape classification via the ATOL procedure described in \cite{28}.

1. Introduction

This paper handles the case where we observe $n$ i.i.d measures $X_1, \ldots, X_n$, rather than $n$ i.i.d sample points, the latter case being the standard input of many machine learning algorithms. Such kind of observations naturally arise in many situations, for instance when data are spatial point patterns: in species distribution modeling \cite{27}, repartition of clusters of diseases \cite{13}, modelisation of crime repartition \cite{29} to name a few. The framework of i.i.d sample measures also encompasses analysis of multi-channel time series, for instance in embankment dam anomaly detection from piezometers \cite{17}, as well as topological data analysis via persistence diagrams \cite{14,7}. The objective of the paper is twofold: first we want to build from data a compact representation of the mean of the measure, in the arithmetic sense. Second, based on the first construction, we intend to provide a provably efficient clustering technique for measures.

Applications for the first objective might be found whenever the sample measures are organized around a central measure of interest, for instance in image analysis \cite{12} or point processes modeling \cite{27,13,29}. In \cite{12}, the central measure is defined as the Wasserstein barycenter of the distribution of measures. Namely, if we assume that $X_1, \ldots, X_n$ are i.i.d measures on $\mathbb{R}^d$ drawn from $X$, where $X$ is a probability distribution on the space of measures, then the central
measure is defined as $\mu_W = \arg\min_\nu \mathbb{E}(W_2(X, \nu))^2$, where $\nu$ ranges in the space of measures and $W_2$ denotes the Wasserstein distance. Note that this definition only makes sense in the case where $X(\mathbb{R}^d)$ is constant a.s., that is when we draw measures with the same total mass. Moreover, computing the Wasserstein barycenter of $X_1, \ldots, X_n$ in practice is too costly for large $n$’s, even with approximating algorithms [12, 25]. To overcome these difficulties, we choose to define the central measure as the arithmetic mean of $X$, denoted by $\mathbb{E}(X)$, that assigns the weight $\mathbb{E}[X(A)]$ to a borelian set $A$. In the point process theory, the mean measure is often referred to as the intensity function of the process.

An easily computable estimator of this mean measure is the sample mean measure $\bar{X}_n = (\sum_{i=1}^n X_i) / n$. We intend to build a $k$-points approximation of $\mathbb{E}(X)$, that is a distribution $P_k$ supported by $c = (c_1, \ldots, c_k)$ that approximates well $\mathbb{E}(X)$, based on $X_1, \ldots, X_n$. To this aim, we introduce two algorithms (batch and mini-batch) that extend classical quantization techniques intended to solve the $k$-means problem [22]. In fact, these algorithms are build to solve the $k$-means problem for $\bar{X}_n$. We prove in Section 2.2 that these algorithms provide minimax optimal estimators of a best possible $k$-points approximation of $\mathbb{E}(X)$, provided that $\mathbb{E}(X)$ satisfies some structural assumption. Interestingly, our results also proves optimality of the classical quantization techniques [22, 21] in the point sample case.

The second objective, clustering of measures, has a wide range of possible applications: in the case where data come as a collection of finite point sets for instance, including ecology [27], genetics [28, 2], graphs clustering [6, 16] and shapes clustering [7]. Our technique is based on a vectorization of the measures, that is a map $v$ that sends every measure $X_1$ into $\mathbb{R}^k$. We build this vectorization using the optimal $k$-points $c = (c_1, \ldots, c_k)$ obtained in the first part (Section 2.2), transforming each $X_i$ into a vector $v_i \in \mathbb{R}^k$ that roughly encodes how much weight $X_i$ spreads around every $c_j$. Note that a vectorization based on a fixed grid of $\mathbb{R}^d$ is possible, however the dimension of such a vectorization would be quite large. In the particular framework of topological data analysis and persistence diagrams clustering, vectorization via evaluation onto a fixed grid is the technique exposed in [3], whereas our method has clear connections with the procedures described in [32, 28].

For this vectorization scheme, we provide general conditions on the structure of the sample measures that allow an almost exact clustering based on the vectorization space. It is worth mentioning that our theoretical results include vectorization via evaluations of kernel functions around each point $c_j$, for a general class of kernel functions that encompasses the one used in [28]. Further, we also prove in Section 4 that these structural conditions are fulfilled in a framework of shape classification via persistence diagrams. As a consequence, we theoretically asses the performance of the procedure exposed in [28]. Up to our knowledge, this provides the only theoretical guarantee on such a persistence-based clustering algorithm.

The paper is organized as follows: in Section 2, we introduce notation along with the exposition of the problem of mean measure quantization. Then, two theoretically grounded algorithms are described to solve this problem from the
sample \(X_1, \ldots, X_n\). Section 3 exposes our general vectorization technique, and conditions that guarantee a correct clustering based on it. Section 4 investigates the special case where the measures are persistence diagrams built from samplings of different shapes, showing that all the previously exposed theoretical results apply in this framework. Sections 5, 6 and 7 gather the main proofs of the results. At last, Section 8 gives the proof of intermediate and technical results.

2. Quantization of the mean measure

2.1. Definition and notation

Throughout the paper we will consider finite measures on the \(d\)-dimensional ball \(B(0, R)\) of the Euclidean space \(\mathbb{R}^d\), and denote by \(\mathcal{M}(R, M)\) the set of such measures of total mass smaller than \(M\). For an element \(\mu \in \mathcal{M}(R, M)\) we denote by \(M(\mu)\) its total mass. Further, if \(\mu \in \mathcal{M}(R, M)\) and \(f\) is a borelian function from \(\mathbb{R}^d\) to \(\mathbb{R}\), we denote by \(\mu(du) \cdot f(u)\) integration of \(f\) with respect to \(\mu\), whenever \(\mu(du) \cdot |f|(u)\) is finite. We let \(X\) denote a random variable taking values in \(\mathcal{M}(R,M)\), and \(X_1, \ldots, X_n\) denote an i.i.d. sample with the same distribution as \(X\). Definition 1 below introduces the mean measure.

Definition 1. Let \(\mathcal{B}(\mathbb{R}^d)\) denote the borelian sets of \(\mathbb{R}^d\). The mean measure \(E(X)\) is defined as the measure such that

\[
\forall A \in \mathcal{B}(\mathbb{R}^d) \quad E(X)(A) = \mathbb{E}(X(A)).
\]

As well, the empirical mean measure \(\bar{X}_n\) may be defined via

\[
\forall A \in \mathcal{B}(\mathbb{R}^d) \quad \bar{X}_n(A) = \frac{1}{n} \sum_{i=1}^{n} X_i(A).
\]

In the case where the measures of interest are persistence diagrams, the mean measure defined above is the expected persistence diagram, defined in [10]. If the sample measures are point processes, \(E(X)\) is the intensity function of the process. It is straightforward that, if \(P(X \in \mathcal{M}(R, M)) = 1\), then both \(E(X)\) and \(\bar{X}_n\) are (almost surely) elements of \(\mathcal{M}(R,M)\). The goal of this paper is to build a \(k\)-points approximation of \(E(X)\) based on \(X_1, \ldots, X_n\).

If \(\mu_1, \mu_2 \in \mathcal{M}(R, M)\) satisfy \(M(\mu_1) = M(\mu_2)\), and \(p \in [1, +\infty]\), we may define \(W_p(\mu_1, \mu_2)\) as the \(p\)-Wasserstein distance between \(\mu_1\) and \(\mu_2\). Let \(\mathcal{M}_k(R,M)\) denote the subset of \(\mathcal{M}(R, M)\) that consists of distributions supported by \(k\) points. Adopting the vocabulary of quantization, each support point of a finite \(k\)-points distribution is called a codepoint, and the vector made of \(k\) codepoints \(c_1, \ldots, c_k\) is called a codebook. For any codebook \(c = (c_1, \ldots, c_k) \in B(0,R)^k\), we let

\[
W_j(c) = \{ x \in \mathbb{R}^d \mid \forall i < j \quad \|x - c_j\| < \|x - c_i\| \quad \text{and} \quad \forall i > j \quad \|x - c_j\| \leq \|x - c_i\| \},
\]

\[
N(c) = \{ x \mid \exists i < j \quad x \in W_i(c) \quad \text{and} \quad \|x - c_j\| = \|x - c_i\| \}.
\]
so that \((W_1(\mathbf{c}), \ldots, W_k(\mathbf{c}))\) forms a partition of \(\mathbb{R}^d\) and \(N(\mathbf{c})\) represents the skeleton of the Voronoi diagram associated with \(\mathbf{c}\). Given a codebook \(\mathbf{c}\), a standard way to approximate \(\mathbb{E}(X)\) with a probability distribution supported by \(\mathbf{c}\) is to consider \(P_{\mathbf{c}} = \sum_{j=1}^{k} \mathbb{E}(X)(W_j(\mathbf{c}))(\delta_{c_j})\). It is then easy to see that, for any other distribution \(P' = \sum_{j=1}^{k} \mu_j \delta_{c_j}\) such that \(\sum_{j=1}^{k} \mu_j = M(\mathbb{E}(X))\), supported by \(\mathbf{c}\),

\[
W_2^2(\mathbb{E}(X), P'_k) \geq W_2^2(\mathbb{E}(X), P_{\mathbf{c}}) = \mathbb{E}(X)(du) \cdot \min_{j=1, \ldots, k} \|u - c_j\|^2 = R(\mathbf{c}).
\]

Thus, finding the best \(k\)-points approximation of \(\mathbb{E}(X)\) in terms of \(W_2\) boils down to minimize \(R(\mathbf{c})\). Note that \(R(\mathbf{c})\) is often referred to as the distortion of \(\mathbf{c}\), in the quantization framework. According to [15, Corollary 3.1], since \(\mathbb{E}(X) \in \mathcal{M}(R, M)\), there exists minimizers \(\mathbf{c}^*\) of \(R(\mathbf{c})\), and we let \(\mathcal{C}_{\text{opt}}\) denote the set of such minimizers. In what follows, \(R^*\) will denote the optimal distortion achievable with \(k\) points, that is \(R^* = R(\mathbf{c})\), where \(\mathbf{c} \in \mathcal{C}_{\text{opt}}\). Basic properties of \(\mathcal{C}_{\text{opt}}\) are recalled below.

**Proposition 2.** [20, Proposition 1] Recall that \(\mathbb{E}(X) \in \mathcal{M}(R, M)\), then

1. \(B = \inf_{\mathbf{c} \in \mathcal{C}_{\text{opt}}} \|c_i^* - c_j^*\| > 0\),
2. \(p_{\text{min}} = \inf_{\mathbf{c} \in \mathcal{C}_{\text{opt}}} \|\mathbb{E}(X)(W_j(c^*))\| > 0\).

In what follows, we will further assume that \(\mathbb{E}(X)\) satisfies a so-called margin condition, defined in [18, Definition 2.1] and recalled below.

**Definition 3.** \(\mathbb{E}(X) \in \mathcal{M}(R, M)\) satisfies a margin condition with radius \(r_0 > 0\) if and only if, for all \(0 \leq t \leq r_0\),

\[
\sup_{\mathbf{c}^* \in \mathcal{C}_{\text{opt}}} \mathbb{E}(X)(\mathcal{B}(\mathbf{c}^*, t)) \leq \frac{Bp_{\text{min}}}{128R^2t}.
\]

In a nutshell, a margin condition ensures that the mean distribution \(\mathbb{E}(X)\) is well-concentrated around \(k\) poles. Following [20], a margin condition will ensure that usual \(k\)-means type algorithms are almost optimal in terms of distortion. These algorithms are recalled below and adapted to the mean-measure quantization framework.

### 2.2. Batch and mini-batch algorithms

Let \(X_1, \ldots, X_n\) be i.i.d random measures in \(\mathcal{M}_{N_{\text{max}}}(R, M)\) (where we recall that \(\mathcal{M}_{N_{\text{max}}}(R, M)\) is the set of distributions in \(\mathcal{M}(R, M)\) supported by at most \(N_{\text{max}}\) points). This section exposes two algorithms that are intended to approximate a best \(k\)-points empirical codebook, that is a codebook \(\hat{\mathbf{c}}_n\) which minimizes \(W_2(\hat{X}_n, \hat{P}_c)\), for \(c \in \mathcal{B}(0, R)^k\), \(\hat{P}_c\) being defined by \(\sum_{j=1}^{k} \hat{X}_n(W_j(\mathbf{c}))(\delta_{c_j})\). These algorithms are extensions of two well-known clustering algorithms, namely the Lloyd algorithm ([21]) and Mac Queen algorithm ([22]). We first introduce the counterpart of Lloyd algorithm.
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Algorithm 1: Batch algorithm (Lloyd)

**Input**: $X_1, \ldots, X_n$ and $k$;

**# Initialization**
Sample $c_1^{(0)}, c_2^{(0)}, \ldots, c_k^{(0)}$ from $\bar{X}_n$;

while $c^{(t+1)} \neq c^{(t)}$ do:

**# Centroid update.**
for $j$ in $1 \ldots k$:

$$c_j^{(t+1)} = \frac{1}{X_n(W_j(c^{(t)}))} \bar{X}_n(du) \cdot \left[ u \mathbb{1}_{W_j(c^{(t)})}(u) \right];$$

**Output**: $c^{(T)}$ (codebook of the last iteration).

Note that Algorithm 1 is a batch algorithm, in the sense that every iteration need to process the whole data set $X_1, \ldots, X_n$. Fortunately, Theorem 4 below ensures that a limited number of iterations are required for Algorithm 1 to provide an almost optimal solution. In the sample point case, that is when we observe $n$ i.i.d points $X_1^{(1)}$, Algorithm 1 is the usual Lloyd’s algorithm. In this case, the mean measure $E(X)$ is the distribution of $X_1^{(1)}$, that is the usual sampling distribution of the $n$ i.i.d points. As well, the counterpart of Mac-Queen algorithm ([22]) for standard $k$-means clustering is the following mini-batch algorithm.

Algorithm 2: Mini-batch algorithm (Mac-Queen)

**Input**: $X_1, \ldots, X_n$, divided into mini-batches $(B_1, \ldots, B_T)$ of sizes $(n_1, \ldots, n_T)$, and $k$;

**# Initialization**
Sample $c_1^{(0)}, c_2^{(0)}, \ldots, c_k^{(0)}$ from $\bar{X}_n$;

for $j = 0, \ldots, T - 1$ do:

**# Centroid update.**
for $j$ in $1 \ldots k$:

$$c_j^{(t+1)} = c_j^{(t)} - \frac{1}{(t+1)X_{B_{t+1}}(W_j(c^{(t)}))} \bar{X}_{B_{t+1}}(du) \cdot \left[ (c_j^{(t)} - u) \mathbb{1}_{W_j(c^{(t)})}(u) \right];$$

**Output**: $c^{(T)}$ (codebook of the last iteration).

Whenever $n_i = 1$ for $i = 1, \ldots, n$, Algorithm 2 is a slight modification of the original Mac-Queen algorithm ([22]). Indeed, the Mac-Queen algorithm takes mini-batches of size 1, and estimates the population of the cell $j$ at the $t$-th iteration via $\sum_{t=1}^T \tilde{p}_j^{(t)}$ instead of $t \tilde{p}_j^{(t)}$, where $\tilde{p}_j^{(t)} = \bar{X}_{B_{t}}(W_j(c^{(t)}))$. These modifications are motivated by Theorem 5, that guarantees near-optimality of the output of Algorithm 2, provided that the mini-batches are large enough.

### 2.3. Theoretical guarantees

This section exposes theoretical guarantees for the two algorithms introduced in Section 2.2. Note that these guarantees are stated on the excess distortion $R(c_T) - R^*$, where $c_T$ is the output of the considered algorithm. In fact, the
same bounds hold also for $\|c_T - c^*\|^2$, up to the $M(E(X))$ factor. A special interest will be paid to the sample-size dependency of the excess distortion. From this standpoint, a first negative result may be derived from the quantization framework. Indeed, from \cite[Proposition 7]{20}, we may deduce that, for any empirically designed codebook $\hat{c}$,

$$\inf_{\{X | E(X) \text{ has a } r_0\text{-margin}\}} E(R(\hat{c}) - R^*) \geq c_0 M(E(X)) R^2 \frac{k^{1-\frac{d}{2}}}{n}. \quad (1)$$

In fact, this bounds holds in the special case where $X$ satisfies the additional assumption $X = \delta_X(1)$ a.s., pertaining to the vector quantization case. Thus it holds in the general case. This small result ensures that the sample-size dependency of the minimax excess distortion over the class of distribution of discrete measures whose mean measure satisfies a margin condition with radius $r_0$ is of order $1/n$ or greater.

A first upper bound on this minimax excess distortion may be derived from the following Theorem 4, that investigates the performance of the output of Algorithm 1.

**Theorem 4.** Assume that $E(X)$ satisfies a margin condition with radius $r_0$, and denote by $R_0 = \frac{B_{r_0}}{16\sqrt{2R}}$, $\kappa_0 = \frac{R_0}{R}$. Choose $T = \lceil \frac{\log(n)}{\log(4/3)} \rceil$, and let $c(T)$ denote the output of Algorithm 1. If $c(0) \in B(C_{opt}, R_0)$, then, for $n$ large enough, with probability $1 - 24e^{-c_1np_{\min\kappa_0^2}/M^2} - e^{-x}$, where $c_1$ is a constant, we have

$$R(c(T)) - R^* \leq M(E(X)) \left( \frac{B^2r_0^2}{512R^2n} + C \frac{M^2R^2k^2d\log(k)}{np_{\min}}(1 + x) \right),$$

for all $x > 0$, where $C$ is a constant.

Combined with (1), Theorem 4 ensures that Algorithm 1 reaches the minimax precision rate in terms of excess distortion after $O(\log(n))$ iterations, provided that the initialization is good enough. In the standard quantization case, Theorem 4 might be compared with \cite[Theorem 3.1]{18} for instance. In this case, the dependency on the dimension $d$ provided by Theorem 4 is sub-optimal. Slightly anticipating, dimension-free bounds in the mean-measure quantization case exist, for instance by considering the output of Algorithm 2.

In practice, Theorem 4 guarantees that choosing $T = 2\log(n)$ and repeating several Lloyd algorithms starting from different initializations provides an optimal quantization scheme. Note that combining \cite[Theorem 3]{20} or \cite{30} and a deviation inequality for distortions such as in \cite{18} gives an alternative proof of the optimality of Lloyd type schemes, in the sample points case where $X_i = \delta_{X(i)}$. Theorem 4 provides in addition an upper bound on the number of iterations needed, as well as an extension of these results to the quantization of mean measure case. Its proof, that may be found in Section 5.1, relies on stochastic gradient techniques in the convex and non-smooth case. Bounds for the single-pass Algorithm 2 might be stated the same way.
Theorem 5. Assume that \( E(X) \) satisfies a margin condition with radius \( r_0 \), and denote by \( R_0 = \frac{16v_2r_0}{\log n} \), \( \kappa_0 = R_0 / R \). If \((B_1,\ldots,B_T)\) are equally sized mini-batches of length \( ckM^2 \log(n) / (\kappa_0 \rho_{\text{min}})^2 \), where \( c \) is a positive constant, and \( c^{(T)} \) denotes the output of Algorithm 2, then, provided that \( c^{(0)} \in B_{\text{opt}}(c^{(T)}) \), we have

\[
E\left( R(c^{(T)}) - R^* \right) \leq M(E(X)) \left( Ck^2M^3R^2 \frac{\log(n)}{n\kappa_0 \rho_{\text{min}}} \right).
\]

A proof of Theorem 5 is given in Section 5.3. Theorem 5 entails that the resulting codebook of Algorithm 2 has an optimal distortion, up to a \( \log(n) \) factor and provided that a good enough initialization is chosen. As for Algorithm 1, in practice, several initializations may be tried and the codebook with the best empirical distortion is chosen. Note that Theorem 5 provides a bound on the expectation of the distortion. Crude deviation bounds can be obtained using for instance a bounded difference inequality (see, e.g., [5, Theorem 6.2]). In the point sample case, more refined bounds can be obtained, using for instance [18, Theorem 4.1, Proposition 4.1]. To investigate whether these kind of bounds still hold in the measure sample case is beyond the scope of the paper. Note also that the bound on the excess distortion provided by Theorem 5 does not depend on the dimension \( d \). This is also the case in [18, Theorem 3.1], where a dimension-free theoretical bound on the excess distortion of an empirical risk minimizer is stated in the sample points case. Interestingly, this bound also has the correct dependency in \( n \), namely \( 1/n \). According to Theorem 4 and 5, providing a quantization scheme that provably achieves a dimension-free excess distortion of order \( 1/n \) in the sample measure case remains an open question.

3. Clustering of measures based on the quantized mean measure

3.1. Vectorization of measures

This Section introduces a vectorization method for measures, based on the quantization of the mean measure, that preserves separation between clusters if any. The intuition is the following: for a codebook \( c = (c_1,\ldots,c_k) \) and a scale \( r \), we may represent a discrete measure \( X \) via the vector of weights \( (X(B(c_1,r)),\ldots,X(B(c_k,r))) \) that encodes the mass that \( X \) spreads around every pole \( c_j \). Now, if \( X^{(1)} \) and \( X^{(2)} \) are measures such that \( |X^{(1)}(B(c_{j_0},r)) - X^{(2)}(B(c_{j_0},r))| \) is large, for some \( j_0 \), then the representations of \( X^{(1)} \) and \( X^{(2)} \) will be well separated. In practice, convolution with kernels is often preferred to local masses (see, e.g., [28]). To ease computation, we will restrict ourselves to the following class of kernel functions.

Definition 6. For \((p,\delta)\in \mathbb{N}^* \times [0,1/2] \), a function \( \psi : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \) is called a \((p,\delta)\)-kernel function if

- \( ||\psi||_{\infty} \leq 1 \),
- \( \sup_{|u| \leq 1/p} \psi(u) \geq 1 - \delta \),
• sup_{|u|>2p} \psi(u) \leq \delta,
• \psi is 1-Lipschitz.

Note that a \((p, \delta)\)-kernel is also a \((q, \delta)\)-kernel, for \(q > p\). This definition of a kernel function encompasses widely used kernels, such as Gaussian or Laplace kernels. In particular, the function \(\psi(u) = \exp(-u)\) that is used in \cite{28} is a \((p, 1/p)\)-kernel for \(p \in \mathbb{N}^*\). The 1-Lipschitz requirement is not necessary to prove that the representations of two separated measures will be well-separated. However, it is a key assumption to prove that the representations of two measures from the same cluster will remain close in \(\mathbb{R}^k\). From a theoretical viewpoint, the more convenient kernel is \(\psi_0 : x \mapsto (1 - ((x - 1) \vee 0)) \vee 0\), which is a \((1, 0)\)-kernel, thus a \((p, 0)\)-kernel for all \(p \in \mathbb{N}^*\).

From now on we assume that the kernel \(\psi\) is fixed, and, for a \(k\)-points codebook \(c\) and scale factor \(\sigma\), consider the vectorization

\[
\nu_{c, \sigma} : \{M(R, M) \rightarrow [0, M]^k \} \times \mathcal{X} \rightarrow (X(du) \bullet \psi(\|u - c_1/\sigma\|), \ldots, X(du) \bullet \psi(\|u - c_k/\sigma\|))
\]

(2)

Note that the dimension of the vectorization depends on the cardinality of the codebook \(c\). To guarantee that such a vectorization is appropriate for a classification purpose is the aim of the following section.

3.2. Discrimination and clustering based on the mean measure

In this section we investigate under which conditions the vectorization exposed in the above section provides a representation that is provably suitable for clustering. To this aim, for the sample \(X_1, \ldots, X_n\), we introduce \((Z_1, \ldots, Z_n) \in [1, L]^n\) the vector of (hidden) label variables. As well, we let \(M_1, \ldots, M_L\) be such that, if \(Z_i = \ell\), \(X_i \in \mathcal{M}(R, M_\ell)\), and denote by \(M = \max_{\ell \leq L} M_\ell\). For a given codebook \(c\), we introduce the following definition of \((p, r, \Delta)\)-shattering to quantify how well \(c\) will allow to separate clusters via the related vectorization.

**Definition 7.** Let \((p, r, \Delta) \in (\mathbb{N}^* \times \mathbb{R}^+ \times \mathbb{R}^+)\). A codebook \(c \in \mathcal{B}(0, M)^k\) is said to \((p, r, \Delta)\)-shatter \(X_1, \ldots, X_n\) if, for any \(i_1, i_2 \in [1, n]\) such that \(Z_{i_1} \neq Z_{i_2}\), there exists \(j_{i_1, i_2} \in [1, k]\) such that

\[
X_{i_1}(\mathcal{B}(c_{j_{i_1, i_2}}, r/p)) \geq X_{i_2}(\mathcal{B}(c_{j_{i_1, i_2}}, 4pr)) + \Delta,
\]

or

\[
X_{i_2}(\mathcal{B}(c_{j_{i_1, i_2}}, r/p)) \geq X_{i_1}(\mathcal{B}(c_{j_{i_1, i_2}}, 4pr)) + \Delta.
\]

In a nutshell, the codebook \(c\) shatters the sample if two different measures from two different clusters have different masses around one of the codepoint of \(c\), at scale \(r\). Note that, for any \(i, j\), \(X_i(\mathcal{B}(c_j, r/p)) \geq X_i(\{c_j\})\), so that a stronger definition of shattering in terms of \(X_i(\{c_j\})\)'s might be stated, in the particular case where \(X_i(\{c_j\}) > 0\). The following Proposition ensures that a codebook which shatters the sample yields a vectorization into separated clusters, provided the kernel decreases fast enough.
Proposition 8. Assume that $c \in B(0,R)^k$ shatters $X_1, \ldots, X_n$, with parameters $(p,r,\Delta)$. Then, if $\Psi$ is a $(p,\delta)$-kernel, with $\delta \leq \frac{\Delta}{4M}$, we have, for all $i_1, i_2 \in [1,n]$,

$$Z_{i_1} \neq Z_{i_2} \quad \Rightarrow \quad \|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_\infty \geq \frac{\Delta}{2},$$

for $\sigma \in [r,2r]$.

A proof of Proposition 8 can be found in Section 6.1. This proposition shed some light on how $X_1, \ldots, X_n$ has to be shattered with respect to the parameters of $\Psi$. Indeed, assume that $\Delta = 1$ (that is the case if the $X_i$’s are integer-valued measures, such as count processes for instance). Then, to separate clusters, one has to choose $\delta$ small enough compared to $1/M$, and thus $p$ large enough if $\Psi$ is non-increasing. Hence, the vectorization will work roughly if the support points of two different counting processes are $rp$-separated, for some scale $r$. This scale $r$ will then drive the choice of the bandwidth $\sigma$. As shown in the following Section 4.2, this will be the case if the sample measures are persistence diagrams of well separated shapes. If the requirements of Proposition 8 are fulfilled, then a standard hierarchical clustering procedure such as Single Linkage with $L_{\infty}$ distance will separate the clusters for the scales smaller than $\Delta/2$.

Now, to achieve a perfect clustering of the sample based on our vectorization scheme, we have to ensure that measures from the same cluster are not too far in terms of Wasserstein distance, implying in particular that they have the same total mass. This motivates the following definition.

Definition 9. The sample of measures $X_1, \ldots, X_n$ is called $w$-concentrated if, for all $i_1, i_2$ in $[1,n]$ such that $Z_{i_1} = Z_{i_2}$,

- $X_{i_1}(\mathbb{R}^d) = X_{i_2}(\mathbb{R}^d)$,
- $W_1(X_{i_1}, X_{i_2}) \leq w$.

It now falls under the intuition that well-concentrated and shattered sample measures are likely to be represented in $\mathbb{R}^k$ by well-clusterable points. A precise statement is given by the following Proposition 10.

Proposition 10. Assume that $X_1, \ldots, X_n$ is $w$-concentrated. If $\Psi$ is $1$-Lipschitz, then, for all $c \in B(0,R)^k$ and $\sigma > 0$, for all $i_1, i_2$ in $[1,n]$ such that $Z_{i_1} = Z_{i_2}$,

$$\|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_\infty \leq \frac{w}{\sigma}.$$

Therefore, if $X_1, \ldots, X_n$ is $(p,r,\Delta)$-shattered by $c$, and $(r\Delta/4)$-concentrated, then, for any $(p,\delta)$-kernel satisfying $\delta \leq \frac{\Delta}{4M}$, we have

$$Z_{i_1} = Z_{i_2} \quad \Rightarrow \quad \|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_\infty \leq \frac{\Delta}{4},$$

$$Z_{i_1} \neq Z_{i_2} \quad \Rightarrow \quad \|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_\infty \geq \frac{\Delta}{2},$$

for $\sigma \in [r,2r]$. 
A proof of Proposition 10 is given in Section 6.2. An immediate consequence of Proposition 10 is that \((p, r, \Delta)\)-shattered and \(r\Delta/4\)-concentrated sample measures can be vectorized in \(\mathbb{R}^k\) into a point cloud that is structured in \(L\) clusters. These clusters can be exactly recovered via Single Linkage clustering, with stopping parameter in \([\Delta/4, \Delta/2]\). In practice, tuning the parameter \(\sigma\) is crucial. Some heuristic is proposed in \([28]\) in the special case of i.i.d persistence diagrams. An alternative calibration strategy is proposed in the following Section 4.2.

At last, from Propositions 8 and 10, if an optimal \(k\)-codebook of the mean measure shatters well the sample, then we can prove that the output of Algorithm 1 provides a relevant vectorization, with high probability. To properly define the mean measure in this case, we assume that the sample measures \(X_1, \ldots, X_n\) are drawn from a mixture model \(X\). We let \(Z \in \{1, \ldots, L\}\) denote a latent variable, with \(P(Z = \ell) = \pi_{\ell}\), and we assume that \(X \mid \{Z = \ell\} \sim X^{(\ell)}\), where \(X^{(\ell)} \in \mathcal{M}(R, M_\ell)\), or equivalently \(X = X^{(Z)}\). We also denote by \(\tilde{M} = \sum_{\ell=1}^L \pi_{\ell} M_\ell\), so that \(\mathbb{E}(X) \in \mathcal{M}(R, \tilde{M})\). In this framework, provided that \(c^*\) shatters well \(X_1, \ldots, X_n\), so will \(\hat{c}_n\), where \(\hat{c}_n\) is built with Algorithm 1.

**Corollary 11.** Assume that \(\mathbb{E}(X)\) satisfies the assumption of Theorem 4, and that \(c^*\) provides a \((p, r, \Delta)\) shattering of \(X_1, \ldots, X_n\), with \(p \geq 2\). Let \(\hat{c}_n\) denote the output of Algorithm 1. Then, with probability larger than \(1 - \exp\left[-C \left(\frac{m^2 p^2 \log(k)}{R^2} - \frac{p^2 \min B^2, r^2}{M^2 R^2} \right)\right]\), \(\hat{c}_n\) is a \((\lfloor \frac{p}{2}\rfloor, r, \Delta)\) shattering of \(X_1, \ldots, X_n\), where \(C\) is a constant.

A proof of Corollary 11 is given in Section 6.3. To fully assess the relevance of our vectorization technique, it remains to prove that \(k\)-points optimal codebooks for the mean measure provide a shattering of the sample measure, with high probability. This kind of result implies more structural assumptions on the components of the mixture \(X\). The following Section 4.1 investigates the case where the sample measures are in fact persistence diagrams from different shapes. In this particular case, we can show that quantization of the mean diagram is a relevant strategy to extract shattering codebooks.

### 4. Application for persistence diagrams

#### 4.1. Mean measure of persistence diagrams

In this section we investigate the properties of our mean-measure quantization scheme in a particular instance of i.i.d. measure observations. Indeed, we assume that we observe \(n\) i.i.d persistence diagrams \(D_i\), that are thought of as discrete measures on the half-plane \(H^+ = \{(b, d) \in \mathbb{R}^2 \mid 0 \leq b \leq d\}\). In other words, the observations consist in \(n\) discrete measures \(D_i = \sum_{j=1}^{n_i} \mu_{i,j} \delta_{x_{i,j}}\), where \(x_{i,j} \in H^+\) and \(\mu_{i,j}\) are weights that can be tuned beforehand. We will show that, whenever the persistence diagrams are generated from different samplings of the same shape, the mean persistence diagram and its best \(k\)-points
approximation are relevant topological features. Then, in a mixture of shapes framework, we will show that the mean persistence diagram might be used to build a vectorization of the persistence diagrams that allows a provably correct classification. In this section, a compact $d$-dimensional submanifold $M$ of $\mathbb{R}^D$ is given, with positive reach $\tau_M$ (see, e.g., [24]). The object of interest will be the thresholded persistence diagram generated via the distance to $M$, denoted by $d_M$ (where the infinite connected component has been removed). Namely, if $D' = \sum_{x \in H^+} n(x) \delta_x$ is the persistence diagram of $d_M$ ($n(x)$ denotes the multiplicity of $x$), we aim to recover
\[
D = \sum_{\{(b,d) \in D \mid d-b \geq s\}} n(b,d) \delta_{(b,d)} := \sum_{j=1}^{k_0} n(m_j) \delta_{m_j},
\]
where the $m_j$’s satisfy $m_j^2 - m_j^1 \geq s$. In general, such a thresholded diagram might have an infinite number of points, that is $k_0 = +\infty$. Whenever $M$ is a compact set of $\mathbb{R}^d$, the following lemma ensures that $k_0$ is finite.

**Lemma 12.** Let $M$ be a compact subset of $\mathbb{R}^d$. The persistence diagram of the distance function $d_M$ is denoted by $D$ and, for any $s > 0$, the truncated diagram consisting of the points $m = (m^1, m^2) \in D$ such that $m^2 - m^1 \geq s$ is finite.

A proof of Lemma 12 is given in Section 8.1. Further, we let $P$ denote a distribution on $M$ that has a density $f(x)$ with respect to the Hausdorff measure on $M$, bounded from below by $f_{\min}$. We generate the sample persistence diagrams as follows: for $i = 1, \ldots, n$, $Y^i_N$ denote an i.i.d $N$-sample drawn from $M$. According to Lemma 13 below, the distance to $Y^i_N$ is a provably good approximation of $d_M$.

**Lemma 13.** [1, Lemma B.7] Let $M \subset \mathbb{R}^D$ be a $d$-dimensional submanifold with positive reach $\tau_M$, and let $Y^i_N = Y_1, \ldots, Y_N$ be an i.i.d. sample drawn from a distribution that has a density $f(x)$ with respect to the Hausdorff measure of $M$.

Assume that for all $x \in M$, $0 < f_{\min} \leq f(x)$, and let $h = \left(\frac{C_d \log(N)}{f_{\min} N}\right)^{\frac{1}{2}}$, where $C_d$ is a constant depending on $d$. If $h \leq \tau_M/4$, then, with probability larger than $1 - \left(\frac{1}{N}\right)^k$, we have
\[
\|d_M - d_{Y^i_N}\|_\infty \leq h.
\]

For convenience, in what follows we assume that for $i \leq n$, $\|d_M - d_{Y^i_N}\|_\infty \leq h$, where $h = \left(\frac{C_d \log(N)}{f_{\min} N}\right)^{\frac{1}{2}}$, for a constant $C_d$ depending only on $d$. That occurs with high probability provided $N$ is large enough. Then, for every $i = 1, \ldots, n$, if $D'_i$ is the persistence diagram of the sublevel sets of $d_{Y^i_N}$, we let
\[
X_i = \sum_{\{x_{i,j} \in D'_i \mid x_{i,j}^2 - x_{i,j}^1 \geq s \geq h\}} \delta_{x_{i,j}}.
\]
Note that $s \geq h$ provided $N$ is large enough. This amounts to threshold the points of the persistence diagram $D'_i$ that are close to the diagonal. The following
Lemma 14 ensures that $X_i$ and $D$ are close enough, in terms of bottleneck distance.

**Lemma 14.** [11] If $X$ and $Y$ are compact sets of $\mathbb{R}^D$, then

$$d_B(D(d_X), D(d_Y)) \leq \|d_X - d_Y\|_{\infty}.$$  

This stability result allows us to state a result on the expected persistence diagram $E(X)$. We recall that the thresholded persistence diagram of $d_M$ is $D = \sum_{j=1}^{k_0} n(m_j) \delta_{m_j}$, and we denote by $m = (m_1, \ldots, m_{k_0})$.

**Proposition 15.** Let $h = \left(\frac{C_d \log(N)}{\min N}\right)^{\frac{1}{2}}$. Then, for $N$ large enough, with probability larger than $1 - \left(\frac{1}{N}\right)^{\frac{1}{2}}$, we have

$$\|m - c^*\|_{\infty} \leq 8\sqrt{M}h,$$

where $c^*$ is a $k_0$ optimal codebook for $E(X)$ and $M = \sum_{j=1}^{k_0} n(m_j)$.

The proof of Proposition 15 is given in Section 7.1. If $h$ is chosen small enough, Proposition 15 ensures that quantizing the expected persistence diagram yields a $k_0$-points distribution on the half-plane that is provably close to the targeted persistence diagram. This is of particular interest in the following Section 4.2, where we show that the mean persistence diagram provides a relevant feature in a mixture of shapes framework.

### 4.2. Vectorization and clustering of persistence diagrams

From the mean persistence diagram exposed in Section 4.1, we can build an embedding from the space of persistence diagrams to a finite-dimensional Euclidean space, that we will prove suitable for shape classification. A case of interest for shape classification is when $X$ is a mixture distribution whose each component is drawn from a shape, as in Section 4.1. To be more precise, we let $L \in \mathbb{N}^*$ denote the number of components, and for $\ell \leq L$, we let $S^{(\ell)}$ denote a compact $d_{\ell}$-submanifold, and $D^{(\ell)}$ the thresholded persistence diagram built from $d_{S^{(\ell)}}$ (where points that have persistence smaller than $s$ are removed).

As well, we denote by $X^{(\ell)}$ the distribution of the thresholded persistence diagram built from the distance to $N_\ell$ points drawn on $S^{(\ell)}$, with threshold $s - h\ell$. Given a latent variable $Z$ on $[1, L]$, with $P(Z = \ell) = \pi_\ell$, the mixture distribution $X$ of thresholded persistence diagrams is given by

$$X \mid \{Z = \ell\} \sim X^{(\ell)},$$

or equivalently $X = X^{(Z)}$. To make discrimination between shapes possible, we have to assume that their persistence diagrams differ by at least one point.
Definition 16. The shapes $S^{(1)}, \ldots, S^{(L)}$ are discriminable at scale $s$ if for any $1 \leq \ell_1 < \ell_2 \leq L$ there exists $m_{\ell_1, \ell_2} \in H^+$ such that

$$D_{\geq s}^{(\ell_1)}(\{m_{\ell_1, \ell_2}\}) \neq D_{\geq s}^{(\ell_2)}(\{m_{\ell_1, \ell_2}\}),$$

where the thresholded persistence diagrams are considered as measures.

Note that if $m_{\ell_1, \ell_2}$ satisfies the discrimination condition stated above, then $m_{\ell_1, \ell_2} \in D_{\geq s}^{(\ell_1)}$ or $m_{\ell_1, \ell_2} \in D_{\geq s}^{(\ell_2)}$. To discriminate between shapes, we have to ensure that every $m_{\ell_1, \ell_2}$ is represented via an optimal codebook. This is the aim of the following Proposition.

Proposition 17. Let $h_\ell = \left(\frac{C_4(d^2 + 2)\log(N_\ell)}{f_{\min, \ell}h_\ell}\right)^{1/d_\ell}$, and $h = \max_{\ell \leq L} h_\ell$. Moreover, let $M_\ell = D_{\geq s}^{(\ell)}(H^+)$, $M = \sum_{\ell=1}^L \pi_\ell M_\ell$, and $\pi_{\min} = \min_{\ell \leq L} \pi_\ell$.

Assume that $S^{(1)}, \ldots, S^{(L)}$ are discriminable at scale $s$, and let $m_1, \ldots, m_{k_0}$ denote the discrimination points. Let $K_0(h)$ denote

$$\inf\{k \geq 0 \mid \exists t_1, \ldots, t_k \bigcup_{\ell=1}^L D_{\geq s}^{(\ell)} \setminus \{m_1, \ldots, m_{k_0}\} \subset \bigcup_{s=1}^{K_0(h)} B_{\infty}(t_s, h)\}.$$

Let $k \geq k_0 + K_0(h)$, and $(c_1^*, \ldots, c_k^*)$ denote an optimal $k$-points quantizer of $E(X)$. Then, provided that $N_\ell$ is large enough for all $\ell$, we have

$$\forall j \in [1, k_0] \quad \exists p \in [1, k] \quad \|c_p^* - m_j\|_{\infty} \leq \frac{5\sqrt{Mh}}{\sqrt{\pi_{\min}}}.$$

The proof of Proposition 17 is given in Section 7.2. If $\bar{D}_{\geq s}$ denotes the mean persistence diagram $\sum_{\ell=1}^L \pi_\ell D_{\geq s}^{(\ell)}$, and $\bar{D}_{\geq s}$ has $K_0$ points, then it is immediate that $k_0 + K_0(h) \leq K_0$. Moreover, we also have $k_0 \leq \frac{L(L+1)}{2}$. Proposition 17 ensures that the discrimination points are well enough approximated by optimal $k$-centers of the expected persistence diagram $E(X)$, provided the shapes $S^{(\ell)}$ are well-enough sampled and $k$ is large enough so that $\bar{D}_{\geq s}$ is well-covered by $k$ balls with radius $h$. Note that this is always the case if we choose $k = K_0$, but also allows for smaller $k$'s.

In turn, provided that the shapes $S^{(1)}, \ldots, S^{(L)}$ are discriminable at scale $s$ and that $k$ is large enough, we can prove that an optimal $k$-points codebook $c^*$ is a $(p, r, \Delta)$-shattering of the sample, with high probability.

Proposition 18. Assume that the requirements of Proposition 17 are satisfied. Let $B = \min_{i=1, \ldots, k_0, j=1, \ldots, k_0} \|m_i - m_j\|_{\infty} \wedge s$. Let $\kappa > 0$ be a small enough constant. Then, if $N_\ell$ is large enough for all $\ell \in [1, L]$, $X_1, \ldots, X_n$ is $(p, r, 1)$-shattered by $c^*$, with probability larger than $1 - n \max_{\ell \leq L} N_\ell$

$$\frac{(\kappa B)^d}{\pi_{\min} \log(N_\ell)} \geq \frac{\sqrt{\frac{\pi_{\min}}{\kappa B}}}{\sqrt{\kappa B}},$$

provided that

• $\frac{\ell}{p} \geq 2\kappa B$
Moreover, on this probability event, $X_1, \ldots, X_n$ is $2M\kappa\tilde{B}$-concentrated.

A proof of Proposition 18 is given in Section 7.2. In turn, Proposition 18 can be combined with Proposition 10 and Corollary 11 to provide guarantees on the output of Algorithm 1 combined with a suitable kernel. We choose to give results for the theoretical kernel $\psi_0 : x \mapsto (1 - ((x - 1) \lor 0)) \lor 0$, and for the kernel used in [28], $\psi_{AT}(x) = \exp(-x)$.

**Corollary 19.** Assume that the requirements of Proposition 18 are satisfied. For short, denote by $v_i$ the vectorization of $X_i$ based on the output of Algorithm 1. Then, with probability larger than $1 - \exp\left[-C\left(\frac{\kappa^2 p_{\min}}{M^2 R^2 k^2 d \log(k)} - \frac{p_{\min}^2 R^2 \kappa^2}{M^2 R^2 k^2 d \log(k)}\right)\right] - n \max_{\ell \leq L} N_\ell \left(\frac{\kappa \tilde{B}}{2M^2 \log(N/\ell^2)}\right), \quad \text{where } \kappa \text{ and } C \text{ are small enough constants, we have}

$$Z_{i_1} = Z_{i_2} \Rightarrow \|v_{i_1} - v_{i_2}\|_\infty \leq \frac{1}{4},$$

$$Z_{i_1} \neq Z_{i_2} \Rightarrow \|v_{i_1} - v_{i_2}\|_\infty \geq \frac{1}{2},$$

for $\sigma \in [r, 2r]$ and the following choices of $p$ and $r$:

- If $\Psi = \Psi_{AT}$, $p_{AT} = \lceil 4M \rceil$, and $r_{AT} = \frac{\tilde{B}}{M^2 p_{AT}}$.
- If $\Psi = \Psi_0$, $p_0 = 1$ and $r_0 = \frac{\tilde{B}}{4M^2}$.

A proof of Corollary 19 is given in Section 7.3. Corollary 19 can be turned into probability bounds on the exactness of the output of hierarchical clustering schemes applied to the sample points. For instance, on the probability event described by Corollary 19, Single Linkage with norm $\|\cdot\|_\infty$ will provide an exact clustering. The probability bound in Corollary 19 shed some light on the quality of sampling of each shape that is required to achieve a perfect classification: roughly, for $N_\ell$ in $\Omega(\log(n))$, the probability of misclassification can be controlled. Note that though the key parameter $\tilde{B}$ is not known, in practice it can be scaled as several times the minimum distance between two points of a diagram.
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5. Proofs for Section 2

5.1. Proof of Theorem 4

Throughout this section we assume that \( \mathbb{E}(X) \) satisfies a margin condition with radius \( r_0 \), and that \( \mathbb{P}(X \in \mathcal{M}_{N_{\max}}(R,M)) = 1 \). We adopt the following notation: for any \( c \in \mathcal{B}(0,R)^k \), we denote by \( \hat{p}_j(c) = \hat{X}_n(W_j(c)) \), as well as \( p_j(c) = \mathbb{E}(X)(W_j(c)) \). Moreover, we denote by \( \hat{m}(c) \) (resp. \( m(c) \)) the codebooks satisfying

\[
\hat{m}(c)_j = \frac{\hat{X}_n(du) \left(u \mathbb{I}_{W_j(c)}(u)\right)}{\hat{p}_j(c)},
\]
\[
m(c)_j = \frac{\mathbb{E}(X)(du) \left(u \mathbb{I}_{W_j(c)}(u)\right)}{p_j(c)}.
\]

if \( \hat{p}_j(c) > 0 \) (resp. \( p_j(c) > 0 \)), and \( \hat{m}(c)_j = 0 \) (resp. \( m(c)_j = 0 \)) if \( \hat{p}_j(c) = 0 \) (resp. \( p_j(c) = 0 \)). The proof of Theorem 4 makes intensive use of the following lemmas. The first lemma gathers concentration results

**Lemma 20.** With probability larger than \( 1 - 8e^{-x} \), for all \( c \in \mathcal{B}(0,R)^k \),

\[
\hat{p}_j(c) \leq p_j(c) + \sqrt{\frac{4MC_0kd\log(k)\log(2nN_{\max})}{n}} + \frac{4Mx}{n} \sqrt{p_j(c)},
\]
\[
\hat{p}_j(c) \geq p_j(c) - \sqrt{\frac{4MC_0kd\log(k)\log(2nN_{\max})}{n}} - \frac{4Mx}{n} \sqrt{p_j(c)},
\]

where \( C_0 \) is an absolute constant. Moreover, with probability larger than \( 1 - e^{-x} \), we have

\[
\sup_{c \in \mathcal{B}(0,R)^k} \left\| \left( (\hat{X}_n - \mathbb{E}(X))(du) \bullet [(c_j - u) \mathbb{I}_{W_j(c)}(u)]\right)_{j=1,...,k} \right\| \leq \frac{C\mathbb{R}M}{\sqrt{n}} \left(k \sqrt{d\log(k)} + \sqrt{x}\right),
\]

where \( C \) is a constant.

The proof of Lemma 20 is given in Section 8.2, and is based on empirical processes theory. The second Lemma roughly ensures that the gradient of the distortion function is Lipschitzian around optimal codebooks.

**Lemma 21.** Assume that \( \mathbb{E}(X) \in \mathcal{M}(R,M) \) satisfies a margin condition with radius \( r_0 \), and denote by \( R_0 = \frac{B\rho_0}{16\sqrt{2}R} \). Let \( c^* \in C_{opt} \), and \( c \) such that \( \|c - c^*\| \leq R_0 \). Then

- \( \sum_{j=1}^{k} |p_j(c) - p_j(c^*)| \leq \frac{\rho_{\max}}{64} \),
- \( \sum_{j=1}^{k} \|\mathbb{E}(X)(du)((u - c_j) \mathbb{I}_{W_j(c)}(u)) - p_j(c^* - c_j)\| \leq \frac{\rho_{\max}}{8\sqrt{2}} \|c - c^*\| \).

The proof of Lemma 21 follows from [19, Section A.3]. At last, Lemma 22 below ensures that every step of Algorithm 1 is, up to concentration terms, a contraction towards an optimal codebook. We recall here that \( R_0 = \frac{B\rho_0}{16\sqrt{2}R} \), \( \kappa_0 = \frac{R_0}{R} \).
Lemma 22. Assume that $c \in \mathcal{B}(c^*, R_0)$. Then, with probability larger than $1 - 8e^{-c_1 n \kappa_{\text{min}} / M}$, for $n$ large enough, we have,

$$\|\hat{m}(c) - c^\star\|^2 \leq \frac{3}{4}\|c - c^\star\|^2 + \frac{K}{p_{\text{min}}}D_n^2,$$

where $D_n = \sup_{c \in \mathcal{B}(0, R_0)} \| \left( \bar{X}_n - \mathbb{E}(X) \right) \cdot \left[ \left( (c_j - x) I_{W_j(c)}(x) \right) \right] \}_{j=1, \ldots, k} \|$ and $K$ is a positive constant.

Furthermore, with probability larger than $1 - 8e^{-c_1 n \kappa_{\text{min}} / M} - e^{-c_1 n \kappa_{\text{min}}^2 / 4 M^2}$, for all $c \in \mathcal{B}(c^*, R_0)$, the above inequality holds and $\hat{m}(c) \in \mathcal{B}(c^*, R_0)$, for $n$ large enough.

The proof of Lemma 22 is postponed to the following Section 5.2. We are now in position to prove Theorem 4.

Proof of Theorem 4. First note that Algorithm 1 is defined by $c^{(t+1)} = \hat{m}(c^{(t)})$. Equipped with Lemma 22, the proof of Theorem 4 is straightforward. We settle on the event on which these Lemmas hold, that has probability larger than $1 - 24e^{-c_1 n \kappa_{\text{min}}^2 / 4 M^2}$, for $c$ small enough. On this event, we have that

$$\|c^{(t)} - c^\star\|^2 \leq \left( \frac{3}{4} \right)^t \|c^{(0)} - c^\star\|^2 + \left( \sum_{p=0}^{t-1} \left( \frac{3}{4} \right)^p \right) \frac{K}{p_{\text{min}}}D_n^2$$

$$\leq \left( \frac{3}{4} \right)^t \|c^{(0)} - c^\star\|^2 + \frac{4K}{p_{\text{min}}}D_n^2. \,$$

Then we might bound $D_n$ according to Proposition 20, that leads to the results. 

$\square$

5.2. Proof of Lemma 22

Proof of Lemma 22. Let $c \in \mathcal{B}(c^*, R_0)$. We decompose $\|\hat{m}(c) - c^\star\|^2$ as follows.

$$\|\hat{m}(c) - c^\star\|^2 = \|c - c^\star\|^2 + 2 \langle \hat{m}(c) - c, c - c^\star \rangle + \|\hat{m}(c) - c\|^2. \quad (3)$$

Next, we bound the first term of (3).

$$2 \langle \hat{m}(c) - c, c - c^\star \rangle = 2 \sum_{j=1}^{k} \frac{1}{p_j(c)} \langle \bar{X}_n(du) \cdot ((u - c_j) I_{W_j(c)}(u)), c_j - c_j^\star \rangle$$

$$\leq 2 \sum_{j=1}^{k} \frac{1}{p_j(c)} \langle \mathbb{E}(X)(du) \cdot ((u - c_j) I_{W_j(c)}(u)), c_j - c_j^\star \rangle + 2D_n \sqrt{\sum_{j=1}^{k} \frac{\|c_j - c_j^\star\|^2}{p_j(c)^2}}$$

$$\leq 2 \sum_{j=1}^{k} \frac{1}{p_j(c)} \langle p_j(c^\star)(c_j^\star - c_j), c_j - c_j^\star \rangle$$

$$+ \frac{2p_{\text{min}}}{8\sqrt{2}} \|c - c^\star\| \sqrt{\sum_{j=1}^{k} \frac{\|c_j - c_j^\star\|^2}{p_j(c)^2}} + 2D_n \sqrt{\sum_{j=1}^{k} \frac{\|c_j - c_j^\star\|^2}{p_j(c)^2}}.$$
where the last line follows from Lemma 21. Now, using Lemma 20 with $x = c_1 np_{\min}/M$, for $c_1$ a small enough absolute constant, entails that, with probability larger than $1 - 8e^{c_1 np_{\min}/M}$, for $n$ large enough and every $c \in B(c^*, R_0)$,

$$
\hat{p}_j(c) \geq \frac{63}{64} p_j(c) - \frac{p_{\min}}{64} \geq \frac{31}{32} p_{\min}
$$

$$
\hat{p}_j(c) \leq \frac{33}{32} p_j(c^*),
$$

according to Lemma 21. Therefore

$$
2 \langle \hat{m}(c) - c, c - c^* \rangle \leq -2 \sum_{j=1}^{K} \frac{p_j(c^*)}{\hat{p}_j(c)} \|c_j - c_j^*\|^2 + \frac{32}{124\sqrt{2}}\|c - c^*\|^2
$$

$$
+ K_1\|c - c^*\|^2 + K_1^{-1} \frac{32^2}{31^2 p_{\min}} D_n^2,
$$

(4)

where $K_1 > 0$ is to be fixed later. Then, the second term of (3) may be bounded as follows.

$$
\|\hat{m}(c) - c\|^2 = \sum_{j=1}^{K} \frac{\|\bar{X}_n(du)((u - c_j) 1_{W_j(c)}(u))\|^2}{\hat{p}_j(c)^2}
$$

$$
= \sum_{j=1}^{K} \frac{\|p_j(c^*)(c_j - c_j^*) + \Delta_j(c) + \Delta_{n,j}(c)\|^2}{\hat{p}_j(c)^2},
$$

where

$$
\Delta_j(c) = \mathbb{E}(X)(du) \left[(u - c_j) 1_{W_j(c)}(u) - (u - c_j^*) 1_{W_j(c^*)}(u) \right],
$$

so that $\sum_{j=1}^{K} \|\Delta_j(c)\| \leq \frac{p_{\min}}{8\sqrt{2}}\|c - c^*\|$, according to Lemma 21, and

$$
\Delta_{n,j}(c) = (\bar{X}_n - \mathbb{E}(X))(du)((u - c_j) 1_{W_j(c)}(u)),
$$

so that $\sum_{j=1}^{K} \|\Delta_{n,j}(c)\|^2 \leq D_n^2$. Thus,

$$
\|\hat{m}(c) - c\|^2 \leq (1 + K_2 + K_3) \sum_{j=1}^{K} \frac{p_j(c^*)^2}{\hat{p}_j(c)^2} \|c_j - c_j^*\|^2 + (1 + K_2^{-1} + K_4) \sum_{j=1}^{K} \frac{\|\Delta_j(c)\|^2}{\hat{p}_j(c)^2}
$$

$$
+ (1 + K_3^{-1} + K_4^{-1}) \sum_{j=1}^{K} \frac{\|\Delta_{n,j}(c)\|^2}{\hat{p}_j(c)^2}
$$

$$
\leq (1 + K_2 + K_3) \sum_{j=1}^{K} \frac{p_j(c^*)^2}{\hat{p}_j(c)^2} \|c_j - c_j^*\|^2 + (1 + K_2^{-1} + K_4) \frac{32^2}{31^2 p_{\min}}\|c - c^*\|^2
$$

$$
+ (1 + K_3^{-1} + K_4^{-1}) \frac{32^2}{31^2 p_{\min}} D_n^2,
$$

(5)
where $K_2$, $K_3$ and $K_4$ are positive constants to be fixed later. Combining (4) and (5) yields that

$$\|\hat{m}(c) - c^*\|^2 \leq \|c - c^*\|^2 \left(1 + K_1 + \frac{32}{124\sqrt{2}} + \frac{32^2}{31^2 \times 128} (1 + K_2^{-1} + K_4)\right)$$

$$- 2 \sum_{j=1}^k \frac{p_j(c)}{\hat{p}_j(c)} \|c_j - c_j^*\|^2 + (1 + K_2 + K_3) \sum_{j=1}^k \frac{p_j(c)^2}{\hat{p}_j(c)^2} \|c_j - c_j^*\|^2$$

$$+ D^2_2 \frac{32^2}{31^2 \hat{p}_j} (1 + K_1^{-1} + K_3^{-1} + K_4^{-1}).$$

Taking $K_2 = \frac{1}{32}$ gives, through numerical computation,

$$\|\hat{m}(c) - c^*\|^2 \leq \|c - c^*\|^2 \left(0.62 + K_1 + K_3 \frac{32^2}{31^2} + K_4 \frac{32^2}{31^2 \times 128}\right)$$

$$+ D^2_2 \frac{32^2}{31^2 \hat{p}_j} (1 + K_1^{-1} + K_3^{-1} + K_4^{-1})$$

$$\leq \frac{3}{4} \|c - c^*\|^2 + \frac{K}{\hat{p}_j} D^2_2,$$

for $K_1$, $K_3$ and $K_4$ small enough. Now, according to Lemma 20, it holds

$$\frac{K}{\hat{p}_j} D^2_2 \leq \frac{R_0}{4}$$

with probability larger than $1 - e^{-c_1 n \hat{p}_j^2 / n^2 / M^2}$, for some constant $c_1$ small enough. This gives the second assertion of Lemma 22.

5.3. Proof of Theorem 5

The proof of Theorem 5 will make use of the following deviation bounds.

**Lemma 23.** Let $c \in B(0, R)^k$. Then, with probability larger than $1 - 2e^{-x}$, we have, for all $j = 1, \ldots, k$,

$$|\hat{p}_j(c) - p_j(c)| \leq \sqrt{2M p_j(c)x} + \frac{M x}{n}.$$

Moreover, with probability larger than $1 - e^{-x}$, we have,

$$\left\| (\hat{X}_n - E(X))(du) \cdot \left( (c_j - u)^I_wj(c)(u) \right)_{j=1,\ldots,k} \right\| \leq \frac{4RM \sqrt{k}}{\sqrt{n}} (1 + \sqrt{x}).$$

A proof of Lemma 23 is given in Section 8.3. Equipped with Lemma 23, the proof of Theorem 5 follows the proof of [26, Lemma 1].
Proof of Theorem 5. Assume that \( n \geq k \). According to Lemma 23, if \( n_t = \lceil B t \rceil \leq \frac{CM}{D_{\min}} \log(n) \), for \( C \) large enough to be fixed later, then, taking \( x = 4 \log(2n) \) leads to, for all \( t \leq T \), with probability larger than 1 – \( \frac{x}{n^x} \),
\[
|p_j^{(t)} - p_j^{(t)}| \leq \frac{p_{\min} + \sqrt{p_j^{(t)} p_{\min}}}{256}
\]
\[
\left\| (\bar{X}_n - \mathbb{E}(X))(du) \cdot \left( (c_j^{(t)} - u)1_{W_j(c^{(t)})(u)} \right) \right\| \leq 8R\sqrt{\frac{kp_{\min}}{CM}}
\]
where \( p_j^{(t)} \) denotes \( \bar{X}_{B_t}(W_j(c^{(t)})) \). Let \( A_T \) denote this probability event. First we prove that if \( c^{(0)} \in B(c^*, R_0) \), then, on \( A_T \), for all \( t \leq T \), \( c^{(t)} \in B(c^*, R_0) \). We proceed recursively, assuming that \( c^{(t)} \in B(c^*, R_0) \). Then, on \( A_T \), applying Lemma 21 yields that \( \frac{32}{33} p_j^* \geq p_j^* \geq \frac{31}{32} p_j^* \). Denoting by \( a_t = \|c^{(t)} - c^*\|^2 \) and \( g_{t+1} = \left( \frac{\bar{X}_{B_{t+1}(du)1_{W_j(c^{(t)})(u)}}}{p_j^{(t+1)}} \right) \), the recursion equation entails that
\[
a_{t+1} \leq a_t - \left[ \frac{2}{t+1} g_{t+1} + \sqrt{\sum_{j=1}^k \|\Delta_{n,j}^{(t+1)}\|^2} \right] \|g_{t+1}\|^2.
\] (6)

As in the proof of Theorem 4, denote by
\[
\Delta_j^t = \mathbb{E}(X)(du) \cdot \left( (u - c_j^{(t)})1_{W_j(c^{(t)})(u)} \right) - p_j^* \left( c_j^* - c_j^{(t)} \right)
\]
\[
\Delta_{n,j}^{t+1} = (\bar{X}_{B_{t+1}} - \mathbb{E}(X)(du)) \cdot (u - c_j^{(t)})1_{W_j(c^{(t)})(u)}
\]
\[
D_n^{t+1} = \sqrt{\sum_{j=1}^k \|\Delta_{n,j}^{t+1}\|^2}.
\]
We have that
\[
- \frac{2}{t+1} \langle g_{t+1}, c - c^* \rangle \leq - \frac{2}{t+1} \sum_{j=1}^k \left( \frac{p_j^*}{p_j^{(t+1)}} \|c_j^{(t)} - c_j^*\|^2 - \frac{\|\Delta_{n,j}^{(t+1)}\| \|c_j^{(t)} - c_j^*\|^2}{p_j^{(t+1)}} \right) - \frac{\|c_j^{(t)} - c_j^*\| \|\Delta_j^t\|}{p_j^{(t+1)}}
\]
\[
\leq -\frac{2}{33(t+1)} \|c^{(t)} - c^*\|^2 - \frac{64}{31p_{\min}(t+1)} \|c^{(t)} - c^*\| D_n^{t+1} + \frac{64}{8\sqrt{2} \times 31(t+1)} \|c^{(t)} - c^*\|^2
\]
\[
\leq \|c^{(t)} - c^*\| \left( \frac{-64}{33(t+1)} + \frac{K_4}{t+1} + \frac{64}{8\sqrt{2} \times 31(t+1)} \right) + K_4^{-1} \left( \frac{32}{31p_{\min}} D_n^{(t+1)} \right)^2,
\]
according to Lemma 21, where \( K_4 \) denotes a constant. Next, the second term
in (6) may be bounded by
\[\|g_{t+1}\|^2 \leq \sum_{j=1}^{k} \frac{1}{(p_j^{t+1})^2} \|p_j^{(t)}\|^2 c_j^{(t)} - c_j^\star \|^2 (1 + K_1 + K_2) + \frac{p_{min}^2}{128 \min_j (p_j^{t+1})^2} \|c^{(t)} - c^\star\|^2 (1 + K_2^{-1} + K_3)\]
\[+ \frac{1}{\min_j (p_j^{t+1})^2} (1 + K_1^{-1} + K_3^{-1}) (D_{n}^{t+1})^2\]
\[\leq \frac{32^2}{31^2} \|c^{(t)} - c^\star\|^2 \left(1 + K_1 + K_2 + \frac{1 + K_2^{-1} + K_3}{128}\right) + (D_{n}^{t+1})^2 \frac{32^2}{31^2} \frac{1}{p_{min}^2} \left(1 + K_1^{-1} + K_3^{-1}\right),\]
where \(K_1, K_2\) and \(K_3\) are constants to be fixed later. Combining pieces and using \(t + 1 \geq 1\) leads to
\[a_{t+1} \leq a_t + \frac{a_t}{t + 1} \left(\frac{-64}{33} + \frac{64}{8 \sqrt{2} \times 31} + K_4 + \frac{32^2}{31^2} \left(1 + K_1 + K_2 + \frac{1 + K_2^{-1} + K_3}{128}\right)\right)\]
\[+ (D_{n}^{t+1})^2 \frac{32^2}{31^2} \frac{K_4^{-1}}{p_{min}^2} + \frac{32^2}{31^2} \frac{1}{p_{min}^2} \left(K_1 + \frac{K_3}{128}\right),\]
Choosing \(K_2 = \frac{1}{32}\) entails that
\[\left(\frac{-64}{33} + \frac{64}{8 \sqrt{2} \times 31} + K_4 + \frac{32^2}{31^2} \left(1 + K_1 + K_2 + \frac{1 + K_2^{-1} + K_3}{128}\right)\right)\]
\[\leq -0.38 + K_4 + \frac{32^2}{31^2} \left(K_1 + \frac{K_3}{128}\right),\]
so that, for \(K_1, K_3\) and \(K_4\) small enough, we have
\[a_{t+1} \leq 0.8a_t + \frac{K}{p_{min}^2} (D_{n}^{t+1})^2.\]
Now, if \(n_t = c_0 \frac{kM^2}{p_{min}(t)}\), \(n \geq k\), where \(c_0\) is an absolute constant, Lemma 23 with \(x = 4 \log(2n)\) yields that
\[a_{t+1} \leq 0.8a_t + 0.2R_0^2 \leq R_0^2.\]
Next, if \(\mathcal{F}_t\) denotes the sigma-algebra corresponding to the observations of the \(t\) first mini-batches \(B_1, \ldots, B_t\), and \(E_t\) denotes the conditional expectation with respect to \(\mathcal{F}_t\). We will show that
\[Ea_{t+1} \leq \left(1 - \frac{2 - K_1}{t + 1}\right) Ea_t + \frac{12kMR^2}{p_{min}(t + 1)^2},\] (7)
where \(K_1 < \frac{1}{8}\). Starting from (6), we may write
\[Ea_{t+1} = Ea_t - \frac{2}{t + 1} E \left\langle g_{t+1}, c^{(t)} - c^\star \right\rangle + \frac{1}{(t + 1)^2} E \|g_{t+1}\|^2.\]
Next, since on $A_T$ it holds that \( \langle \bar{X}_{B_{t+1}}(du)(c_j^{(t)} - u) \mathbb{1}_{W_j(\ell^{(t)})}(u), c_j^{(t)} - c_j^* \rangle \geq 0 \), we may write

\[
E \left\langle -g_{t+1}, c^{(t)} - c^* \right\rangle = E \left( \langle -g_{t+1}, c^{(t)} - c^* \rangle \mathbb{1}_{A_T} \right) + R_1 \\
\leq E \sum_{j=1}^{k} \frac{32}{33p_j} \langle \bar{X}_{B_{t+1}}(u - c_j^*) \mathbb{1}_{W_j(\ell^{(t)})}(u), c_j^{(t)} - c_j^* \rangle \mathbb{1}_{A_T} + R_1 \\
\leq E \sum_{j=1}^{k} \frac{32}{33p_j} \langle \bar{X}_{B_{t+1}}(u - c_j^*) \mathbb{1}_{W_j(\ell^{(t)})}(u), c_j^{(t)} - c_j^* \rangle + R_1 + R_2,
\]

where, for $i = 1, 2$, $R_i \leq \frac{4kR^2M}{p_{\min}} \leq \frac{4k^2R^2M}{n^2p_{\min}} \leq \frac{4kMR^2}{p_{\min}(t+1)^2}$. Next, we have that

\[
E_t \sum_{j=1}^{k} \frac{32}{33p_j} \langle \bar{X}_{B_{t+1}}(u - c_j^{(t)}) \mathbb{1}_{W_j(\ell^{(t)})}(u), c_j^{(t)} - c_j^* \rangle \\
\leq \sum_{j=1}^{k} \frac{32}{33p_j} E_t \left[ \langle \bar{X}_{B_{t+1}}(u - c_j^*) \mathbb{1}_{W_j(\ell^{(t)})}(u), c_j^{(t)} - c_j^* \rangle \right] \\
\leq \frac{32}{33} t + \left( \sum_{j=1}^{k} \frac{32}{33p_j} \langle \Delta_{j}^{t+1}, c_j^* - c_j^* \rangle \right) \\
\leq \left( \frac{32}{33} \left( 1 - \frac{1}{8\sqrt{2}} \right) a_t \right),
\]

according to Lemma 21. Since $\|g_{t+1}\|^2 \leq 4kR^2$ and $p_{\min} \leq \frac{M}{k}$, we immediatly get

\[
E_t a_{t+1} \leq \left( 1 - \frac{2}{t+1} \right) E_t a_t + \frac{12kMR^2}{p_{\min}(t+1)^2},
\]

with $K_1 \leq 0.5$. Equipped with (7), we can prove Theorem 5, the same way as in the proof of [26, Lemma 1]. Namely, we prove recursively that

\[
E_t a_t \leq \frac{24kMR^2}{p_{\min} t^2}.
\]

Denote by $G = \frac{12kMR^2}{p_{\min}}$. The case $t = 1$ is obvious. Next, assuming that $E_t a_t \leq \frac{2G}{t}$ and using (7) we may write

\[
E_{t+1} \leq \left( 1 - \frac{2}{t+1} \right) E_t a_t + \frac{K_1}{t+1} E_t a_t + \frac{G}{(t+1)^2} \\
\leq \frac{G}{(t+1)} [2t + 2K_1 - 1].
\]

Since $K_1 \leq \frac{1}{2}$, we get that $E_{t+1} \leq 2G/(t+1)$. \(\square\)
6. Proofs for Section 3

6.1. Proof of Proposition 8

Assume that $X_1, \ldots, X_n$ is $(p,r,\Delta)$-shattered by $c$, let $i_1, i_2$ in $[1,n]$ be such that $Z_{i_1} \neq Z_{i_2}$, and without loss of generality assume that

$$X_{i_1}(\mathcal{B}(c_1,r/p)) \geq \max_{u \in \mathcal{B}(c_1,r/p)} X_{i_2}(\mathcal{B}(u,4rp)) + \Delta.$$

Let $\Psi$ be a $(p,\delta)$-kernel and $\sigma \in [r,2r]$. We have

$$X_{i_1}(du) \cdot \Psi((u-c_1)/\sigma) \geq X_{i_2}(du) \cdot \left[\Psi((\|u-c_1\|/\sigma)1_{\mathcal{B}(c_1,r/p)}(u)\right]$$

$$\geq (1-\delta) X_{i_1}(\mathcal{B}(c_1,r/p))$$

$$\geq X_{i_1}(\mathcal{B}(c_1,r/p)) - \delta M.$$

On the other hand, we have that

$$X_{i_2}(du) \cdot \Psi((\|u-c_1\|/\sigma) \leq X_{i_2}(du) \cdot \left[\Psi((\|u-c_1\|/\sigma)1_{\mathcal{B}(c_1,4pr)}\right]$$

$$+ X_{i_2}(du) \cdot \left[\Psi((\|u-c_1\|/\sigma)1_{\mathcal{B}(c_1,4pr)}^c\right]$$

$$\leq X_{i_2}(\mathcal{B}(c_1,4pr)) + \delta X_{i_2}(\{\mathcal{B}(c_1,4pr)\}^c)$$

$$\leq X_{i_1}(\mathcal{B}(c_1,r/p)) - \Delta + \delta M.$$

We deduce that

$$\|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_{\infty} \geq \Delta - 2\delta M \geq \frac{\Delta}{2},$$

whenever $\delta \leq \frac{\Delta}{M}.$

6.2. Proof of Proposition 10

Let $i_1, i_2$ in $[1,n]$ such that $Z_{i_1} = Z_{i_2}$. Let $(Y_1, Y_2)$ be a random vector such that $Y_1 \sim X_{i_1}, Y_2 \sim X_{i_2}$, and $\mathbb{E}(\|Y_1 - Y_2\|) \leq w$. Let $c \in \mathcal{B}(0,R)$, we have

$$|X_{i_1}(du) \cdot \Psi((\|u-c\|/\sigma)) - X_{i_2}(du) \cdot \Psi((\|u-c\|/\sigma))|$$

$$\leq |\mathbb{E}(\Psi((\|Y_1-c\|/\sigma)) - \Psi((\|Y_2-c\|/\sigma))|$$

$$\leq \mathbb{E}\left(\frac{\|Y_1 - Y_2\|}{\sigma}\right)$$

$$\leq \frac{w}{\sigma}.$$

hence $\|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_{\infty} \leq w/\sigma$. Now if $X_1, \ldots, X_n$ is $r\Delta/4$-concentrated, and $\sigma \in [r,2r]$, we have $\|v_{c,\sigma}(X_{i_1}) - v_{c,\sigma}(X_{i_2})\|_{\infty} \leq \frac{\Delta}{4}.$
6.3. Proof of Corollary 11

According to Theorem 4, for $n$ large enough, with probability larger than $1 - \exp \left[ -C \left( \frac{\eta r^2 p \log(n)}{p^2 M^2 R^2 k^2 d \log(k)} \right) \right]$, we have $\|\hat{c}_n - c^*\| \leq \frac{\epsilon}{p}$. Let $i_1, i_2 \in \{1, n\}$ be such that $Z_{i_1} \neq Z_{i_2}$. Without loss of generality assume that

$$X_{i_1} (\mathcal{B}(c_1^1, r/p)) \geq X_{i_2} (\mathcal{B}(c_1^1, 4pr)) + \Delta.$$ 

Then $X_{i_1} (\mathcal{B}(\hat{c}_1, 2r/p)) \geq X_{i_1} (\mathcal{B}(\hat{c}_1, r/p))$, and $X_{i_2} (\mathcal{B}(\hat{c}_1, 4(p/2)r)) \leq X_{i_2} (\mathcal{B}(c_1^1, 4pr))$ entails that

$$X_{i_1} (\mathcal{B}(\hat{c}_1, 2r/p)) \geq X_{i_2} (\mathcal{B}(\hat{c}_1, 4(p/2)r)) + \Delta.$$ 

7. Proofs for Section 4

7.1. Proof of Proposition 15

Proof. Proof of Proposition 15 Let $D'_1$ denote the persistence diagram built from the sublevel sets of $d_{1, N}$, where $d_{1, N}$ is an $N$-sample drawn on $M$ (without the infinite connected component), and let $R$ denote the diameter of $M$. Then, every point of $D'_1$ is in $\mathcal{B}(0, R)$. For short denote by $\alpha_N = (\frac{D}{N})^{d+1/d}$, and we take $N$ large enough so that $\alpha_N \leq \frac{h^2}{M^2} \wedge \frac{h}{4}$. For a positive $t$, we denote by $D_{\geq t} = \sum_{\mathcal{m} \in D'} |x_{i}^t - x_j^t| n(m) \delta_m$, where we recall that $D'$ denotes the persistence diagram built from the sublevels sets of $d_M$. Since $D_{\geq t}$ is finite, there exists $h_0$ such that, for every $m \in D_{\geq s-h_0}$, $m \in D_{\geq s}$. At last, denote by $\hat{B} = \min_{i \neq j} \|m_i - m_j\|_\infty$, where the $m_j$s are the points of $D_{\geq s}$, and choose $n$ large enough so that $h \leq \frac{\hat{B}^2}{2}$.

For such an $h$, we have, with probability larger than $1 - \alpha_N$ so that $\|d_{1, N} - d_M\|_\infty \leq h$, for every $j \in \{1, k_0\}$, $x_i^{(j)}$, $x_{i_1}^{(j)}$, $\ldots$, $x_{i_{n_j}}^{(j)} \in D_{\geq s-h} \cap \mathcal{B}_{\infty}(m_j, h)$, and $|D_{1, \geq s-h}| = M$. To bound $M(\mathbb{E}(D_{1, \geq s-h}))$, note that, with probability larger than $1 - \alpha_N$, $M(D_{1, \geq s-h}) = M$, and with probability smaller than $\alpha_N$, $M(D_{1, \geq s-h}) \leq N^d$, so that

$$|M(\mathbb{E}(D_{1, \geq s-h})) - M| \leq \alpha_N (M + N^d).$$

Next, we choose $N$ large enough so that $|M(\mathbb{E}(D_{1, \geq s-h})) - M| \leq \frac{\alpha_N}{2}$. Denoting by $m = (m_1, \ldots, m_{k_0})$, we have

$$R(m) \leq 2h^2 M (1 - \alpha_N) + \alpha_N 4R^2 \times 3M/2 \leq 8M h^2.$$

Now, if there exists $j$ such that, for all $i \in \{1, k_0\}$, $c_j - m_i \geq \sqrt{M} h$, then

$$R(c) > (1 - \alpha_N) 16M h^2 \geq 8M h^2 \geq R(m).$$
7.2. Proof of Proposition 17

We let $\alpha_\ell = \left( \frac{1}{N_\ell} \right)^{d_1 + \frac{c}{2}}$, and $A = \{ \|d_{Y_N} - d_{M_Z}\|_\infty > h_Z \}$, so that $\mathbb{P}(A \mid Z = \ell) \leq \alpha_\ell$. Also, let $m_{k_0+1}, \ldots, m_{k_0+K_0(h)}$ be such that $\bigcup_{\ell=1}^L D_{2s}^{(\ell)} \setminus \{ m_1, \ldots, m_{k_0} \} \subset \bigcup_{s=1}^{K_0(h)} B_\infty(m_{k_0+s}, h)$, and $m = (m_1, \ldots, m_{k_0+K_0(h)})$. At last, we let $R = \max_{\ell \leq L} \text{diam}(S_\ell)$.

For $N_\ell$ large enough so that $D_{\geq s-h_\ell}^{(\ell)} = D_{\geq s}^{(\ell)}$ and $s/2 > h_\ell$, we have

$$R(m) = \mathbb{E} \left( \sum_{\ell=1}^L \mathbb{1}_{Z=\ell} X^{(\ell)}(du) \cdot \min_{j=1, \ldots, k_0+K_0(h)} \|u - m_j\|^2 \right)$$

$$= \mathbb{E} \left( \sum_{\ell=1}^L \mathbb{1}_{Z=\ell \cap A} X^{(\ell)}(du) \cdot \min_{j=1, \ldots, k_0+K_0(h)} \|u - m_j\|^2 \right)$$

$$+ \mathbb{E} \left( \sum_{\ell=1}^L \mathbb{1}_{Z=\ell \cap A'} X^{(\ell)}(du) \cdot \min_{j=1, \ldots, k_0+K_0(h)} \|u - m_j\|^2 \right)$$

$$\leq \mathbb{E} \left( \sum_{\ell=1}^L \sum_{u \in \mathbb{R}^2} \mathbb{1}_{Z=\ell \cap A} 4 R^2 N_{d_\ell}^{(\ell)} \right) + \mathbb{E} \left( \sum_{\ell=1}^L \sum_{u \in \mathbb{R}^2} \mathbb{1}_{Z=\ell \cap A'} M^{(\ell)} 2 h_\ell^2 \right)$$

$$\leq 2 h_\ell^2 \bar{M} + 4 R^2 \pi_\ell \alpha_\ell N_{d_\ell}^{(\ell)}.$$  

For $N_\ell$ large enough so that $\alpha_\ell N_{d_\ell}^{(\ell)} \leq \frac{M h_\ell^2}{2}$, we have

$$R(m) \leq 6 h_\ell^2 \bar{M}.$$  

On the other hand, let $c$ be a $k$-points codebook such that, for every $p \in [1, k]$, $\|m_1 - c_p\|_\infty > 5 \sqrt{\frac{M}{\pi_{\min}}} h$. Then we have

$$R(c) \geq \mathbb{E} \left( \sum_{\ell=1}^L \sum_{u \in \mathbb{R}^2} \mathbb{1}_{A \cap Z=\ell} X^{(\ell)}(B_\infty(m_1, h)) \left( 5 \sqrt{\frac{M}{\pi_{\min}}} - 1 \right)^2 \right) h_\ell^2$$

$$\geq \mathbb{E} \left( \sum_{\ell=1}^L \sum_{u \in \mathbb{R}^2} \mathbb{1}_{A \cap Z=\ell} n^{(\ell)}(m_1) \left( 5 \sqrt{\frac{M}{\pi_{\min}}} - 1 \right)^2 \right) h_\ell^2.$$  

Now let $\ell_0$ be such that $n^{(\ell_0)}(m_1) \geq 1$, and assume that the $N_\ell$’s are large enough so that $\alpha_\ell \leq \frac{1}{2}$. It holds

$$R(c) \geq \left( 5 \sqrt{\frac{M}{\pi_{\min}}} - 1 \right)^2 h_\ell^2 \pi_{\min} (1 - \alpha_\ell_0)$$

$$\geq 8 M h_\ell^2$$

$$> R(m),$$

hence the result.
Proof of Proposition ??

We let \( M = \max_{\ell \leq L} M_\ell \), \( h_0 \) be such that \( \bar{D}_{\geq s-h_0} = \bar{D}_{\geq s} \). Let \( \kappa \leq \frac{1}{16} \wedge \frac{h_0}{2\bar{B}} \). Under the assumptions of Proposition 17, we choose \( N_\ell, \ell \leq L \) large enough so that

\[
\frac{5\sqrt{Mh}}{\sqrt{\pi_{\min}}} \leq \kappa \bar{B}.
\]

Next, denote by \( \alpha_\ell = N_\ell \left( \frac{\kappa \bar{B}^p L_{f_{\min},L} N_\ell}{c_\ell d_{\ell} \log(N_\ell)} \right) \). Then we have

\[
\mathbb{P} \left( \exists i \in [1,n] \mid d_B(X_i, D_{\geq s}^Z) > \kappa \bar{B} \right) \leq \sum_{i=1}^{n} \mathbb{P} \left( d_B(X_i, D_{\geq s}^Z) > \kappa \bar{B} \right)
\]

\[
\leq \sum_{i=1}^{n} \sum_{\ell=1}^{L} \pi_{\ell} \alpha_\ell
\]

\[
\leq n \max_{\ell \leq L} \alpha_\ell.
\]

For the remaining of the proof we assume that, for \( i = 1, \ldots, n \), \( d_B(X_i, D_{\geq s}^Z) \leq \kappa \bar{B} \), that occurs with probability larger than \( 1 - n \max_{\ell \leq L} \alpha_\ell \). Let \( i_1 \neq i_2 \), and assume that \( Z_{i_1} = Z_{i_2} = z \). Then \( W_{\infty}(X_{i_1}, X_{i_2}) = d_B(X_{i_1}, X_{i_2}) \leq 2\kappa \bar{B} \). Hence \( W_1(X_{i_1}, X_{i_2}) \leq 2M \kappa \bar{B} \).

Now assume that \( Z_{i_1} \neq Z_{i_2} \), and without loss of generality \( m_{Z_{i_1}, Z_{i_2}} = m_1 \) with \( D_{\geq s}^Z(\{m_1\}) \geq D_{\geq s}^Z(\{m_1\}) + 1 \). Let \((p, r)\) in \( \mathbb{N}^* \times \mathbb{R}^+ \) be such that \( r/p \geq 2\kappa \bar{B} \) and \( 4rp \leq \left( \frac{1}{2} - \kappa \right) \bar{B} \). Since \( \|c_i^* - m_1\|_{\infty} \leq \kappa \bar{B} \) and \( d_B(X_{i_1}, D_{\geq s}^Z) \leq \kappa \bar{B} < h_0 \), we get

\[
X_{i_1} \left( B(c_i^*, r/p) \right) = D_{\geq s}^Z(\{m_1\}).
\]

On the other hand, since \( 4rp \leq \left( \frac{1}{2} - \kappa \right) \bar{B} \), we also have

\[
X_{i_2} \left( B(c_i^*, 4rp) \right) = D_{\geq s}^Z(\{m_1\}).
\]

Thus \( X_1, \ldots, X_n \) is \((p, r, 1)\)-shattered by \( c^* \).

### 7.3. Proof of Corollary 19

In the case where \( \Psi = \Psi_{\mathcal{X}t} \), we have that \( \Psi_{\mathcal{X}t} \) is a \((p, 1/p)\) kernel. The requirement \( 1/p \leq \frac{1}{16\bar{B}} \) of Proposition 8 is thus satisfied for \( p_{\mathcal{X}t} = \lfloor 4M \rfloor \). On the other hand, choosing \( r_{\mathcal{X}t} = \frac{\bar{B}}{2r_{\mathcal{X}t}} \) ensures that \( 8r_{\mathcal{X}t} p_{\mathcal{X}t} \leq 1/(2 - \kappa) \bar{B} \) and \( r_{\mathcal{X}t} \geq 2\kappa \bar{B} \), for \( \kappa \) small enough. Thus, the requirements of Proposition 18 are satisfied: \( c^* \) is a \((p_{\mathcal{X}t}, r_{\mathcal{X}t}, 1)\) shattering of \( X_1, \ldots, X_n \). At last, using Corollary 11, we have that \( c_n \) is a \((p_{\mathcal{X}t}, r_{\mathcal{X}t}, 1)\) shattering of \( X_1, \ldots, X_n \), on the probability event described by Corollary 11. It remains to note that \( 2\kappa \bar{B} \leq \frac{r_{\mathcal{X}t}}{4} \).
for $\kappa$ small enough to conclude that $X_1, \ldots, X_n$ is $\frac{\tilde{t}M}{4}$-concentrated on the probability event described in Proposition 18. Thus Proposition 10 applies.

The case $\Psi = \Psi_0$ is simpler. Since $\Psi_0$ is a $(1,0)$-kernel, we obviously have that $0 \leq \tilde{t}M$, so that the requirement of Proposition 18 is satisfied. With $p_0 = 1$ and $r_0 = \frac{\tilde{B}}{16}$ we immediatly get that $r_0/(2p_0) \geq 2\kappa\tilde{B}$ and $8r_0p_0 \leq (1/2 - \kappa\tilde{B})$, for $\kappa$ small enough, so that $\tilde{c}$ is a $(p_0, r_0, 1)$ shattering of $X_1, \ldots, X_n$. As well, $2M\kappa\tilde{B} \leq \frac{\tilde{t}M}{4}$, for $\kappa$ small enough. Thus Proposition 10 applies.

8. Technical proof

8.1. Proof of Lemma 12

The lemma follows from standard arguments in geometric inference and persistent homology theory.

First, the definition of generalized gradient of $d_M$ - see [8] or [4] Section 9.2 - implies that the critical points of $d_M$ are all contained in the convex hull of $M$. As a consequence, they are all contained in the sublevel set $d_M^{-1}([0, 2diam(M)])$. It follows from the Isotopy Lemma - [4] Theorem 9.5 - that all the sublevel sets $d_M^{-1}([0, t])$, $t > 2diam(M)$ have the same homology. As a consequence, no point in $D$ has a larger coordinate than $2diam(M)$ and $D$ is contained in $[0, 2diam(M)]^2$.

Since $M$ is compact, the persistence module of the filtration defined by the sublevel sets of $d_M$ is $q$-tame (Corollary 3.35 in [9]). Equivalently, this means that for any $b_0 < d_0$, the intersection of $D$ with the quadrant $Q_{(b_0, d_0)} = \{(b, d) : b < b_0 \text{ and } d_0 < d\}$ is finite. Noting that the intersection of $[0, 2diam(M)]^2$ with the half-plane $\{(b, d) : d \geq b + s\}$ can be covered by a finite union of quadrants $Q_{(b, b+s)}$ concludes the proof of the lemma.

8.2. Proof of Lemma 20

Let $Z_1$ denote the process

$$Z_1 = \sup_{c \in \mathcal{B}(0, R)^k, j=1,...,k} \left| \frac{\hat{X}_n}{M} - \frac{E(X)}{M} \right|_{W_j(c)}.$$ 

Note that the VC dimensions of Voronoi cells in a $k$-points Voronoi diagram is at most $c_0 kd \log(k)$ ([31, Theorem 1.1]). We first use a symmetrization bound.

Lemma 24. Let $\mathcal{F}$ denote a class of functions taking values in $[0,1]$, and $X_1, \ldots, X_n$, $X'_1, \ldots, X'_n$ i.i.d random variables drawn from $P$. Denote by $P_n$ and $P'_n$ the empirical distributions associated to the $X_i$’s and $X'_i$’s. If $n\tilde{t}^2 \geq 1,$
then
\[ P \left( \sup_{f \in \mathcal{F}} \frac{(P' - P_n)f}{\sqrt{P_n'f + P_nf}} \geq 2t \right) \leq 2P \left( \sup_{f \in \mathcal{F}} \frac{(P' - P_n)f}{\sqrt{(P_n'f + P_nf)/2}} \geq t \right) \]
\[ P \left( \sup_{f \in \mathcal{F}} \frac{(P - P_n)f}{\sqrt{P_nf}} \geq 2t \right) \leq 2P \left( \sup_{f \in \mathcal{F}} \frac{(P - P_n)f}{\sqrt{(P_nf + P_nf)/2}} \geq t \right). \]

For the sake of completeness a proof of Lemma 24 is given in Section 8.4. Next, introducing \( \sigma_1, \ldots, \sigma_n \) independent Rademacher variables, we get
\[ P \left( \sup_{f \in \mathcal{F}} \frac{(P' - P_n)f}{\sqrt{(P_n'f + P_nf)/2}} \geq t \right) \leq \mathbb{E}_{X_1, \ldots, X_n, X'_1, \ldots, X'_n} \left( \mathbb{P}_\sigma \left( \sup_{f \in \mathcal{F}} \frac{\frac{1}{n} \sum_{i=1}^n \sigma_i (f(X_i) - f(X'_i))}{\sqrt{(P_n'f + P_nf)/2}} \geq t \right) \right). \]

For a set of functions \( \mathcal{F} \) and elements \( x_1, \ldots, x_q \in \mathcal{M}(R) \) we denote by \( S_\mathcal{F}(x_1, \ldots, x_q) \) the cardinality of the set \( \left\{ (f(x_1), \ldots, f(x_q)) \mid f \in \mathcal{F} \right\} \). Let \( \mathcal{F}_1 \) denote the sets of functions \( \{ X \in \mathcal{M}(R, M) \mapsto X(W)/M \mid W = \bigcap_{j=1}^k H_j, \ H_j \text{ half-space} \} \). Since, for every \( i \in [1, n] \), \( X_i = \sum_{j=1}^{n'} \mu_{i,j} \delta_{x(j)} \), we have
\[ S_{\mathcal{F}_1}(X_1, \ldots, X_n, X'_1, \ldots, X'_n) \leq \left| \{(1W(x_j^{(i)}))_{i=1, \ldots, 2n', j=1, \ldots, n} \mid W = \bigcap_{j=1}^k H_j, \ H_j \text{ half-space} \} \right| \]
\[ \leq \left( 2 \left( \sum_{i=1}^{2n'} \mu_{i,i'} \right)^{kd\log(k)} \right)^k, \]
using [23, Theorem 1], and [31, Theorem 1] to bound the VC-dimension of the sets \( W \)'s. On the other hand, for any \( f \in \mathcal{F}_1 \), it holds
\[ \frac{\sum_{i=1}^n (f(X'_i) - f(X_i))^2}{\sum_{i=1}^n (f(X_i) + f(X'_i))^2} \leq 1. \]
Thus, combining Hoeffding’s inequality and a plain union bound yields
\[ \left( \mathbb{P}_\sigma \left( \sup_{f \in \mathcal{F}_1} \frac{\frac{1}{n} \sum_{i=1}^n \sigma_i (f(X_i) - f(X'_i))}{\sqrt{(P_n'f + P_nf)/2}} \geq t \right) \right) \leq \left( 2 \sum_{i=1}^{n} (\mu_{i,i'} \right)^{kd\log(k)} e^{-nt^2}, \]

hence, since for \( i = 1, \ldots, n, \ X_i \in \mathcal{M}_{\max} (R, M), \)
\[ \mathbb{P} \left( \sup_{f \in \mathcal{F}} \frac{(P'_n - P_n)f}{\sqrt{(P_n'f + P_nf)/2}} \geq t \right) \leq (4nN_{\max})^{kd\log(k)} e^{-nt^2}, \]

that proves the second inequality of Lemma 20. The first inequality of Lemma 20 derives the same way from the second inequality of Lemma 24.
We turn to the third inequality of Lemma 20. Let $Z$ denote the process

$$Z = \sup_{c \in B(0, R)^k, \|t\| \leq 1} \left( \left( \frac{\bar{X}_n}{M} - \frac{E(X)}{M} \right) \cdot \left[ (c_j - u) \mathbb{I}_{W_j(c_j)}(u) \right] \right)_{j=1, \ldots, k},$$

and, for $j = 1, \ldots, k$,

$$Z_j = \sup_{c \in B(0, R)^k, \|t_j\| \leq 1} \left( \frac{1}{M} (\bar{X}_n - E(X)) \cdot \left[ (c_j - u) \mathbb{I}_{W_j(c_j)}(u) \right] , t_j \right),$$

so that $Z \leq \sum_{j=1}^k Z_j^2$. According to the bounded differences inequality ([5, Theorem 6.2]), we have

$$\mathbb{P} \left( Z_j \geq E(Z_j) + \sqrt{\frac{8R^2}{n}} \right) \leq e^{-x}.$$

Using symmetrization we get

$$\mathbb{E} Z_j \leq \frac{2}{n} \mathbb{E} X_1, \ldots, X_n \sup_{c \in B(0, R)^k, \|t\| \leq 1} \sum_{i=1}^n \sigma_i \left( \frac{X_i}{M} \cdot \left[ (c_j - u) \mathbb{I}_{W_j(c_j)}(u) \right] , t_j \right),$$

where $\sigma_1, \ldots, \sigma_n$ are i.i.d Rademacher variables. Now assume that $X_1, \ldots, X_n$ is fixed and $j = 1$. For a set $\mathcal{F}$ of real-valued functions we denote by $\mathcal{N}(\mathcal{F}, \varepsilon, \|\|)$ its $\varepsilon$-covering number with respect to the norm $\|\|$. Denoting by $\Gamma_0$, $\Gamma_1$ and $\Gamma_2$ the following sets

$$\Gamma_0 = \left\{ \gamma^{(0)}_{(c,t_1)} : X \mapsto \frac{X}{M} \cdot \left[ \frac{(c_1 - u) \mathbb{I}_{W_1(c_1)}}{2R} \right] | c \in B(0, R)^k, t_1 \in B(0, 1) \right\},$$

$$\Gamma_1 = \left\{ \gamma^{(1)}_{(c_1,t_1)} : x \mapsto \frac{(c_1 - u)}{2R} \mathbb{I}_{W_1(c_1)}(x) | c_1 \in B(0, R), t_1 \in B(0, 1) \right\},$$

$$\Gamma_2 = \left\{ \gamma_{c,c'} : x \mapsto \mathbb{I}_{W_1(c)}(x) | c \in B(0, R)^k \right\},$$

so that, for every $(c, t_1), (c', t'_1) \in (B(0, R)^k \times B(0, 1))^2$,

$$\gamma^{(0)}_{(c,t_1)}(X_t) - \gamma^{(0)}_{(c',t'_1)}(X_t) = \frac{X_t}{M} \cdot \left[ \gamma^{(1)}_{(c_1,t_1)}(.) \gamma^{(2)}_{c,c'}(.) - \gamma^{(1)}_{(c_1,t'_1)}(.) \gamma^{(2)}_{c',c'}(.) \right].$$

Let $\varepsilon > 0$. If $\|\gamma^{(1)}_{(c_1,t_1)} - \gamma^{(1)}_{(c'_1,t'_1)}\| \leq \varepsilon$, we may write

$$(\gamma^{(0)}_{(c,t_1)}(X_t) - \gamma^{(0)}_{(c',t'_1)}(X_t))^2 \leq \left( \varepsilon + \frac{X_t}{M} \cdot \left[ \|\gamma^{(2)}_c - \gamma^{(2)}_{c'}\| \right] \right)^2.$$  

Thus,

$$\|\gamma^{(0)}_{(c,t_1)} - \gamma^{(0)}_{(c',t'_1)}\|_{L^2(P_n)} \leq 2\varepsilon^2 + \frac{2}{n} \sum_{j=1}^n \|\gamma^{(2)}_c - \gamma^{(2)}_{c'}\|_{L^2(X_t/M)} \leq 2\varepsilon^2 + 2\|\gamma^{(2)}_c - \gamma^{(2)}_{c'}\|_{L^2(X_t/M)} \leq 2\varepsilon^2 + 2\|\gamma^{(2)}_c - \gamma^{(2)}_{c'}\|_{L^2(X_t/M)}.$$

We deduce
\[ N(\Gamma_0, \varepsilon, L_2(P_n)) \leq N(\Gamma_1, \varepsilon/2, \|\cdot\|_\infty) \times N(\Gamma_2, \varepsilon/2, L_2(\bar{X}_n/M(\bar{X}_n))), \]
for every \( \varepsilon > 0 \). According to [23, Theorem 1], we may write
\[ N(\Gamma_1, \varepsilon/2, \|\cdot\|_\infty) \leq \left(\frac{4}{\varepsilon}\right)^{K(d+1)} c_0 K d, \]
\[ N(\Gamma_2, \varepsilon/2, L_2(\bar{X}_n/M(\bar{X}_n))) \leq \left(\frac{4}{\varepsilon}\right)^{c_0 K d} \log(k), \]
where \( K \) is a constant and \( \varepsilon < 2 \). Thus, for every \( \varepsilon < 2 \),
\[ N(\Gamma_0, \varepsilon, L_2(P_n)) \leq \left(\frac{4}{\varepsilon}\right)^{c_0 K d} \log(k). \]
Using Dudley’s entropy integral (see, e.g., [5, Corollary 13.2]) yields, for \( k \geq 2 \),
\[ E_\sigma Z_j \leq CR \frac{\sqrt{k d \log(k)}}{n}, \]
hence the result.

8.3. Proof of Lemma 23

The first bound of Lemma 23 follows from Bernstein’s inequality. To prove the second inequality, we first bound the expectation as follows.
\[ E \left( \left\| (\bar{X}_n - \mathbb{E}(X)) \right\| \right) \leq \sqrt{\mathbb{E} \left( \left\| (\bar{X}_n - \mathbb{E}(X)) \right\|^2 \right)} \]
\[ \leq \frac{1}{n^2} \sum_{i=1}^{n} \mathbb{E} \left( \left\| (X_i - \mathbb{E}(X)) \right\| \left\| (c_j - u) \mathbb{1}_{W_j(c)}(u) \right\| \right) \]
\[ \leq \frac{(4RM)^2 k}{n} = \frac{4RM \sqrt{k}}{\sqrt{n}}. \]
A bounded difference inequality (see, e.g., [5, Theorem 6.2] entails that, with probability larger than \( 1 - e^{-x} \),
\[ \left\| (\bar{X}_n - \mathbb{E}(X)) \right\| \leq \frac{4RM \sqrt{k}}{\sqrt{n}} + \frac{\sqrt{8kR^2 M^2 x}}{n}, \]
hence the result.

8.4. Proof of Lemma 24