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Abstract: We study a class of elliptic inequalities which arise in the study of blow-up rate estimates for parabolic problems, and obtain a sharp existence/nonexistence result. Namely, for any \( p \geq 1 \), we show that the inequality \( \Delta u + u^p \leq \varepsilon \) in \( \mathbb{R}^n \) with \( u(0) = 1 \) admits a radial, positive nonincreasing solution for all \( \varepsilon > 0 \), if and only if \( n \geq 2 \). This solves a problem left open in [Souplet & Tayachi, Colloq. Math. 2001]. The result stands in contrast with the classical case \( \varepsilon = 0 \).
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1. Introduction and main results

The purpose of this note is to discuss certain elliptic inequalities which arise in the study of blow-up rate estimates for parabolic problems. Blow-up rate estimates for nonlinear parabolic equations are a classical and intensively studied topic. We refer to the monograph [10] and the numerous references therein, especially for the case of the model equation

(1.1) \[ v_t - \Delta v = v^p \quad (p > 1). \]

It is to be noted that upper blow-up estimates are usually much more delicate to obtain than lower estimates. Without entering into details, let us just recall that for positive solutions of the Cauchy problem associated with (1.1), the lower estimate

\[ \inf_{t \in (0,T)} (T - t)^{1/(p-1)} \| v(t) \|_\infty > 0 \]

is true whenever the maximal existence time \( T \) of \( v \) is finite. As for the upper estimate

\[ \sup_{t \in (0,T)} (T - t)^{1/(p-1)} \| v(t) \|_\infty < \infty, \]

it is true whenever \( p < p_S := (n + 2)/(n - 2) \) (see [5]) but it may fail for \( p = p_S \) or for some larger values of \( p \) (see e.g. [6, 9, 11, 1, 2, 3]).

In [12], among other things, we asked whether upper blow-up rate estimates can still be established for parabolic inequalities, instead of equations. We showed in particular the following theorem:

**Theorem A.** (i) Let \( p > 1 \), \( R, T > 0 \) and set \( Q_T = (0,T) \times (-R,R) \). Let \( 0 \leq v \in C^{1,2}(Q_T) \) satisfy

\[ v_t - v_{xx} \geq v^p \quad \text{in } Q_T, \]

where \( v \) is symmetric as a function of \( r = |x| \) and satisfies \( v_t \geq 0 \), \( v_r \leq 0 \) in \( Q_T \). Then \( v \) satisfies the estimate

\[ \limsup_{t \to T} (T - t)^{1/(p-1)} \| v(t) \|_\infty < \infty. \]

(ii) If we relax the assumption \( v_t \geq 0 \) above, then \( v \) still satisfies the weaker estimate

\[ \liminf_{t \to T} (T - t)^{1/(p-1)} \| v(t) \|_\infty < \infty. \]
Among the known methods to prove upper blow-up rate estimates for parabolic equations, a particularly powerful approach is to combine rescaling arguments with Liouville-type nonexistence results (see e.g. [13, 5, 7]). The proof of Theorem A in [12] for one-dimensional parabolic inequalities was based on a modification of a rescaling argument from [13], and the key nonexistence result used in the proof was the following differential inequality lemma (cf. [12, Lemma 3.4]):

**Lemma B.** Let $p \geq 1$. Then, for all sufficiently small $\varepsilon > 0$, the problem
\[
\begin{cases}
  u_{rr} + u^p \leq \varepsilon, & r > 0 \\
  u(0) = 1, & u_r(0) = 0
\end{cases}
\]
does not admit any positive nonincreasing solution $u \in C^2([0, \infty))$.

As noted in [12], the only reason for the limitation $n = 1$ in Theorem A came from our inability to establish a higher dimensional version of Lemma B, namely for the elliptic inequality
\[
\Delta u + u^p \leq \varepsilon, \quad x \in \mathbb{R}^n,
\]
and the possibility of such an extension was left there as an open problem (cf. [12, Remark 3.2]). The aim of this note is to show that Lemma B is actually false in any dimension $n \geq 2$. We shall prove the following theorem:

**Theorem 1.** Let $p \geq 1$ and $n \geq 2$. Then, for each $\varepsilon > 0$, the problem
\[
\begin{cases}
  \Delta u + u^p \leq \varepsilon, & x \in \mathbb{R}^n \\
  u(0) = 1
\end{cases}
\]
possesses a radial, positive nonincreasing solution $u \in C^2(\mathbb{R}^n)$.

As a consequence of Lemma B, we thus see that Theorem 1 holds if and only if $n \geq 2$. In fact, keeping in mind the form of the $n$-dimensional radial Laplacian $\partial_r^2 + (n-1)r^{-1}\partial_r$, we can show that Theorem 1 is sharp even with respect to “fractional” dimensions, by extending Lemma B as follows.

**Theorem 2.** Let $p \geq 1$ and $\alpha \in (0, 1)$. Then, for all sufficiently small $\varepsilon > 0$, the problem
\[
\begin{cases}
  u_{rr} + \alpha \frac{u_r}{r} + u^p \leq \varepsilon, & r > 0, \\
  u(0) = 1, & u_r(0) = 0
\end{cases}
\]
does not admit any positive nonincreasing solution $u \in C^2([0, \infty))$.

It is also interesting to compare Theorem 1 with well-known results concerning the case $\varepsilon = 0$, for which the situation is completely different. Indeed (see e.g. [4, 8]) the elliptic inequality
\[
\Delta u + u^p \leq 0, \quad x \in \mathbb{R}^n
\]
has no positive solution if $(n-2)p \leq n$, whereas it admits positive, radial nonincreasing classical solutions (for any prescribed value at $x = 0$) whenever $n \geq 3$ and $p > n/(n-2)$. Accordingly, it can be seen that the solutions $u(x) = u_{\varepsilon}(x)$ constructed in the proof of Theorem 1 vanish for all $x \in \mathbb{R}^n \setminus \{0\}$ as $\varepsilon \to 0$.

**Remarks.** (i) We note that Theorem 1 includes the linear case $p = 1$. This provides a “quasi-eigenfunction” existence result which seems to be of some independent interest.

(ii) Actually the conclusion of Theorem 2 can be made a bit stronger (as was the conclusion of Lemma B in [12]): problem (1.3) on the interval $[0, R]$ does not have any positive nonincreasing solution, whenever $R \geq R_0$ and $\varepsilon \leq \varepsilon_0$, where $R_0$ and $\varepsilon_0 > 0$ depend only on $p, \alpha$.

(iii) We still do not know whether or not Theorem A itself is true for $n \geq 2$. At least Theorem 1 tells us that the rescaling method used in [12] for $n = 1$ cannot be applied in dimension $n \geq 2$.  

---

2
2. Proofs

Let us outline the proof of Theorem 1. First of all, it suffices to establish the result for \( n = 2 \) and \( p = 1 \) (which turns out to be the most difficult case). Indeed, radial solutions \( u = u(r) = u(|x|) \) of problem (1.2) solve (1.3) with \( \alpha = n - 1 \) and, since we are interested in solutions such that \( u_r \leq 0 \), hence \( 0 < u \leq 1 \), any solution for \( n = 2 \) solves the same problem for \( n > 2 \). And of course, it also suffices to establish the result for all sufficiently small \( \varepsilon > 0 \).

We first construct a solution \( w \) of

\[
\begin{cases}
  w'' + \frac{w'}{r} + w \leq \varepsilon, & r > 0, \\
  w(0) > 1, & w'(0) = 0,
\end{cases}
\]

which is \( C^1 \) and piecewise \( C^2 \). It will be eventually regularized to a \( C^2 \) solution (and normalized).

Formally, the main idea behind the construction of \( w \) is to look for a function connecting the central point \( \{ w \sim 1, w' = 0 \} \) at \( r = 0 \) to a small constant \( \{ w = 0^+, w' = 0 \} \) at some \( r > 0 \), and satisfying (2.1), and this connection is achieved in three steps as follows:

\[
\begin{align*}
  \left( \begin{array}{c}
  w(0) \sim 1 \\
  w'(0) = 0
  \end{array} \right) & \rightarrow \left( \begin{array}{c}
  w(a) \sim 1 \\
  w'(a) \ll -1
  \end{array} \right) & \rightarrow \left( \begin{array}{c}
  w(b) \sim 0^+ \\
  w'(b) \sim 0^-
  \end{array} \right) & \rightarrow \left( \begin{array}{c}
  w(d) \sim 0^+ \\
  w'(d) = 0
  \end{array} \right)
\end{align*}
\]

with \( a \sim 0^+ \), \( b, d = O(1) \), as \( \varepsilon \to 0 \). In the intervals \((0, a) \) and \((b, d) \), we respectively impose

\[
  w'' + \frac{w'}{r} = \text{const} \ll -1 \quad \text{and} \quad w'' + \frac{w'}{r} = \text{const} = \frac{\varepsilon}{2}
\]

(cf. (2.5)), leading to explicit simple choices of \( w \). In the central interval \((a, b) \), which is more delicate, we need a slightly superharmonic function with \( w' \ll -1 \) near \( r = a \). Recalling that the fundamental solution of the two dimensional Laplacian is in \( -\log r \), it turns out that a good choice for the main term is in \( \log |\log r| \). The continuity of \( w, w' \) at \( r = a, b, d \) and the inequality (2.1) in each interval can then be verified by suitable (and rather involved) choice of the parameters entering in the expression of \( w \). The piecewise shape of \( w \) is depicted in Fig. 1, and we will find the following values for the corresponding parameters in terms of \( \varepsilon \sim 0^+ \):

\[
  a = \exp \left[ -\exp (\varepsilon^{-1}|\log \varepsilon|) \right], \quad b = \frac{1}{e}, \quad d = \sqrt{\frac{1}{e^2} + \frac{4}{|\log \varepsilon|}}, \quad \theta \sim \frac{2e^2\varepsilon}{|\log \varepsilon|^2}.
\]

![Figure 1. The shape of the function w(r).](image-url)
**Proof of Theorem 1. Step 1. Definition of w.** As already noted, we may assume $n = 2$ and $p = 1$, and it suffices to establish the result for all sufficiently small $\varepsilon > 0$. We introduce three parameters $a, d, \theta > 0$ which will be subsequently chosen such that

\[ 0 < a < 1/e < d, \]

and we set

\[ k = \frac{1}{\log |\log a|}. \]

We then define a function $w$ as follows

\[
w(r) = \begin{cases} 
1 + \theta + \frac{k}{2|\log a|} \left(1 - \frac{r^2}{a^2}\right), & 0 \leq r \leq a \\
1 + \theta + k(\log |\log r| - \log |\log a|) = \theta + \frac{\log |\log r|}{\log |\log a|}, & a < r \leq 1/e \\
\theta - \left(k + \frac{\varepsilon}{4e^2}\right) \log(r) + \frac{\varepsilon}{8} \left(r^2 - \frac{1}{e^2}\right), & 1/e < r \leq d \\
\theta/2, & r > d.
\end{cases}
\]

**Step 2. $C^1$ regularity, positivity and monotonicity of w.** We have

\[
w'(r) = \begin{cases} 
-\frac{kr}{a^2|\log a|}, & 0 \leq r < a \\
-\frac{k}{r \log r} = -\frac{k}{r|\log r|}, & a < r < 1/e \\
-k + \frac{\varepsilon}{4e^2} \left(1 + \frac{\varepsilon r}{4}\right), & 1/e < r < d \\
0, & r \geq d.
\end{cases}
\]

The continuity of $w$ and $w'$ at $r = a$ and $1/e$ is clear from the definition. To ensure the continuity of $w'$ at $r = d$, i.e.

\[-\left(k + \frac{\varepsilon}{4e^2}\right) \frac{1}{d} + \frac{\varepsilon d}{4} = 0 \iff \left(4k + \frac{\varepsilon}{e^2}\right) = \varepsilon d^2,
\]

we choose

\[ d := \sqrt{\frac{1}{\varepsilon^2} + \frac{4k}{\varepsilon}} > \frac{1}{e}. \]

As for the continuity of $w$ at $r = d$, it is equivalent to

\[
\theta - \left(k + \frac{\varepsilon}{4e^2}\right) \log(ed) + \frac{\varepsilon}{8} (d^2 - e^{-2}) = \frac{\theta}{2} \iff \left(k + \frac{\varepsilon}{4e^2}\right) \log(ed) - \frac{\varepsilon}{8} (d^2 - e^{-2}) = \frac{\theta}{2},
\]

which leads to the choice

\[ \theta := \left(k + \frac{\varepsilon}{4e^2}\right) \left[2 + \log \left(\frac{1}{\varepsilon^2} + \frac{4k}{\varepsilon}\right)\right] - k.
\]

We need $\theta$ to be positive. For later purposes we actually want to guarantee that

\[ 0 < \theta \leq \min\left\{\frac{\varepsilon}{2}, \frac{ck}{|\log \varepsilon|}\right\} \quad (2.2) \]
for some positive constant $c$, independent of $\varepsilon > 0$ small. To this end, we select $a \in (0, 1/e)$ such that

\[(2.3) \quad k \equiv \frac{1}{\log |\log a|} = \frac{\varepsilon}{|\log \varepsilon|},\]

i.e.

\[a = \exp[-\exp(\varepsilon^{-1} |\log \varepsilon|)].\]

Since

\[
\theta = \left(k + \frac{\varepsilon}{4e^2}\right)\left[2 + \log\left(1 + \frac{4ke^2}{\varepsilon}\right)\right] - k = \left(k + \frac{\varepsilon}{4e^2}\right)\log\left[1 + \frac{4ke^2}{\varepsilon}\right] - k,
\]

using (2.3), we have

\[
\Delta_{rad} w + w := w'' + \frac{w'}{r} + w \leq \varepsilon, \quad \text{for all } r \in (0, \infty) \setminus \{a, 1/e, d\}.
\]

We compute

\[(2.5) \quad \Delta_{rad} w = \begin{cases} 
-\frac{2k}{a^2 |\log a|}, & 0 < r < a \\
-\frac{k}{r^2 (\log r)^2}, & a < r < 1/e \\
\varepsilon \frac{2}{r}, & 1/e < r < d \\
0, & r > d,
\end{cases}
\]

due to (2.2). By (2.3), we have

\[\eta_a \leq -\frac{2}{a^2 |\log a| |\log |\log a||} + \left[2 + \frac{1}{2|\log a| |\log |\log a||}\right] < 0\]
for $\varepsilon > 0$ sufficiently small.

It remains to verify (2.4) in the interval $(a, 1/e)$. Owing to (2.2), we have

$$A(r) := -\frac{k}{r^2 (\log r)^2} + \left[ \theta + k \log |\log r| \right] \leq k \left[ \frac{1}{r^2 (\log r)^2} + \frac{c}{|\log \varepsilon|} \right].$$

We claim that $A(r) \leq 0$ in the interval $(a, 1/e)$ for $\varepsilon > 0$ small. To this end it suffices to show the elementary inequality

$$(2.6) \quad \sup_{r \in (0, 1/e)} \left[ \log |\log r| - \frac{1}{r^2 (\log r)^2} \right] < 0.$$  

By the change of variable $r = 1/s$, this is equivalent to

$$(2.7) \quad \sup_{s \geq e} g(s) < 0, \quad \text{where } g(s) := \log(\log s) - \frac{s^2}{(\log s)^2}.$$  

To show (2.7), set $h(s) := \log s - s^{\frac{2}{3}}$. We have $h'(s) = s^{-1} - \frac{2}{3} s^{-\frac{2}{3}} = s^{-1} [1 - \frac{2}{3} s^{\frac{2}{3}}] < 0$ on $[e, \infty)$, due to $\frac{2}{3} e^{\frac{2}{3}} > \frac{2}{3} (1 + \frac{2}{3}) > 1$. Since $h(e) < 0$, it follows that

$$1 \leq \log s < s^{\frac{2}{3}}, \quad s \geq e.$$  

Consequently,

$$0 \leq \log(\log s) \leq \log(s^{\frac{2}{3}}) = \frac{2}{3} \log s < \frac{2}{3} s^{\frac{2}{3}}, \quad s \geq e,$$

so that

$$(\log s)^2 \log(\log s) < \frac{2}{3} s^{\frac{2}{3}} < s^{\frac{2}{3}}, \quad s \geq e,$$

hence $g(s) < 0$ for all $s \geq e$. Since $\lim_{s \to \infty} g(s) = -\infty$, property (2.7), and hence (2.6), follows.

The proof of (2.4) is complete.

**Step 4. Regularisation and normalisation.** Let $0 \leq \rho \in C^\infty_0(\mathbb{R}^2)$ be such that $	ext{Supp}(\rho) \subset B_a$, and $f_{2,2} \rho dx = 1$, with $\rho$ radially symmetric nonincreasing. Since $W(x) := v(||x||)$ is $C^1$ and piecewise $C^2$ (outside of the circles $|x| = a$, $|x| = 1/e$ and $|x| = d$), it follows from the standard jumps formula for distribution derivatives that $W \in H^1_{\text{loc}}(\mathbb{R}^2)$.

Setting $V = W * \rho$, we thus have $V \in C^\infty(\mathbb{R}^2)$ and

$$\Delta V = W * \Delta \rho = \rho * \Delta W;$$

hence, by (2.4),

$$\Delta V + V = (\Delta W + W) * \rho \leq \varepsilon * \rho = \varepsilon.$$

Moreover, $V$ is radially symmetric nonincreasing and, since $W(y) \geq 1$ for $|y| \leq a$, we have

$$\alpha := V(0) = \int_{\mathbb{R}^2} W(-y) \rho(y) \, dy = \int_{|y| \leq a} W(-y) \rho(y) \, dy \geq \int_{|y| \leq a} \rho(y) \, dy = 1.$$  

Finally setting $u = \alpha^{-1} V$, we have $\Delta u + u = \alpha^{-1} (\Delta V + V) \leq \alpha^{-1} \varepsilon \leq \varepsilon$ in $\mathbb{R}^2$ and $u$ has all the required properties. The proof of Theorem 1 is complete.

**Proof of Theorem 2.** We adapt the method of proof of Lemma B in [12] (which treated the case $\alpha = 0$). Assume for contradiction that such a solution $u$ exists. Writing (1.3) as $(r^\alpha u)_r + r^\alpha u^p \leq r^\alpha \varepsilon$, we have

$$(2.8) \quad r^\alpha u(r) + \int_{s}^{r} r^\alpha u^p(\tau) \, d\tau \leq s^\alpha u_r(s) + \varepsilon \frac{r^{\alpha+1} - s^{\alpha+1}}{\alpha+1}, \quad 0 \leq s < r < \infty,$$
hence
\[ u_r(r) + \int_s^r \left( \frac{r}{\tau} \right)^\alpha u^\prime(\tau) \, d\tau \leq \left( \frac{s}{r} \right)^\alpha u_r(s) + \varepsilon \frac{r}{\alpha + 1}, \quad 0 < s < r < \infty. \]

By further integrating in \( r \), it follows that
\[ -1 \leq u(r) - u(s) \leq \frac{r^{1-\alpha} - s^{1-\alpha}}{1-\alpha} s^\alpha u_r(s) + \varepsilon \frac{r^2 - s^2}{2(\alpha + 1)}, \quad 0 < s < r < \infty, \]

hence
\[ (2.9) \quad \frac{r^{1-\alpha} - s^{1-\alpha}}{1-\alpha} s^\alpha u_r(s) \leq 1 + \varepsilon \frac{r^2 - s^2}{2(\alpha + 1)}, \quad 0 < s < r < \infty. \]

Assume \( \varepsilon \in (0, 1) \). For \( s \in [0, 1] \), taking \( r = 2^{1/(1-\alpha)} \) in (2.9), we deduce that
\[ s^\alpha |u_r(s)| \leq c_\alpha := 1 + \frac{2^{2/(1-\alpha)}}{2(\alpha + 1)}, \quad 0 \leq s \leq 1. \]

Setting \( s_\alpha = \left( \frac{1-\alpha}{2c_\alpha} \right)^{1/(1-\alpha)} \in (0, 1) \), it follows that
\[ u(s) \geq u(0) - \int_0^s c_\alpha \tau^{-\alpha} \, d\tau = 1 - \frac{c_\alpha}{1-\alpha} s^{1-\alpha} \geq 1/2, \quad 0 < s \leq s_\alpha. \]

But then applying (2.8) with \( s = 0 \), we deduce that
\[ r^{\alpha} u_r(r) \leq \varepsilon \frac{r^{\alpha+1}}{\alpha + 1} - \int_0^r \tau^\alpha u^\prime(\tau) \, d\tau \leq \varepsilon \frac{r^{\alpha+1}}{\alpha + 1} - k_{\alpha,p}, \quad s_\alpha < r < \infty, \]

where \( k_{\alpha,p} = 2^{-p} \int_0^{s_\alpha} \tau^\alpha \, d\tau \), hence
\[ u_r(r) \leq \varepsilon \frac{r}{\alpha + 1} - k_{\alpha,p} r^{-\alpha}, \quad s_\alpha < r < \infty. \]

Consequently, we get
\[ u(r) \leq u(s_\alpha) + \varepsilon \frac{r^2 - s_\alpha^2}{2(\alpha + 1)} - k_{\alpha,p} \frac{r^{1-\alpha} - s_\alpha^{1-\alpha}}{1-\alpha} \leq 1 - k_{\alpha,p} \frac{r^{1-\alpha} - s_\alpha^{1-\alpha}}{1-\alpha} + \varepsilon \frac{r^2}{2(\alpha + 1)}, \quad s_\alpha < r < \infty. \]

Taking \( r = r(\alpha, p) > 0 \) large enough and then \( \varepsilon = \varepsilon(\alpha, p) > 0 \) small enough, we get \( u(r) < 0 \): a contradiction. The conclusion follows.
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