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Abstract

We study the two-dimensional stochastic sine-Gordon equation (SSG) in the hyper-
bolic setting. In particular, by introducing a suitable time-dependent renormalization
for the relevant imaginary Gaussian multiplicative chaos, we prove local well-
posedness of SSG for any value of a parameter 82 > 0 in the nonlinearity. This
exhibits sharp contrast with the parabolic case studied by Hairer and Shen (Commun
Math Phys 341(3):933-989, 2016) and Chandra et al. (The dynamical sine-Gordon
model in the full subcritical regime, arXiv:1808.02594 [math.PR], 2018), where the
parameter is restricted to the subcritical range: 0 < B2 < 8m. We also present a
triviality result for the unrenormalized SSG.
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1 Introduction
1.1 Stochastic sine-Gordon equation

We consider the following hyperbolic stochastic sine-Gordon equation on T? =
(R/27Z)? with an additive space-time white noise forcing:

32u + (1 — A)u + ysin(Bu) = & (ix) € Ry x T2, (L)
(u, 9ru)li=0 = (uo, u1),

where y and B are non-zero real numbers and & (¢, x) denotes a (Gaussian) space-time

white noise on Ry x T2. In this paper, we are interested in studying the model (1.1),

where the linear dynamics is given by the wave equation. '

The stochastic nonlinear wave equations (SNLW) have been studied extensively in
various settings; see [11, Chapter 13] for the references therein. In recent years, there
has been a rapid progress on the theoretical understanding of SNLW with singular
stochastic forcing. In [19], Gubinelli, Koch, and the first author studied the following
stochastic nonlinear wave equations with an additive space-time white noise on T?:

2u+(1—ANu+ut=¢, (1.2)
where k > 2 is an integer. The main difficulty of this problem comes from the rough-

ness of the space-time white noise &, which can already be seen at the linear level. Let
W denote the stochastic convolution, solving the linear stochastic wave equation:

I More precisely, by the Klein—Gordon equation. In the following, we study (1.1) with the Klein—-Gordon
operator Btz + (1 — A) to avoid a separate treatment at the zeroth frequency. Note, however, that the same
results with inessential modifications also hold for (1.1) with the wave operator 8,2 — A. The same comment
applies to (1.2) (and (1.3), respectively), which we simply refer to as the stochastic nonlinear (and linear,
respectively) wave equation in the following.
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PV (- AV =¢. (1.3)

For the spatial dimensiond > 2, the stochastic convolution W is not a classical function
but is merely a Schwartz distribution. See Sect. 1.2 and Lemma 2.6 below. This causes
an issue in making sense of powers WX and a fortiori of the full nonlinearity u*
in (1.2), necessitating a renormalization of the nonlinearity. In [19], by introducing an
appropriate time-dependent renormalization, the authors proved local well-posedness
of (a renormalized version of) (1.2) on T2, See [20,21,33,35,37,39] for related works
on nonlinear wave equations with singular stochastic forcing and/or rough random
initial data. We point out that these works handle polynomial nonlinearities.

Our main goal in this paper is to extend the analysis to SNLW with a non-polynomial
nonlinearity, of which trigonometric functions are the simplest. As in the case of
a polynomial nonlinearity, a proper renormalization needs to be introduced to our
problem. This can be seen from the regularity of the stochastic convolution W as above.
More informally, we can see the necessity of a renormalization from the fast oscillation
of sin(Bu) due to the (expected) roughness of u, which makes the nonlinearity sin(Su)
tend to O in some limiting sense. See Proposition 1.4. In order to counterbalance such
decay and have a non-trivial solution, we will take y — oo in (1.1). See Sect. 1.2.

The main new difficulty comes from the non-polynomial nature of the nonlinearity,
which makes the analysis of the relevant stochastic object particularly non-trivial (as
compared to the previous work [19]). In particular, after introducing a time-dependent
renormalization, we show that the regularity of the main stochastic terms depends on
both the parameter § € R\{0} and the time ¢t > 0. See Proposition 1.1. This is a
striking difference from the polynomial case.

The sine nonlinearity in (1.1) is closely related to models arising from both rela-
tivistic and quantum field theories [4,13,40] and has attracted a lot of attention over
the past years. Moreover, the following (deterministic) one-dimensional sine-Gordon
equation:

32u — %u +sinu =0 (1.4)

is known to be completely integrable, to which a vast literature was devoted. Here, we
simply mention the work by McKean [31,32]. See the references therein. In particular,
in [32], McKean constructed an invariant Gibbs measure for (1.4).

In the one-dimensional case, the stochastic convolution ¥ in (1.3) has (spatial)
regularity % — &, & > 0, and thus a straightforward computation yields local well-
posedness of (1.1). The situation becomes much more delicate in the two-dimensional
setting. In the parabolic setting, Hairer and Shen [24] and Chandra et al. [8] studied
the following parabolic sine-Gordon model on T?:

du — S Au+y sin(Bu) = £. (1.5)

In particular, they observed that the difficulty of the problem depends sensitively
on the value of ,32 > 0. At a heuristic level, this model is comparable to various
models appearing in constructive quantum field theory, where the dimension d can

@ Springer



Stoch PDE: Anal Comp

be expressed in terms of the parameter 8; for example, the <I>[31-model (and the bei-

model, respectively) formally corresponds to (1.5) withd = 2+ % (andd =2+ %,
respectively). In terms of the actual well-posedness theory, the Da Prato—Debussche
trick [10] along with a standard Wick renormalization yields local well-posedness
of (1.5) for 0 < B% < 4. It turns out that there is an infinite number of thresholds:
B* = ]jﬁ 81, j € N, where one encounters new divergent stochastic objects, requiring
further renormalizations. By using the theory of regularity structures [22], Hairer and
Shen [24] proved local well-posedness up to the second threshold 82 < mT” in the
first work. In the second work [8], together with Chandra, they pushed the local
well-posedness theory to the entire subcritical regime % < 87. When 2 = 8, the
Eq. (1.5) is critical and falls outside the scope of the current theory. In fact, itis expected
that, for 8 > 8, any reasonable approach would yield a trivial solution, solving the
linear stochastic heat equation. The Eq. (1.5) possesses a formally invariant Gibbs
measure, and thus it is expected that Bourgain’s invariant measure argument [6,7]
would allow one to extend the local-in-time dynamics constructed in [8,24] globally
in time. We mention a recent work [29] on the construction of a Gibbs measure for the
sine-Gordon model with a log-correlated Gaussian process (but their result is restricted
to d = 1). We also mention recent papers [14,43] on dynamical problems with an
exponential nonlinearity in the two-dimensional setting; in [14], Garban studied the
dynamical problem with an exponential nonlinearity in the parabolic setting, while in
[43], Sun and Tzvetkov considered a dispersion generalized nonlinear wave equation
with an exponential nonlinearity in the context of random data well-posedness theory.”

Our model (1.1) in the hyperbolic setting is sensitive to the value of 82 > 0 as in the
parabolic case. Furthermore, due to the non-conservative nature of the problem,’ the
renormalization we employ is time-dependent as in [ 19] and the difficulty also depends
on the time parameter r > (. See Proposition 1.1. On the one hand, by taking r > 0
small, we can make sure that the relevant stochastic object is not too rough, allowing
us to establish local well-posedness of (1.1) for any value of 82 > 0 (Theorem 1.2).
On the other hand, even if we start the dynamics with small 82 > 0, our analysis, when
compared to the parabolic setting [8,24], formally indicates existence of an infinite
number of thresholds T; = T;(B), now given in terms of time,

16jm .
j = .—27 ,] € Ny
(J+Dp
where we encounter new divergent stochastic objects, requiring further renormaliza-
tions. As in the parabolic case, the time T, = lg—f corresponds to the critical value,

after which we do not expect to be able to extend the dynamics.* It is quite intriguing
that the singular nature of the problem (1.1) depends sensitively on time and gets
worse over time, contrary to the parabolic setting.

2 See also a recent preprint [38], where we studied SNLW on T2 with the exponential nonlinearity.

3 We are considering the problem without the damping term, where there is no invariant measure for the
linear dynamics. See Remark 1.5 below.

4 or perhaps, the dynamics may trivialize to the linear dynamics after the critical time 7.
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1.2 Renormalization of the nonlinearity

In order to explain the renormalization procedure, we first consider the following
regularized equation for (1.1):

uy + (1 — Auy + yIm(eP*V) = Py, (1.6)

where Py is a smooth frequency projector onto the (spatial) frequencies {n € Z? :
[n] < N}, associated with a Fourier multiplier

xn@m) = x(N~'n) (1.7)

for some fixed non-negative function x € C° (R?) with supp x C {& e R?: |£] < 1}
and x = lon {&§ e R?: [§] < }}.

We first define the truncated stochastic convolution Wy = Py W, solving the trun-
cated linear stochastic wave equation:

Wy + (1 — AWy = Pyé (1.8)

with the zero initial data. With (-) = (1 4| - |2)%, let S(¢) denote the linear wave
propagator

sin(t(V))
S(t) = ———"2 1.9
() ) (1.9)

defined as a Fourier multiplier operator. Namely, we set

St f = Zsm(t Fwen,

neZ?

where f(n) is the Fourier coefficient of f and e, (x) = (2r) !¢/ asin (1.26). Then,
the truncated stochastic convolution Wy, solving (1.8), is given by

t
Wy (t) = / St —t"PydW(t'), (1.10)
0

where W denotes a cylindrical Wiener process on L (T?):

WD E Y Bale (L11)

neZ?

and {B,},cz2 is defined by B,,(0) = 0 and B, () = (&, 1[0, - en)s,x- Here, (-, -); x
denotes the duality pairing on R x T? and thus we formally have

t
B,(t) = (&, 1[0,t]3n>t,x = “/ / €n (x)E(dxdt/)”.
0 JT2
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As aresult, we see that { B, },,c72 is a family of mutually independent complex-valued®
Brownian motions conditioned so that B_, = B_n, n e 72, By convention, we nor-
malized B, such that Var(B,(r)) = t. Then, for each fixed x € T? and ¢ > 0, we see
that Wy (¢, x) is a mean-zero real-valued Gaussian random variable with variance

. e 4 2
on (D) def E[\I‘N(I,X)2] — # Z X/%’(n)/o [W} dt’
| t nert o) (1.12)
sin n
= X’Zv("){z(n)2 BTIE } ~ tlogN

neZ?

forallt € [0, 1]and N > 1. We emphasize that the variance oy (¢) is time-dependent.
For any t > 0, we see that oy () — oo as N — 00, showing that {Wy (¢)}yeN 18
almost surely unbounded in Wo’p(']I‘z) forany 1 < p < oo. See also Lemma 2.6
below.

If we were to proceed with a Picard iteration to study (1.6), the next term we need
to study is

‘ 00 .ok
PN =3 (lf') wk . (1.13)
k=0 :

As pointed above, the power wk , k > 2, does not have any nice limiting behavior as
N — 00. As in [19], we now introduce the Wick renormalization:

WK (1, 0): € H (Wn (@, x); on (1)) (1.14)

to each power \Iljli, appearing in (1.13). Here, H;. denotes the kth Hermite polynomial,
defined through the generating function:

0k
o t
2 o Hixi o). (1.15)
k=0

From (1.14) and (1.15), the renormalized complex exponential is then given by

; = (B
On(t, x) =:/PINED) dzefz x LW (1, x):
k=0 (1.16)

82 :
— oBron(0),iBYN(x)

Following [8], we refer to ®y as the imaginary Gaussian multiplicative chaos. The
following proposition establishes the regularity and convergence property of the imag-
inary Gaussian multiplicative chaos © y.

5 In particular, By is a standard real-valued Brownian motion.
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Proposition 1.1 Ler B € R\{0} and T > 0 such that B*T < 8m. Then, given any

2
finite p, g > 1 and any o > 0 satisfying a« > %, the sequence of random variables

Oy is a Cauchy sequence in LP (Q2; L4([0, T]; W~%°°(T?))) and hence converges to
some limit © in LP(2; L9([0, T]; W~%%°(T?2))).

In view of the convergence of the truncated stochastic convolution Wy to W (see
Lemma 2.6), it is natural to write the limit ® as

O =:FY:.

See Remark 1.3 below on the uniqueness of the limiting process ®.

In the stationary and parabolic settings, analogous results were established by
Lacoin et al. [28, Theorem 3.1] and Hairer and Shen [24, Theorem 2.1].% The main
difference between Proposition 1.1 and the previous results in [24,28] is the depen-
dence of the regularity on the time parameter 7" > 0. In particular, as T increases, the
regularity of ®y gets worse. On the other hand, for fixed 8 € R\{0}, by taking 7 > 0
small, we can take {®y (7)} yen almost bounded in LZ(TZ), 0<r<T.

The proof of Proposition 1.1 is in the spirit of [24,28]. In the case of a polynomial
nonlinearity [19,20], it is enough to estimate the second moment and then invoke the
Wiener chaos estimate (see, for example, Lemma 2.5 in [20]) to obtain the pth moment
bound, since the stochastic objects in [19,20] all belong to Wiener chaoses of finite
order. The imaginary Gaussian multiplicative chaos ®y in (1.16), however, does not
belong to any Wiener chaos of finite order. This forces us to estimate all its higher
moments by hand. In Sect. 2, we present a proof of Proposition 1.1. While we closely
follow the argument in [24], our argument is based on an elementary calculation. See
Lemma 2.5.

1.3 Main results

In view of the previous discussion, we are thus led to study the following renormalized
stochastic sine-Gordon equation:

2uy + (1 — Auy + yn sin(Buy) = Py&

(1.17)
(un, Oun)|i=0 = (ug, uy),

where yy is defined by
ﬁZ
yw(t, ) = e N —s oo, (1.18)
as N — oo. We now state the local well-posedness result.

Theorem 1.2 Let B € R\{0} and s > 0. Given any (ug, u1) € H*(T?) = H*(T?) x
HS~1(T?), the Cauchy problem (1.17) is uniformly locally well-posed in the following

6 While Theorem 2.1 in [24] is stated in terms of space-time regularity, it implies that the conclusion of
2

Proposition 1.1 holds in the parabolic case, provided that B2 <4randa > f—ﬂ, i.e. corresponding to the

restrictions on f and « in Proposition 1.1 with 7' = 2.
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sense; there exists Ty = T0(||(uo, uy) || s s ,3) > 0 such that given any 0 < T < Ty
and N € N, there exists a set Qn(T) C Q2 such that

(1) for any w € Qn(T), there exists a unique solution uy to (1.17) in the class
Wy + X°(T) € C([0, T]; H™*(T%),

for any small ¢ > 0, where Yy is as in (1.10), X°(T) is the Strichartz space
defined in (3.2), and o = min(s, 1 — ¢),
(ii) there exists a uniform estimate on the probability of the complement of Q2 (T):

P(Qn(T)°) — 0,

uniformlyin N e N, as T — 0,

Furthermore, there exist an almost surely positive stopping time T = (|| (uo, u1) |7,
ﬂ) and a stochastic process u in the class

W+ X(T) € C([0, T]; H*(T?))

for any ¢ > 0 such that, given any small T > 0, on the event {t > T}, the solution uy
to (1.17) converges in probability to u in C([0, T]; H ¢ (T?)).

Note that, in Theorem 1.2 above, we can take the parameter ,32 > 0 arbitrarily
large. This exhibits sharp contrast with the parabolic case studied in [8,24], where the
parameter was restricted to the subcritical range: 0 < g2 < 87.

The main point is that Proposition 1.1 shows that the imaginary Gaussian multi-
plicative chaos ®y is almost a function (namely, « > 0 small in Proposition 1.1) by
taking T = T(B) > 0 sufficiently small. In particular, we can apply the analysis from
[19] on the polynomial nonlinearity via the Da Prato—Debussche trick to study (1.17);
namely write a solution uy to (1.17) as

uy = ¥y + vn.

In view of (1.16) and (1.18), the residual term vy then satisfies

{8t2v1v+(1 — A)uy +Im(OyefV) =0 119)

(N, BoN)|,_o = (o, u1).

Then, by taking 7' = T(8) > 0 sufficiently small, thus guaranteeing the regularity
of ®, via Proposition 1.1, the standard Strichartz analysis as in [19] along with the
fractional chain rule (Lemma 3.2) suffices to conclude Theorem 1.2. As in [19], our
argument shows that u constructed in Theorem 1.2 has a particular structure u = W+,
where v € X (T) satisfies

37+ (1 — A)v +Im(©e'#?) =0 (1.20)
(v, 9v)|,_y = (o, u1),
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where © is the limit of ®y constructed in Proposition 1.1.
Next, we consider the stochastic sine-Gordon equation (1.1) without renormaliza-
tion by studying its frequency-truncated version’:

Ofun + (1 = Auy + sin(Buy) = Pyé
(1.21)
(un, dun)li=o = (uo, u1).
In studying the limit as N — oo, we expect the solution uy to become singular. As
a result, in view of faster and faster “oscillation”, we expect sin(Buy) to tend to 0
as a space-time distribution. This is the reason why we needed to insert a diverging
multiplicative constant yy in the renormalized model (1.17).

Remark 1.3 In Proposition 1.1 and Theorem 1.2 above, we used a smooth frequency
projector Py with the multiplier yn in (1.7). As in the parabolic case, it is possible
to show that the limiting process ® of ®y in Proposition 1.1 and the limit # of uy in
Theorem 1.2 are independent of the choice of the smooth cutoff function x. See [34]
for such an argument in the wave case (with a polynomial nonlinearity). Moreover,
we may also proceed by smoothing via a mollification and obtain analogous results.
In this case, the limiting processes agree with those constructed in Proposition 1.1 and
Theorem 1.2.

In the following, we study the limiting behavior of u y, solving the unrenormalized
model (1.21) with regularized noises, and establish a triviality result. The heuristics
above indicates that the nonlinearity sin(Buy) tends to O in some suitable sense,
indicating that u y converges to a solution to the linear stochastic wave equation. The
next proposition shows that this is indeed the case.

Proposition 1.4 Let f € R\{0} and fix (uo,u1) € HE(T?) for some s > 0. Given
any small T > 0, the solution uy to (1.21) converges in probability to the solution u,
satisfying the following linear stochastic wave equation:

u+ (1 —Au=¢

(1.22)
(u, pu)|;=0 = (uo, u)

in the class C([0, T1; H’g(']I‘z)), e>0,as N — oo.

We point out that the nature of “triviality” in Proposition 1.4 is slightly different
from that in the work [23,33,35] with the cubic nonlinearity, where solutions uy
to the unrenormalized equation with regularized noises tend to 0 as we remove the
regularization. This difference comes from the different renormalization procedures;
our renormalization for the sine-Gordon model appears as a multiplication by the
renormalization constant. On the other hand, in the case of the cubic nonlinearity, the
renormalization is implemented by insertion of a linear term yyuy with a suitable
divergent renormalization constant yy, thus modifying the linear part of the equation.

7 Here, we set y = lin (1.1) and (1.6) for simplicity.
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In particular, in the case of the wave equation the modified linear propagator introduces
faster and faster oscillations and thus the contribution from the deterministic initial
data (ug, u1) also vanishes. See [33,35].

Following the previous work [23,33,35], the main idea for proving Proposition 1.4
is to artificially insert the renormalization constant y in the unrenormalized equation
(1.21). By using the decomposition uy = Wy + vy as before, we have

32vy + (1 — Ay + yy ' Im(Ope'for) =0
(va 8l‘v[\/)|l‘:0 = (MO, ul)'

Proposition 1.4 then follows from essentially repeating the proof of Theorem 1.2 along
with the asymptotic behavior (1.18) of the renormalization constant.

Remark 1.5 In the case of a polynomial nonlinearity, the local-in-time analysis in [19]
essentially applies to the following hyperbolic @%kﬂ—modelg:

02u + du + (1 — Ayu + u?F = V2¢ (1.23)
with random initial data distributed by the Gibbs measure (= CD%]‘H—measure). Then,
Bourgain’s invariant measure argument [6,7] allows us to establish almost sure global
well-posedness of (a renormalized version of) (1.23) and invariance of the Gibbs
measure. See [21,37].

By adding the damping term 9;u to (1.1), we obtain the following “canonical”
stochastic sine-Gordon model:

0%u + du + (1 — Ayu + y sin(Bu) = v/2¢. (1.24)

This equation is a hyperbolic counterpart of the stochastic quantization equation for
the quantum sine-Gordon model; the Eq. (1.24) formally preserves the Gibbs measure
w given by?

du=Z""exp —1/ |(V)u|2dx—l/ (a,u)zdx+lf cos(Bu)dx |du @ d(d;u).
2 T2 2 T2 ﬂ T2

Hence, it is of great importance to study the well-posedness issue of (1.24). For
this model, by applying an analogous renormalization and repeating the analysis in
Sect. 2 below, we see that the renormalization constant is time-independent (as in
the parabolic model [8,24]). In particular, the regularity depicted in Proposition 1.1
for the relevant imaginary Gaussian chaos ® will be time-independent in this case,
implying that there exists an infinite number of threshold values for A2 as in the
parabolic case. By drawing an analogy to the <I>2’l—model (see [24]), we see that the
@g-model corresponds to A2 = 2. In a recent preprint [36], we establish almost

8 This is the so-called “canonical” stochastic quantization equation. See [41].

9 The Gibbs measure 1 obviously requires a proper renormalization on T2
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sure global well-posedness of (a renormalized version of) (1.24) and invariance of the
Gibbs measure for 0 < 8% < 2.

In view of a recent work [20], as for the stochastic nonlinear wave equation on T
with a quadratic nonlinearity, we expect that it would require a significant effort (such
as establishing multilinear smoothing and introducing appropriate paracontrolled oper-
ators) to reach the first non-trivial threshold 82 = 27 for the hyperbolic sine-Gordon
model (1.24).10

Remark 1.6 Albeverio et al. [1] considered the following stochastic nonlinear wave
equation:
Pu+ 1 —ANu+ fu)=¢ (1.25)

with zero initial data, where f is assumed to be smooth and bounded. Working within
the framework of Colombeau generalized functions, they showed that the solutions
uy to (1.25) with regularized noises tend to the solution u to the linear stochastic
wave equation (1.22). It is, however, not clear what the meaning of the solutions
constructed in [1] and how they relate to the construction in this paper. Note that in
our triviality result (Proposition 1.4), we establish the convergence in the natural space
Cc(o0, T, H ¢ (’H‘Z)). See also the comments in [8,24] on the work [2] in the parabolic
setting.

Notations Before proceeding further, we introduce some notations here. We set
1 in-x 2
n()—z_ , nelzls, (1.26)

for the orthonormal Fourier basis in L2(T?). Given s € R, we define the Bessel
potential (V)® of order —s as a Fourier multiplier operator given by

(V) f = F L) F(n)),

where F~! denotes the inverse Fourier transform and (-) = (1 + | - |2)%. Then, we
define the Sobolev space H*(T?) by the norm:

1A N ry = 109 Fllzz = 1) Fm) 2 zz)-

We also set

H (T2 & B (T2) x B ~1(T2).

We use short-hand notations such as Ct H; = C([0, T']; H*® (T?)) and LY, = LP(Q).
For A, B > 0, we use A < B to mean that there exists C > 0 such that A < CB.

By A ~ B, we mean that A < B and B < A. We also use a subscript to denote

dependence on an external parameter; for example, A <, B means A < C(«)B,

10" we point that the hyperbolic <I>3 -model treated in [20] is much harder than the parabolic <I>2 model
studied in [12], where a standard appllcatlon of the Da Prato—Debussche trick suffices. Due to the non-
polynomial nature of the problem, we expect the hyperbolic sine-Gordon model (1.24) with 8 2 =2ntobe
even harder than the hyperbolic d)% -model.
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where the constant C(«) > 0 depends on a parameter «. Given two functions f and
gon T2, we write

=g (1.27)

if there exist some constants c1, ¢c3 € R such that f(x) +c; < g(x) < f(x) + ¢, for
any x € Tz\{O} = [—m, 71)2\{0}. Given A, B > 0, we also set A V B = max(A, B)
and A A B =min(A, B).

2 On the imaginary Gaussian multiplicative chaos

In this section, we study the regularity and convergence properties of the imaginary
complex Gaussian chaos @y =: ¢/f¥N : defined in (1.16) and present a proof of
Proposition 1.1. As pointed out in the introduction, the main difficulty arises in that
the processes ® y do not belong to any Wiener chaos of finite order. This forces us to
estimate all the higher moments by hand. As in [24], the main ingredient for proving
Proposition 1.1 is the bound (2.15) in Lemma 2.5, exhibiting a certain cancellation
property. This allows us to simplify the expressions of the moments.

2.1 Preliminary results

We first recall the Poisson summation formula (see [17, Theorem 3.2. 8]). In our con-
text, it reads as follows. Let f € L (Rd) such that (i) | f (x)| (x ) —9 for some
6 > 0 and any x € R? and (ii) ZneZd | f (n)| < o0, where f denotes the Fourier
transform of f on R? defined by

f& = - Fx)e % dx.
(2m)*
Then, we have N
> Fent) = ) fx+2mm) @1
nezd4 meZ4

for any x € RY.
We also recall the following calculus lemma from [23, Lemma 3.2].

Lemma 2.1 There exists C > 0 such that

> ! 1 <1+R2)<C '(1R>
—mxlo — —min| 1, —
a+ |n|? g a ]|~ Ja Ja

neZ?
[n|<R

foranya, R > 1.
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In [19,20,39], the analysis of stochastic objects was carried out on the Fourier side.
It turns out that for our problem, it is more convenient to work on the physical side.
For this reason, we recall several facts from harmonic analysis. Ford € Nand o > 0,
we denote by (V)™ = (1 — A)_% the Bessel potential of order «. This operator on
T is given by a convolution with the following distribution:

def . 1 XN (1)
Ju(0) = Jim %—m)a en (), 22)
ne

where xy is the smooth cutoff function onto the frequencies {|n| < N} defined in
(1.7). Tt is then known that for 0 < « < d, the distribution J,, behaves like |x| =4+
modulo an additive smooth function on T¢. More precisely, we have the following
lemma.

Lemma2.2 Let 0 < o < d. Then, the function J, in (2.2) is smooth away from the

origin and integrable on T%. Furthermore, there exist a constant Ca.d and a smooth
function R on T such that

Jo(x) = caalx|*™? + R(x)

for all x € TI\{0} = [—7, 7)?\{0}.

Proof Let K, be the convolution kernel for the Bessel potential on RY. Then, it follows
from [18, Proposition 1.2.5] that K is a smooth function on R?\{0} and decays
exponentially as |x| — oo. Moreover, the following asymptotic behavior holds:

Ko (x) = ca.alx|*~ +o(1)
as x — 0. See (4,2) in [3]. Then, this lemma follows from applying the Poisson
summation formula (2.1) with a frequency truncation Py and then taking N — oo as
in [17, Example 3.2.10]. See also [5]. O
Next, we study the Green’s function for 1 — A. Recall from [18, Proposition 1.2.5]

that the Green’s function G2 for 1 — A on R? is a smooth function on R?\{0} and
decays exponentially as |x| — oco. Furthermore, it satisfies

1
Gr2(x) = 3 log |x| + o(1) 2.3)

as x — 0. See (4,2) in [3]. Now, let G be the Green’s function for 1 — A on T2, In
view of our normalization (1.26), we then have

dCf _1 1 1
G=(1—-A) "§=— —ey, 2.4
( )Mo = - > T (2.4)

nez?
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where the sum is to be interpreted in the limiting sense as in (2.2). Then, by applying
the Poisson summation formula (2.1) (with a frequency truncation Py and taking
N — 00) together with the asymptotics (2.3), we obtain

1
Glx) = -~ log |x| + R(x), x € T?\{0}, (2.5)

for some smooth function R.
In the next lemma, we establish an analogous behavior for the frequency-truncated
Green'’s function P12v G given by

1
P%Gu>=5;§:X{TQA> 2.6
nez?

See also Lemma 3.7 in [24].

Lemma 2.3 Forany N € N and x € T>\{0}, we have
P2G(x) ~ b log (Jx| + N1
N ' ;

where the notation =~ is as in (1.27).

Proof Fix x € T?\{0} = [—m, 7)*\{0}. We separately consider the cases |x| < N ™!
and x| > N~
e Case 1 We first consider the case |x]| < N ~1. By the mean value theorem, we have

P3G (x) — ﬁﬁ@|‘§@M)wm %@ﬁ HSNmsL
n|<N )
2.7

On the other hand, from Lemma 2.1, we have

1 2 1
PLGO) =15 Y X(%Z) = 5 logN + 0(1) 2.8)

as N — oo. Hence, from (2.7) and (2.8), we obtain
P2G(x) ~ _ L log N~ =~ L log (x| + N1
N 2 2

in this case.
e Case 2 Next, we consider the case |x| = N ~1 Let p € C®(R?) with a compact
support in T2 =~ [—7T,JT)2 with f,o(y)dy = 1. Given M > N, let py; denote a
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mollification kernel of scale M ~! given by pyy(x) = M 2p(Mx). Then, since G and
PJZVG are smooth away from the origin, we have

Py G(x) — G(x) = Jim oy [P} — DG ). 2.9)

Then, by the Poisson summation formula (2.1), we write

1 _ 2(n) —1
pu [P = DG]) = = 3 m(n)%en(x)
X ner (2.10)
=— Y fyumlx+2mm),
2

meZ?

where fy.y €S (R?) is defined by its Fourier transform:

Fvm(&) =@ (3 E) — D(E) 2 e SR?).

By applying integrations by parts with the properties of yy and py, in particular,
the fact that the integrand is essentially!! supported on {N < |£| < M}, we obtain

1 —~ .
‘fN,M(X +27Tm)’ = E‘ /Rz fN,M(é)elg'(x—’_z”m)d&"

~ |x+2nm|_2k

fRz A (B (&) (3 (&)~ 1) (€)2) e +2mm) g

<N~ H|x 4+ 27m|~%*
(2.11)

for any k € N, uniformly in M > N > 1. When a derivative hits the second factor
X12v (&) — 1, we used the fact that the support in that case is essentially contained in
{I€] ~ N}. When no derivative hits the second factor XI%,(E ) — 1 or the third factor
(£)72, namely, when all the derivatives hit the first factor py(§) = p(M™'&), we
used the following bound:

M N\* M
M_zklogﬁzN_2k<M> logN,SN_Zk.

By choosing k > 1, we perform the summation over m € Z? and take the limit
M — o0 in (2.10). From (2.9), (2.10), and (2.11), we obtain

[PRG() = GGl S N~ 4 37 N~ m) 72 € N7 (x4 1)
m70 (2.12)
S(NIxD™* <1,

11 Namely, thanks to the fast decay of pyy (£€), the contribution to the integral in the second line of (2.11)
from {|&| > M} can be easily bounded by M=% for any k € N.
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under our assumption x| > N~!, where we used that |x + 27 m| > |m| for x € T? =
[—, 71)2 and m # 0. Finally, from (2.5) and (2.12), we obtain

PIG(x) ~ G(x) ~ _ L log |x| ~ —ilog (IxI+N7")
N 2 2 '

This completes the proof of Lemma 2.3. O

Remark 2.4 Let N > N > 1. Then, by slightly modifying the proof of Lemma 2.3
(namely, replacing x3, by X, xn,), we have

1 _
Py, Py, G(x) ~ = log (Jx] + N; 1. (2.13)
Similarly, we have

|P%,jG(x) — Py Py, G S (1V —log(IxI+ N5 ) A (NTHxTY) 214)

for j = 1, 2. We point out that the second bound by N~ ! lx|~1 in (2.14) follows from
the computation up to (2.12) in Case 2 of the proof of Lemma 2.3 (without dividing
the argument, depending on the size of |x|).

The next lemma plays a crucial role in proving Proposition 1.1, allowing us to
reduce the product of p(2p — 1) factors to that of p factors.

Lemma25 Let A > Oand p € N. Given j € {1,...,2p}, wesete; = 11if j is even
and ej = —1if j is odd. Let S), be the set of all permutations of the set {1,2, ..., p}.
Then, the following estimate holds:

_ PEEA —_1\—A
1_[ (lyj =l +N Y < max (Iy2j = y2e (=1l + N~H 7" (2.15)
1<j<k<2p

or any set {y;}i—1...2, of 2p points in T> and any N € N.
jti=1....2p

In [24], Hairer and Shen established an analogous result for a more general class of
“potential” function Jy (x —y) than (Jx —y|+N~!)* considered above. They exploited
sophisticated multi-scale analysis and charge cancellation. In particular, Lemma 2.5
follows from Proposition 3.5 in [24]. Nonetheless, we decided to include a proof since
the relevant computation is elementary and concise in our concrete setting. In the
proof below, the charge cancellation due to the “dipole” formation appears in (2.19)
and (2.20). We also mention the work [13] where an exact identity (see (3.13) in [13])
was used to study a similar problem.

Proof We prove (2.15) by induction on p. When p = 1, (2.15) holds with an equality.
Now, let us assume that (2.15) holds for some p € N and fix a set {y;};=1,...2(p+1)
of 2(p + 1) points in T2. By defining the sets AI"; ={j=1,...,2p, jeven} and
Alj ={k=1,...,2p, kodd}, we set

A% ={(j, k) e{l,....2p}: j <k, j€ AT, ke A}
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for o1, 07 € {+, —}. With a slight abuse of notation, we identify + and — with +1
and —1 in the following.
We denote by I, the left-hand side of (2.15). Then, we have

[lon. 02€{+ -} H(J k)EA”l"Z (|yj — Yl + N~ )

o102=

l_Ip+1 =
1_[01 orel+, 7} 1_[(] k)eA”laz (|yj Yel + N~ )

0102=—

Namely, the numerator contains all the factors with the same parity for j and k, while
the denominator contains all the factors with the opposite parities for j and k. Now,
choose jy € A;:H and kg € A;Jrl such that

1¥jo = Yeol = min {|y; — yl: j € AT, ke Ay ). (2.16)

It follows from its definition given by the left-hand side of (2.15) (with p replaced by
p + 1) that T4 is invariant under permutations of {1, ..., 2p + 2} that do not mix
even and odd integers (i.e. not mixing the + and — charges). Thus, without loss of
generality, we assume that (jo, ko) = 2p + 1,2p + 2).

By the inductive hypothesis we have

Iy
I, <max H (Iv2j = y2e(jy—1l + N71) 7"
rigizp

In view of (2.15), it suffices to prove the following bound:

1
I,

—1\—*
S (yv2ps1 — yapral + N7 70 (2.17)

uniformly in N. Note that the left-hand side of (2.17) contains only the factors involv-
ing y2p+1 Or y2,42. Hence, we have

i1
I

(Iy2p+1 — y2p+2l + Nﬁl)A

- _ 2.18
(IY2,'—1 — Yop+1l + N 1>A<Iy2j — Yops2| + N 1)A (2.18)
ly2j—1 = y2p+2l + N7V ) \ly2j — y2ps1l + N~!

I<j=p
On the other hand, by the triangle inequality and (2.16), we have

» +N~!
max [y2j—1 = Y2p+1l <14 max

[Y2p+1 — Y2p+2l <1
1<j<p ly2j—1 = Yapr2l + N7V 7 i<j=p |y2j—1 — yapqal + N7

~ ’

(2.19)

uniformly in N. Similarly, we have

N—l
max ly2; — yap+2l + <1, (2.20)

1<j<p |y2j — y2p+1l + N71
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uniformly in N. Therefore, the desired estimate (2.17) follows from (2.18), (2.19),
and (2.20). O

2.2 Estimates on the stochastic objects

In this subsection, we present a proof of Proposition 1.1 on the imaginary complex
Gaussian chaos @y =:¢/#¥V : defined in (1.16).

We first recall the following lemma from [19, Proposition 2.1] on the regularity of
the truncated stochastic convolution Wy . See also [20, Lemma 3.1].

Lemma 2.6 Given any T,e > 0 and finite p > 1, {Vn}nen is a Cauchy sequence
in LP(2; C([0, T]; W*S"’O(']I‘z))), converging to some limit W in LP(2; C([0, T];
W—82(T2))). Moreover, Uy converges almost surely to the same limit ¥ €
C([0, T]; W—52(T?)).

It is easy to show that the claim in Lemma 2.6 fails when ¢ = 0. Thus, as N —
00, Wy becomes singular, necessitating a proper renormalization procedure for ® y
defined in (1.16).

As mentioned above, we will work on the physical space (rather than on the Fourier
side as in [19,20,39]). For this purpose, we first study the covariance function for Wy .
Let

def
Py(t,x —y) = E[Un( 0)WN(E, »)]- (2.:21)

Lemma 2.7 Given N € N, let 'y be as in (2.21). Then, we have

1 t sin(27(n))
Cn(t,x —y) = — 2 - —y). 2.22
Nt x = y) = ZXN(H){2<n>2 FYmE }en(x y) (2.22)
neZ?
In particular, we have
4 -1
FN(t,x—y)%—Glog(lx—yl—l—N ) (2.23)

foranyt € R.

Proof The identity (2.22) follows from a straightforward computation, using (1.10)
and (1.11) with (1.26). See (1.8) and (2.8) in [19] for analogous computations.
From (2.6) and (2.22), we have

t
T (t, x) ~ EP%VG(x).

Then, (2.23) follows from Lemma 2.3. O

By setting
r,x —y) EE[WE, 0w, )],
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we then formally have

{ t sin(2t(n)) }e ) (2.24)

I
Px=y =72, 22 4y’

nez?
where the sum is to be interpreted in the limiting sense as in (2.2). By comparing (2.4)
and (2.24), we have I'(, x) ~ £ G (x). Similarly, we have
t
PNIPNZF(t,x) ~ EPNIPNZG()C). (2.25)
In particular, from (2.13) in Remark 2.4, we obtain

t _
Py, Py, (2, x) ~ —Elog(lxl + N (2.26)

for Ny > Ny > 1.
We are now ready to present a proof of Proposition 1.1.

Proof of Proposition 1.1 Fix B € R and T > 0 such that 82T < 87. Also let p € N,
2
finite ¢ > 1, and o > ﬁg—HT Without loss of generality, we assume o < 2 in the
following.
Fix small § > 0. Then, by Sobolev’s inequality (in x) followed by Minkowski’s

integral inequality, we have

< S—a < S§—a
1O 1,20 g oo S VPOl 200,00 S [T O, 0 29

LiL?

(2.27)

for some large but finite s, provided that 2p > max(q, rs).
Fix ¢ € [0, T]and x € T2. Recalling (V)‘S’“f = Jy—s* f, where Jy is asin (2.2),
it follows from (1.16) that

) 2p
E[|(V)3—"‘®N(t,x)|2l’] — epﬂZUN(z)EH fz Joy—s(x — y)elﬂ\IlN(t,y)dy’ :|
T

— ePﬂZUN(t) / E|:ei/3 Zf=1 (‘I/N(t,}’Zj)—\I’N(Ts}’Zj1)):|
(T?)?r

2p
x [ ] Ja—stx = y0)d5, (2.28)
k=1

where dy def dy1 - - - dyp. Noting that Zle(\I/N(t, v2;) — Wn(t, ¥2j-1)) is a mean-
zero Gaussian random variable, the explicit formula for the characteristic function of

a Gaussian random variable yields
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2
_ﬂTE[‘ Zf:l(‘I’N(l»y2j)—‘pN([,y2j—l))|2] ]

E[eiﬂ Zj-’=1<wN<r,y2j>—wN(r,y2j1>>] _,

(2.29)

Let {€;}j=1,..,2p be as in Lemma 2.5. Then, we can rewrite the expectation in the
exponent on the right-hand side of (2.29) as

2p 2p
E[|Z€j\I’N(t,yj)|2:|= Z EjEkFN(l,Yj_)’k),
j=1 Jok=1

where I'y is the covariance function defined in (2.21). From the definition (1.12), we
have I'y (¢, 0) = on (¢). Hence, we obtain

2
o~ TE[IZ0 U o) =Un 02100 ] _ - pBRon () ;=B X 1<) cicap £E TN Y =30

(2.30)
Then, from (2.29), (2.30), the two-sided bound (2.23) in Lemmas 2.7 and 2.5, we
obtain

epﬁzmv(t)E[eiﬁ Zj’lwlv(t,yzj)—WN(t,yz,-1))}

N o 1yeser
[T (yi—wl+nN71

1<j<k<2p
e 2.31)
< max (Iv2j — yoe(jy—1l + N_l) 4
TES) .
1<j<p
B
<> I1 2= y2epal+ N5
teS, 1<j<p
Finally, from (2.28) and (2.31) we obtain
E[ [P0y x|
gk 2P
<Y [T (325 = yorih-tl + NN 75 [ 1a—sx — yld5.
res, T M7 1<j<p k=1

(2.32)

In the following, we fix T € S,,. Then, it suffices to bound each pair of integrals:

_ B4
/1r2 /W (Iyj = el + N7 | Jyms (6 — Y| Ja—s(x — yi)ldydy,
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for an even integer j = 2,...,2p and k = 21(%) — 1. From Lemma 2.2 with
0 < o — 8 < 2, we can bound this integral by

P
f2 / (lyj = vkl + N7 7% v =y #7072 0 — w07 2dyjdyk
=JT (2.33)

_B% s s
< [ [ty = b = 02 i Ry,
T2 JT12
uniformly in N € N.
o Case I |y; — yk| ~ |x — yk| 2 |x — yj|. In this case, we bound the integral in

(2.33) by

B2
RHS of (2.33) < / Ix — y|¥ 072" / x — y;1* 0 2dy;dy
T2 [x =y Slx—yl

Jixdi
N / Ix — w202 dy < 1,
T2

2
where we used % < a —§. The symmetry allows us to handle the case |y; — yx| ~

Ix =yl Z 1x — el
e Case 2 |x —yj| ~ |x —yk| 2 |y; — yx|. In this case, we bound the integral in
(2.33) by

/32
RHS of (2.33) < f lx — yk|2‘“*‘”*“/ lyj — wel™ = dy;dy
T2 [y =yl Sle—yl

B2t
< / I — P2 gy <
11‘2

. /321 .
since e < min(a — 4, 1).
Putting together (2.32) and the estimates on (2.33), we obtain

E[|() eyt 0] S 1, (2.34)

uniformly in ¢ € [0, T], x € T2, and N € N. Therefore, we conclude from (2.27) and
(2.34) that

1
1ON T 20 g yyrwoe ST

uniformly in N € N.
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Next, we establish convergence of ®y. Let N» > N; > 1. By repeating the
computation as above when p = 1 with ©®y, — Oy, in place of ®y, we have

IE[|(V>5—D‘(®Nl (1, x) — O, (¢, x))|2]

= f / Ja—s(x = y)Jou—s(x — 2)
12 JT2

2 2
% ]E[(fz% (0) i BN, (1.Y) _ e%oNz(z)eiﬁwNz(z,w)

2 2
% (e%oNl (0) p=iB¥N, (1.2) _ e"zaNz(z)e—iﬁwNzu,z))]dydz

2 —
/ Joes(x — V) Ja—s(x — 2) (eﬁ Ty; ty=2) _ eﬁZPNl PN2F(t,y—z))dde,
T2
(2.35)

where we used Py, Py, T (1, y — 2) = E[Wy, (¢, y)Wp, (1, 2)]. By the mean value
theorem and the bounds (2.23) in Lemma 2.7 and (2.26), we have

‘eﬁerj (t.x) _ 8PN Py T (1,%)

- ‘(Plzvjl"(t,x) — Py, Py, T (1, X))

1 (2.36)

x f B2 exp [ﬁz(rP,%,jr(t, x)+ (1 — )Py, Py, (1, ) ]d7

0
_B
S (x4 Ny )77 [PR T, x) = Py Pa, T (2, 0)|.
Given ¢ > 0, there exists C, > 0 such that
[logy| < Cey™® (2.37)
for any 0 < y < 1. From (2.14) and (2.25) along with (2.37), we have

2 —1\—¢ —1y.—1

|PN_l_F(t, x) =Py Py, (6, 0)| ST (x| + Ny )7 A (N X 23%)

5 TN1—8|x|—28

for any ¢ € [0, T] and non-zero x € T2 =~ [—m, 71)2. Hence, from (2.35), (2.36), and
(2.38) along with Lemma 2.2 (with 0 < o — § < 2), we obtain

E[[(9)(Om, (1, %) = O, (1, 0) ]

5o 52 e B
ST/ / Ix — y|* 2 x — 71279 2ngly—zl 24 dydz.
12 J12
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By taking ¢ > 0 sufficiently small such that ’Z—i’ + & < min(«e — 4, 1), we can proceed
as in Cases 1 and 2 above and estimate the integrals above by

E[[(9)"(0, (. 0) = Oy, 0)[*] S TN (2.39)

forany N > Ny > 1,1 € [0, T], and x € T?.
Given p > 1, we can interpolate the previous bound (2.39) with (2.34) and obtain

IE[|<V>5—O’(@N1 (1, x) — O, (¢, x))|”] < C(T)N;*

forany Np > Ny > 1,1 € [0, T],and x € T2. Therefore, we conclude that

£
”@Nl - ®N2||L5)L(§.W;a’oo S C(T)Nl p.

This shows that ® is a Cauchy sequence in L?(2; LY([0, T]; W—%°(T2))). This
completes the proof of Proposition 1.1. O

3 Proofs of the main results

In this section, we present a proof of local well-posedness of the renormalized
stochastic sine-Gordon equation (Theorem 1.2). Given the regularity and convergence
properties for the imaginary Gaussian multiplicative chaos ®y (Proposition 1.1),
Theorem 1.2 follows from a standard application of the Strichartz estimate (see (3.3)
below) as in the work [19] on the stochastic nonlinear wave equation with a poly-
nomial nonlinearity. For this purpose, we first go over the Strichartz estimate along
with other useful lemmas in Sect. 3.1. We then present a proof of Theorem 1.2 in
Sect. 3.2. We conclude this paper by establishing a triviality result (Proposition 1.4)
for the (unrenormalized) stochastic sine-Gordon equation (1.1) in Sect. 3.3.

3.1 Strichartz estimates and other useful lemmas

We begin by recalling the Strichartz estimate for the linear wave equation on T2. Given
0 < s < 1, we say that a pair (g, r) of exponents (and a pair (g, 7), respectively) is
s-admissible (and dual s-admissible, respectively), if | < g <2 < g < oo and
1 <7 <2 <r < ooand if they satisfy the following scaling and admissibility
conditions:

2 1 5
and =+ <> -.
q 1 2

1 2 2 1 1
-+ -=1-s==4+=-2, —4+-=<—,
q T q r 2

Then, it follows from Lemma 3.3 in [19], which studies the maximization problem
for J; = min(»;e, ’?7)’ 0 < s < 1, that given 0 < s < 1, there exist an s-admissible pair
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(g, r) = (q(s), r(s)) and a dual s-admissible pair (7, 7) = (g(s), 7(s)) such that
q >2q and r > 2F. 3.1

Let 0 < s < 1. In the remaining part of this paper, we fix pairs (g, r) and (g, 7) as
above, satisfying (3.1). Given 0 < T < 1, we then define the Strichartz space:

X*(T) = C([0, T1; H*(T*) N ' ([0, T1; H*~'(T*) N L4(0, T1; L'(T%) (3.2)
and its “dual” space:
N*(T) = L0, T1; H~'(T%) + L([0, T]; L™(T%),
where X*(T')- and N®(T)-norms are given by
lullxscry = lullerag + 19wl e, =1 + lull g 1
and
lullscry = inf { il g + 2l 7,7 5 0 = w1 + o).
Then, the solution u to the following linear wave equation:

Bu+(1—Nu=f
(M, alu)|t:0 = (MOa M])

on [0, T] satisfies the following Strichartz estimate:

lullxsry S o, u)llrgs + I1f lvscry, (3.3)

uniformly in 7' € [0, 1]. The Strichartz estimates on R? have been studied extensively

by many mathematicians. See [16,26,30] in the context of the wave equation. For the

Klein—Gordon equation under consideration, see [27]. Thanks to the finite speed of

propagation, the estimate (3.3) on T2 follows from the corresponding estimate on R
Next, we recall the following product estimates. See Lemma 3.4 in [19].

Lemma3.1 Let 0 <s < 1.

; . 111
(i) Suppose that1 < pj,q;,r < 0, b + 5= Jj = 1,2. Then, we have

V) (ol Lr(ray S (IIfIle(qrd)ll(Vfgllyuard)+ ||<V>Sf||LP2(Td)”g”L‘IZ(Td))'
3.4)
. . . o1, 1 1
(ii) Suppose that 1 < p,q,r < oo satisfy the scaling condition: yts=71 7
Then, we have

V)~ (f9)|

v SO a9 el G5)
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Lastly, we recall the fractional chain rule from [15].
Lemma 3.2 Suppose that F is a Lipschitz function with Lipschitz constant L. Then,
givenany ) < s < land1 < p < oo, we have

VP F@)| o ey S L)IVE (3.6)

u ” LP(T4)

for any u € C®(T9).

The fractional chain rule on R was essentially proved in [9].'%> As for the estimate
(3.6) on T, see [15].

3.2 Local well-posedness

In this subsection, we present a proof of Theorem 1.2. For simplicity, we assume that
0 < s < 1, in which case we have ¢ = s in the statement of Theorem 1.2. Fix
B € R\{0} and (up, u1) € H* (T2). The main idea is to apply the Da Prato—Debussche
trick. Namely, we first write the solution uy to (1.17) as uy = Wy + vy, where Wy
is the truncated stochastic convolution defined in (1.10). Then, the residual term vy
satisfies (1.19). By writing (1.19) in the Duhamel formulation, we have

t
oy (1) = 3, SOuo + SEu; —/ S(t — t)Im(One PN ) ()dr, 3.7)
0

where S(¢) and ®p are as in (1.9) and (1.16), respectively. In the following, we use
Bp, to denote the ball in X*(T') of radius R > 0 centered at the origin.

Let ®N (vy) = ®€Y40,u1),(~)1v (vy) denote the right-hand side of (3.7).Let0 < T < 1.
By the Strichartz estimate (3.3), we have

N o
[ 9% @m) ey o unllzes + [mm@e™ )| o @8
From (3.22) and (3.23) in [19], we have
||f||L‘;1 e SUfllxsery and | flinsery S ||f||L?1 W (3.9)
where 0 < a < min(s, 1 — s) and the pairs (q1, r1) and (g1, 71) are given by
izl—a/s a_/s’ lzl—a/s+a_/5" (3.10)
q1 q 00 r r 2
and
1 /(1 —s l1—a/(1—s 1 /(1 —s l—a/(1—s
1_ /( )+ /N( )’ 1_ /( )+ /N( ). 3.11)
q1 1 q ] 2

12 Ag pointed out in [42], the proof in [9] needs a small correction, which yields the fractional chain rule
in a less general context. See [25,42,44].
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By applying (3.9), the product estimate (3.5) in Lemma 3.1 (with sufficiently small
o > 0), and Lemma 3.2, there exists & > 0 such that

[im(@neifoy)

< HIm ayef)| .
‘NS(T) ~ ( N ) L w,

Sy [C)Y ||Lq2 o ||€PON |

—a,7]

LBy (3.12)

ST O oz yyee (14 ,3||vN||L?2 Wg,rz)

for any finite g > g1 and 7, > 7 with A => o+ ;7-

It follows from (3.10) and (3.11) that by takmg o — 0, we can take (g1, r1) (and
(q1, 1), respectively) arbitrarily close to (g, r) (and to (¢, 7), respectively). Moreover,
by taking@ > O sufficiently small, we can also take (g2, 73) arbitrarily close to (g7, 7).
Hence, from (3.1), we can guarantee

2¢> < q1 and 27 <1y (3.13)

by taking @ > O sufficiently small. Therefore, from (3.8) and (3.12) with (3.9) and
(3.13), we obtain

[9Y @) sy S N0 uD s + T On [ 2y (14 Bllow ey Bu14)
Proceeding as in (3.8) and (3.12), we have

2" () — N (wy)|

ST’ “ On ||L"2 —0,00 ”elﬁvN — efrn ||L?2W,ra’72'

(3.15)

XS (T) ~

As for the last factor in (3.15), by applying the mean value theorem with F(u) =
¢'B4_ the fractional Leibniz rule (3.4) in Lemma 3.1, and the fractional chain rule
(Lemma 3.2), we have

P — PN gy iy

G2 (1 2T
Ly~ Wy

1
oy — wN)/ F'(zuy + (1 — Dyw)dr
0

(3.16)

1
< _ o / _ L
< oy — w2 e fo IF oy + (1= D)l 2 e dT
< Bllow — w25 yos (14 Blow 2 yoms + Blwnl 2 72 ).
Hence, from (3.15) and (3.16), we obtain

oY () — &N (wp)|

X5(T) S 7781 +,3R)H®N||qu —acollUn — Wil xs(T)
(3.17)
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forvy, wy € Bp C X°(T).

Leto > 0be sufficiently small as above. Then, Proposition 1.1 states that, given any
finite p > 1, {On}nen is uniformly bounded in L?(82; L12([0, To]; W™%®(T?))),
provided that

St
B*
Fix Tp > 0 satisfying (3.18). Given N € N and A > 0, define Qy ; by

0<Ty< (3.18)

oy =foee; [CR{ P 1.

On Qy ;, it follows from (3.14) and (3.17) that &Y is a contraction on the ball Bg C
X*(T), where R ~ |[(uo, u1) |3 and T = T (R, &, B) = T (|| (wo, ur)llp¢s, . B) > 0
such that T < Ty. Note that we can choose T > 0 such that

T ~ppg(1+1)7" (3.19)

for some k > 0 and any A > 1.
By Proposition 1.1 and Chebyshev’s inequality, we have

sup P(2,,) = o(1) (3.20)
NeN

as A — oo. This proves local well-posedness of (3.7) uniformly in N € N. Here,
the uniformity refers to the fact that, given any small 7 > 0, we have a uniform (in
N) control (i.e. a uniform lower bound in terms of 7') on the probabilities of the sets
Qn(T) = Qu (1), where well-posedness of (3.7) holds on [0, T'], thanks to (3.19)
and (3.20).

Let ® be the limitof @ in LP (2; L2 ([0, Ty]; W™ (']I‘2))) constructed in Propo-
sition 1.1. Define 2, by

Q, = {a) €Q: 0]l yum < x}. 3.21)

Then, by repeating the argument above, we see that the limiting equation (1.20) for v,
written in the Duhamel formulation as

t
v(t) = & Stuo + Styu; — / S(t — )Im(@e'P) (¢)dt', (3.22)
0

is well-posed on the time interval [0, T'], where T = T (R, X, B) < Ty satisfies (3.19).
In view of Proposition 1.1, we then conclude that there exists an almost surely positive
stopping time

—K

v = t(ll@uo, un) I3, B) ~ Cll o, un)llpes, (1 + II@IIL;%)W;mo) (3.23)
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such that the limiting equation (1.20) for v is well-posed on the time interval [0, T].

In the following, fix sufficiently small 7 = T(||(u0, u) s, ﬂ) > 0, satisfying
(3.18) (with Ty replaced by T') and set 2(T) = {r > T}, where t is defined in (3.23).
Namely, for any w € 2(T), the limiting equation (3.22) is well-posed on [0, T'] by
the argument above. Moreover, in view of (3.21) and (3.23), we may assume that
Q(T) = Q) for some A = A(T) > 0 satisfying (3.19). Note that P(2(7)) > O for
any sufficiently small 7 > 0 and P(Q2(T)) — 1 as T — 0. In the following, we work
with the conditional probability Pr given the event Q2(7'), defined by

P(ANQT))

Pr(A) = P(A|Q(T)) = PUT))

We first check that the truncated dynamics (3.7) is well-posed on [0, T'] outside a
set of Pr-probability o(1) as N — oo. Let N € N. By defining a set Xy by

EN = {a) e Q: “@N — @”L%Wx—a,oo < ]}a
we have
QTMNEy = NENy C Q2N a+1-

Without loss of generality, we may assume that the Eq. (3.7) is also well-posed on
[0, T] for any w € Q2(T) N . Furthermore, since ®y converges in probability to ®
in L92([0, T]; W~%%°(T2)), we have P(X§) — 0as N — oco. Namely, we have

Pr(Q(T)NxN) — 1, (3.24)

as N — oo. This verifies well-posedness of the truncated dynamics (3.7) on the time
interval [0, T'] asymptotically Pr-almost surely in the sense of (3.24).
Given (ug, u1) € H*(T?) and ©g € L%2([0, T]; W~%>(T?))), define a map ® =
D@ (ug,u1),09 bY
t

D)) = & SH)ug + St)u; — / S(t — t)Im(©pe V) (t")dr . (3.25)
0

Then, a slight modification of the analysis presented above shows that the map:
((uo, u1), ®0) € H*(T?) x LL([0, T]; W™*>(T?))) — v € X*(T)

is continuous, where v = ®(v) is the unique fixed point for ® and 0 < T < Ty is
sufficiently small. From this observation and convergence in probability of @y to ®
deduced from Proposition 1.1, we conclude that the solution vy to (3.25) converges
in probability with respect to the conditional probability Pz to v in X*(T).13

13 Note that the truncated equation (3.7) may not be well-posed on the time interval [0, T'], Pr-almost
surely. This, however, does not cause a problem since, as verified in (3.24), the truncated equation (3.7) is
well-posed on [0, T'] asymptotically P7-almost surely.
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Finally, recalling the decompositions
uy=V¥y—+uvy and u =¥ +v

and from Lemma 2.6 that Wy converges P-almost surely (and hence Pr-almost
surely) to W in C([0, T]; W’g*oo(’]l‘z)), we conclude that uy converges to u, in
C([0, T]; W—5°(T?)), in probability with respect to the conditional probability Pr.
This completes the proof of Theorem 1.2.

3.3 Triviality of the unrenormalized model

We conclude this paper by establishing a triviality result for the unrenormalized model
(Proposition 1.4), whose proof follows from a small modification of the proof of
Theorem 1.2.

The main idea is to follow the idea from [23,33,35] and artificially introduce a
renormalization constant yy (¢) in (1.18). Note that unlike the previous work [23,33,
35], our renormalization constant appears in a multiplicative manner, which makes
our analysis particularly simple. Start with the truncated equation (1.21) and rewrite
it as

3un + (1 — Auy + yy 'Im(yye V) = Py&.
With the decomposition
uy =¥y + vy, (3.26)
it follows from (1.16) and (1.18) that yye'#*N = @ ye!PN . Then, we may repeat the

analysis presented in the previous subsection and establish local well-posedness for
the equation satisfied by vy:

2 —1 '
{a, vy + (I = Aoy +yy ' Im(@ye' V) =0 (3.27)

(N, 0vN) |,y = (w0, u1).

Noting that 0 < yy Y1) < 1, we once again have a uniform (in N) control on the
probabilities of the sets Qx (T) = Qu (1), Where well-posedness of (3.27) holds on
[0, T']. Moreover, we have

lowllxsery S o, wr)lls (3.28)

on QN (T).
By writing (3.27) in the Duhamel formulation:

t
ov () = 8, S()ug + S(t)uy —/ St — z/)ygl(t/)Im(®Neiﬁ”N)(z/)dt’,
0
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we see from (3.8) and (3.12) with (3.28) that

loy — 8:S(Ouo — SOurllxsry ST vy O] L‘?w;“-m(l + ,3||UN||XS(T)>

—a,00

< lyvl@ S}
S vy @l ;15” NHLTIOq(Sz” :

L

x (1 Bll o, un) e )

(3.29)
for any small § > 0. From (1.18) with (1.12) and Lemma 2.7, we have
_ B _
by Ol 1 S lle” s PN < (B, 8)(logN) ™ — 0, (3.30)
Ly L}

as N — oo. Then, it follows from (3.29), (3.30), Proposition 1.1, and Chebyshev’s
inequality that vy — 9;S(f)ug — S(t)u; converges in probability to 0 in X*(T") as
N — o0. Recalling the decomposition (3.26) and the almost sure convergence of
Wy to W in C([0, T]; W~5°(T?)) (Lemma 2.6), we conclude that uy converges
in probability to d;S(¢)ug + S(t)u; + ¥, which is the unique solution to the linear
stochastic wave equation (1.22) with initial data (ug, ©1). This completes the proof of
Proposition 1.4.
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