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Abstract. Extractive summarization consists of generating a summary
by ranking sentences from the original texts according to their impor-
tance and salience. Text representation is a fundamental process that af-
fects the effectiveness of many text summarization methods. Distributed
word vector representations have been shown to improve Natural Lan-
guage Processing (NLP) tasks, especially Automatic Text Summariza-
tion (ATS). However, most of them do not consider the order and the
context of the words in a sentence. This does not fully allow grasping
the sentence semantics and the syntactic relationships between sentences
constituents. In this paper, to overcome this problem, we propose a deep
neural network model based-method for extractive single document sum-
marization using the state-of-the-art sentence embedding models. Ex-
periments are performed on the standard DUC2002 dataset using three
sentence embedding models. The obtained results show the effectiveness
of the used sentence embedding models for ATS. The overall compar-
ison results show that our method outperforms eight well-known ATS
baselines and achieves comparable results to the state-of-the-art deep
learning based methods.

Keywords: Extractive Single Summarization - Natural Language Pro-
cessing - Word Embeddings - Sentence Embeddings - Deep Neural Net-
works .

1 Introduction

Over the last decades, the volume of text documents has been growing exponen-
tially and it represents about 80 % of the information circulating in the web.
This makes the access to relevant information difficult for users. Despite the
development of search engines, extracting relevant information from a massive
volume of texts is still a hard task. Obtaining a concise description of large doc-
uments, by using adequate techniques, has become imperative. Automatic Text
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Summarization (ATS) has emerged, as an alternative to find information that
is most suitable for users needs from a single or a collection of text documents.
ATS can be defined as the process of automatically generating a shorter version
of original texts by presenting information in a concise manner that preserves
their important aspects. The main idea of summarization is to find a subset of
data which contains the information of the entire set. Therefore, an ATS should
deal with two fundamental issues [25]: (i) How to select useful and relevant in-
formation; (ii) How to express this information in a coherent and a concise
form.

Several methods have been proposed to automatically generate a summary.
These methods are mainly classified into two categories: extractive and abstrac-
tive. Extractive methods aim to identify and select most relevant textual seg-
ments as they exactly appear in the original documents, while abstractive sum-
marization techniques aim to concisely paraphrase the information content in the
documents. Abstractive approaches require a deep Natural Language Process-
ing (NLP) analysis and sometimes these methods are not completely automatic,
they require resources previously built that demand a high computational ef-
fort. Indeed, they require analysis and understanding of text documents. For
this reason, extractive methods are widely adopted.

Extractive based methods consist of three important steps: (i) document
analysis and representation; (ii) sentence scoring; and (iii) sentence selection.
The first step aims to analyze and preprocess text documents in order to con-
struct a representation of their content. Based on the latter representation, a
score is assigned for each sentence to measure its relevance. Finally, top ranked
sentences are selected to generate the summary.

Several text summarization methods use the Bag-of~-Word (BOW) represen-
tation of text documents [22]. Despite their popularity, BOW features have two
major weaknesses: they lose the ordering of words and they ignore semantics of
the words [16]. Even though Bag-of-N-grams representations consider the words
order in short context, they suffer from data sparsity and the curse of dimen-
sionality.

Based on the idea that words in similar contexts have similar meaning, [12,
15,11, 24] have proposed to use distributed representations of words that repre-
sent words as dense vectors in low-dimensional vector space using various pre-
trained models inspired from neural networks language modeling. These repre-
sentations have shown good performance as a representational basis for NLP
tasks. However, representing relationships among multiple words and phrases in
a single dense vector is an emerging problem. For example, taking into account
the following two sentences You are going there to study not to teach and You
are going there to teach mot to study, these two sentences will have identical
representation using word embeddings and BOW representations, however their
meanings are completely different.

In this work, we propose a novel and simple supervised method for extractive
single document summarization based on feed forward neural networks by taking



advantage the of state-of-the-art sentence embedding (SE) models. The main
goals of this work are fourfold:

1. Investigating sentence embeddings representations on extractive text sum-
marization task;

2. Integrating the centroid embeddings vector of the document and combining
it with the sentence embedding of each sentence contained in this document;

3. Applying two matching rules which are element wise product and absolute
element-wise difference in order to capture the relation between sentence and
the document;

4. Adopting a feed forward neural networks model since it is widely used as
classification and regression layer in deep learning models.

We empirically evaluate our proposed method on DUC2002 datasets. The
obtained results show that our method outperforms eight well-known baselines
and it is comparable to two state-of-the-art deep learning based systems for
extractive single text summarization.

The rest of this paper is organized as follows. We discuss the related work
in Section 2. Section 3 briefly reviews the sentence embedding models used in
this work. In section 4, we describe our proposed method. Section 5 presents the
experiments and the obtained results. Finally, section 6 presents the conclusions
and draws lines for further work.

2 Related Works

In this work, we focus on extractive text summarization. Generally, traditional
methods are rule-based and most of them rely on handcrafted features. Recently,
deep neural networks has shown a significant progress in automatic text summa-
rization. The representation power of neural networks is related to their ability
to learn high level features across multiple layers and create accurate decision
boundaries for the input instances. For these reasons, there has been a consid-
erable interest in developing deep neural network architectures for NLP tasks in
general and in particular for ATS.

In [29, 33], the authors have adopted Deep Restricted Boltzman Machines for
extractive query oriented multi-document summarization to learn hierarchical
concept representations. Based on these concepts representations, sentences are
scored and selected to form the summary.

Several works exploit Convolutional Neural Networks (CNN) architectures.
In [6], authors have proposed a hierarchical convolutional model to introspect
the structure of the document. This model consists of a sentence-level com-
ponent and a document-level component. At sentence-level, a CNN is used to
learn sentence representation based on their words embeddings. At document-
level, another CNN is applied to learn the entire document representation based
on their sentences embeddings obtained in the first level. Then based on these
representations, sentences are scored and selected to form the summary. [30]
proposed a method based on convolutional neural networks where each sentence
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is projected to a continuous vector space, then an optimization process is run
to select relevant sentences taking into consideration their diversity and prestige
cost. [3] have been developed a system based on enhanced convolutional neural
networks that aims to automatically learn summary prior features for extractive
summarization task.

Other researchers have based their works on recurrent neural networks. In [2],
authors have proposed a method for extractive multi-document summarization,
in which sentence ranking is transformed into a hierarchical regression process
modeled using Recursive Neural Networks (R2N2). [5] introduced a single ex-
tractive text summarization method which is based on an attention neural en-
coder decoder. The summarizer SummarRuNNer proposed by [21] is designed
for single extractive text summarization. It exploits GRU-RNN to sequentially
accept or reject each sentence in the document for being present in the sum-
mary. More recently, [31] have proposed an unsupervised method for extractive
query-focused text summarization, which uses a deep auto-encoder (AE) to learn
features rather than generating them manually.

In contrast, other works have used the simplest form of neural networks. For
example, [23] have adopted the generic multilayer perceptron, to directly predict
the relative importance of a sentence given a set of selected sentences, taking in
consideration the importance and the redundancy simultaneously. These archi-
tectures have shown good performance.

3 Sentence embedding models

Sentence embedding methods represent sentences as continuous vectors in a low
dimensional space, which capture the relationships among multiple words and
phrases in a single vector. Traditional sentence embedding methods are based
on weighting and averaging words vectors of their constituents to construct
the sentence’s vector. Recently, more elaborated architectures are introduced
to construct more viable sentence representations. The latter architectures are
pre-trained for language modeling tasks on large text corpora. There are two
strategies to use these pre-trained models for NLP tasks: (i) Feature-based ap-
proach, which uses the pre-trained representations as input features to the task.
(ii) Fine-tuning based approach, which trains the downstream tasks by fine-
tuning the pre-trained sentence embedding models parameters. In this work, we
adopt the feature-based approach.

3.1 Unsupervised Smooth Inverse Frequency

[8] has proposed the Unsupervised Smooth Inverse Frequency (uSIF) sentence
embeddings model as refinement to the Smooth Inverse Frequency (SIF) model [1].
The author has showed that the word vector length has a confounding effect on
the log-linear random walk model of generating sentences in SIF. Hence, he has
proposed a random walk model that handle this confounds, in which the proba-
bility of word generation is inversely related to the angular distance between the



word and the sentence embeddings. Thus, uSIF differs from SIF in that uSIF
requires no hyper-parameter tuning, which means that it can be used when there
is no labeled data, which make it completely unsupervised. In addition, the first
m(m=>5) principal components, each weighted by the factor A1, Ag, ..., A, are
subtracted for the common component removal step. Where )\; is calculated as
follows:

o}

ST o7 W

Where o; is the i-th singular value of the embedding matrix

i =

3.2 Skip-Thoughts

Skip-Thoughts (ST) [14] is an unsupervised learning of a generic, distributed
sentence encoder. It proposes an objective function that adapts the skip-gram
model from Word2vec [20] to construct a sentence level encoder. Skip-Thoughts
is based on encoder-decoder models, where the encoder (usually based on RNNs)
maps words to a sentence vector and the decoder predicts the surroundings sen-
tences. Compared with a simple average of word embeddings representation,
Skip-Thoughts model take into account the order of words during the encod-
ing/decoding process.

3.3 Universal Sentence Encoder DAN

The universal sentence encoder DAN [4] has been developed by Google, which is
considered as a simple and robust baseline for sentence embeddings. DAN uses
a deep averaging network [10], where embeddings of words and bi-grams are
averaged together and then use them as input to a Feed Forward Neural Network
(FFNN) to compute the sentence embeddings. DAN encoder takes as input a
lowercased PTB tokenized string and generated as output a 512 dimensional
sentence embeddings.

4 Proposed method

In this work, we propose a new supervised method for extractive single text
summarization based on Feed Forward Neural Networks (FFNN) and sentence
embedding models. In this section, we present the main steps of our proposed
method: (1) Preprocessing, (2) Features representation, (3) Sentence scoring,
and (4) Summary generation. The overall flowchart of the proposed method is
illustrated in Fig. 1.

4.1 Preprocessing

In the preprocessing stage, first, we split documents into sentences using the
open-source software library for Advanced Natural Language Processing spaCy?>.

3 https://spacy.io/
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Fig. 1. Flowchart of the proposed method.

Then, we use Natural Language Toolkit* (NLTK) and regular expressions to
clean these sentences by converting all words in lower case as well as removing
special characters, redundant whitespaces and unnecessary information.

4.2 Features representation

Formally, let m the number of sentences in a document d. We note d = [S1, Sa, ..., S |-
The idea is to build the sentences and the documents embedding vectors and
combine these vectors to construct sentences features. For each sentence, these
features vectors are calculated as follows:

_)
— Map each sentence into a fixed length vector S¢ using a sentence embedding
encoder (uSif, Skip-Thoughts or DAN); N
— Build for each document d a centroid vector 7 = % Doieq Sfl , by computing
the mean vector of this document’s sentences;
— Apply two matching operations on S¢ and 7: (1) element-wise product

% . . % .
Sf@j, and (2) absolute element-wise difference |j —S¢| in order to capture
relations between a document and its sentences.

Finally, for each sentence, we obtain four vectors wgch will be combined to

d

¢, centroid vector of the

build its feature vector: sentence embeddings vector .S,
document 7 containing this sentence, element-wise product S§1®7 and absolute

element-wise difference |7 — S¢|. These features are fed to the input layer of the
feed-forward neural network model described in the next section.

* https://www.nltk.org/



4.3 Sentence scoring

As we have mentioned, sentence scoring is the fundamental cornerstone of ex-
tractive text summarization methods. In this work, the sentence-scoring is mod-
eled as a binary classification problem, where a Feed Forward Neural Network
(FFNN) is adopted to learn and predict the score of each sentence in a docu-
ment. Hence, it classifies these sentences into two classes (1 in summary, 0 out of
summary). The FFNN used contains an input layer, three hidden layers and an
output layer. We used ReL U activation function for the hidden layers, the Sig-
moid activation for the output layer and Binary cross-entropy as loss function.
These components are described as follows:

— Rectified Linear Unit function (ReLU): This function is applied in the
three first hidden layers since it allows the network to converge very quickly
and it is easier to compute because it does not require any exponential
computation. ReLU function is defined as following:

y =maz(0,z) Wherez = Z w;x; + bias (2)

2

— Sigmoid function: is applied in the last layer to predict the output which
represents the probability of a sentence to belong to the summary, the sig-
moid function is expressed as following:

1
= ——— Wherez = w;x; + bias 3
Y (1+e7) XZ: o (3)

— Binary cross-entropy is applied to compute the degree of error between

the predicted and the desired outputs. It is defined as follows:

Cross — entropypinary = —ly * log(p) + (1 —y) xlog(L —p)l ~ (4)

Where p is the predicted output and y is the desired output.

4.4 Summary generation

Since we address in this work the extractive single text summarization for news
document, the redundancy is not considered, the top-ranked sentences are iter-
atively selected to form the summary respecting the compression rate 7.

5 Experimental results

In this section, we present the experiments settings and the obtained results by
our method as well as a comparison study with the baseline methods and state-
of-the-art deep learning based systems. Hence, experiments were performed to
address the following questions: (i) Evaluating the use of sentence embedding
models on extractive text summarization task; (ii) Investigating the impact of
proposed features on the performance of ATS; (iii) Assessing the performance
of our method in contrast to the state-of-art systems and methods.
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5.1 Datasets and Metrics

We trained and tested our proposed method on DUC2002 Task2 datasets for sin-
gle extractive document summarization using 10-folds cross-validation. DUC2002
contains about 14370 sentences, divided into 59 documents clusters where each
cluster consists of approximately 10 English articles of news, distributed by
TREC®. Each document is associated with two extractive gold standard sum-
maries (200-word summary and 400-word summary) and two abstractive gold
standard summaries with approximately 100 words. To train our method we
have used the 200-word extractive gold standard summaries. For evaluation, we
adopted the Recall-oriented Understudy for Gisting Evaluation (ROUGE) [17],
which is a fully automated and the state-of-the-art method for text summa-
rization evaluation. ROUGE measures the similarity between a set of candidate
summaries with a collection of summaries models, making use of n-gram compar-
ison and overlap. For evaluation purpose, we report ROUGE-1 and ROUGE-2
scores. And, we adopt the same ROUGE settings® that are used in literature on
DUC2002 evaluation dataset.

5.2 Feed Forward Neural Network Architecture and Training

Our proposed method has been developed using Python and relying on Ten-
sorflow” and Keras® libraries. To generate sentences embeddings we used the
pre-trained models described in section 3 on DUC2002. Where, each model is
deigned to embed a sentence into a dense vector. uSIFY model embeds a sen-
tence into a vector of 300 dimensions. The implementation provided for the
Skip-Thoughts'® contains two variants of the model: (1) bi-skip which is based
on the bidirectional RNN encoder and (2) the uni-skip that is based on the
unidirectional RNN encoder. The output of Skip-Thoughts model is 2400 di-
mentional vector. The universal sentence embeddings DAN'! was trained with
a deep averaging network encoder and it is designed to embed a sentence into
512 dimensional vector.

The architecture of the feed forward neural network can be designed consid-
ering various hyper-parameters which cannot be learned but tuned. To specify
the number of hidden layers, the number of neurons per layer, and the activa-
tion functions, we have relied on the empirical experiences. We evaluated the
system by varying the number of features as input of the FFNN model. First,
fg)r each sentence S, we used only two features: the sentence embeddings vector

S¢ and the centroid vector 7 Then, for each sentence S, we used four features

® https://duc.nist.gov/

5 ROUGE-1.5.5 with options: -n 2 -m -u -¢ 95 -x -r 1000 -f A -p 0.5 -t

" https://www.tensorflow.org/

8 https://keras.io/

9 https://github.com/kawine /usif
10 https://github.com/tensorflow /models/tree/master /research /skip_thoughts
" https://tfhub.dev/google/universal-sentence-encoder/ 1
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H
including the sentence embeddings vector S¢, the centroid vector 7, the element

_>

wise-product S¢ ® 7, and absolute element-wise difference |7 — 54|

The best performing FFNN model configuration for our text summarization
task is given in Table 1. The network configuration differs in the number of
neurons at the input layer because each sentence embeddings model embeds the
sentence into a vector with a different size. Moreover, in order to determine
the best values of the other hyper-parameters including the learning rate, the
optimizer, the number of epochs and the batch_size, we have run the Grid Search
algorithm and the 10-fold cross validation method. The network is trained for
approximately 50 epochs, with a mini-batch size of 32 and the Adaptive Moment
Estimator or AdamOptimizer [13] for optimization with the binary cross-entropy
loss function. Dropout regularization [26] learning optimization technique is also
used during the learning phase to avoid the overfitting within the network.

5.3 Baseline approaches and state-of-the-art systems

The comparison is performed against eight well-known baselines including the
official baseline of DUC2002 dataset, where the codes sources of theses base-
lines are available on Sumy repository!'?. Furthermore, we compared our system
also against two recent state-of-the-art systems published in the literature on
DUC2002, where the results are taken directly from their publications. We pro-
vide, in following, a brief description of the baselines and the state-of-the-art
systems adopted for comparison.

Lead sentences baseline is considered as an official baseline of text summa-
rization task. The summary is generated by selecting the leading sentences in
the document.

Luhn [18] is one of the earliest algorithm developed for the extractive text sum-
marization which is based on statistical techniques.

LexRank [7] is an unsupervised approach of ATS that computes the importance
of each sentence in the document based on graph centrality scoring of sentences.
TextRank [19] is an unsupervised graph-based approach for text summariza-
tion based on PageRank algorithm. Sentences of the document are represented
as nodes of a graph where the edges reflect the similarity between them.

LSA (Latent Semantic Analysis) [27] in an unsupervised topic-based approach
of text summarization that combines term frequency with Singular Value De-
composition to select the relevant sentences.

SumBasic [28] is often used as baseline of ATS in literature, it is a greedy search
algorithm based on frequencies and probabilities to select relevant sentences and
to minimize redundancy.

KLSum [9] is a greedy algorithm based on the Kullback-Leiber Divergence to
selects relevant sentences.

SummaRuNNer [21] is an extractive text summarization model based on Re-
current Neural Networks.

2 https://github.com/miso-belica/sumy
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CNN-word2vec [32] is a recent single extractive text summarization model
based on word embeddings namely word2ev and Convolutional Neural Networks.

5.4 Results and Discussion

Firstly, we conduct several experiments to evaluate each sentence embeddings
model exploited in our method. The main goal of these experiments is to answer
the following question: which sentence embedding model performs better for ex-
tractive text summarization task? Table 1 summarizes the obtained results for
each sentence embedding encoder according to the used features and the adopted
FFNN architecture which is described in section 5.2.

Table 1. FFNN architectures showing the activation function used in each layer and
the number of neurons in each layer based on the sentence embedding encoder and the
features used.

Model FFNN-uSIF |FFNN-SkipThoughts| FFNN-DAN |Activation
si,d si,d sid | —

Features E;, j 7 ® 55 557 7 7 ® 57?1) 5-'?), 7 7 ® El.d) —

d s d s @5 —
Input layer 600 1200 4800 9600 1024 2048 —
1st hidden layer | 256 512 2048 4096 512 1024 ReLU
2nd hidden layer| 128 256 1024 1024 256 512 ReLU
3rd hidden layer | 64 128 512 512 128 256 ReLU
Output layer 1 1 1 1 1 1 Sigmoid

In terms of ROUGE-1, the Bidirectional Skip-Thoughts model achieves better
results than all other models as well as its unidirectional variance. Regarding
ROUGE-2, uSIF model achieved the best performance. Thus, the choice of the
sentence embedding encoder has a considerable impact on the performance for
both ROUGE-1 and ROUGE-2.

Secondly, we evaluate the impact of the used features on the proposed models
performance. The aim is to answer this question: does the use of the centroid

— —
embedding 7, and the matching methods S& ® 7 and |7 — S4| improves the
performance of the proposed method?
From the obtained results, shown in Table 2, it is clear that integrating the
— —
centroid embeddings 7 and the matching methods S¢ ® j and \j — 59| has
improved both ROUGE-1 and ROUGE-2 scores. For instance, the scores are
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Table 2. ROUGE-1, -2 scores (%) on DUC 2002 according to the features adopted.
Best results are bold. Embedding size indicated the sentence vector S¢ dimensions
generated by each model

Features Sentence
— — — —
Se. 7 Sé, 7, d © S¢, \7 — 5¢| |embedding
Model/ Measure| ROUGE-1 ROUGE-2|ROUGE-1 ROUGE-2 | dimension
FEFNN uSIF 48,51 21,73 49,54 22,58 300
FFNN uni-skip 47,72 20,72 48,63 21,75
2400
FFNN bi-skip 48,75 21,46 49,78 22,4
FFNN DAN 48,23 20,77 49,25 21,83 512

Table 3. ROUGE-1 recall and ROUGE-2 recall scores on DUC2002, using baseline,
stat-of-the-art and the proposed method.

Summarization Methods ROUGE-1|ROUGE-2
Baseline Methods

DUC20020fficial baseline 48.0 22.8
Lead 43.6 21.0
Luhn 42.5 21.2
TextRank 47.0 19.5
LexRank 42.9 21.1
LSA 43.0 21.3
KLSum 38.3 16.9
SumBasic 39.6 17.3
State-of-the-art systems

SummaRuNNer 474 24.0
CNN-word2vec 48.62 21.99
Proposed method

FFNN uSIF 49,54 22, 58
FFNN uni-skip 48,63 21,75
FFNN bi-skip 49,75 22,4
FFNN DAN 49,25 21,83
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improved by 1,03% and 0,96% for ROUGE-1 and ROUGE-2 respectively for
uSIF model. Hence, the added matching features were able to capture useful
information from the sentence and the document vectors.

Finally, we compare our method with eight well-known baseline approaches
including the official baselines of DUC2002 evaluation campaign and two re-
cent state-of-the-art systems for single extractive text summarization which
are based on RNNs and CNNs. The two first sections of Table 3 show the
ROUGE scores of the baseline approaches and the state-of-the-art systems. The
third section presents the obtained results by our proposed method. Generally,
DUC2002’official baseline for single extractive text summarization outperforms
the other baselines. However, for all the sentence embeddings models, our method
outperforms the baseline approaches in terms of ROUGE-1 and ROUGE-2 recall
scores. Furthermore, Based on ROUGE-1, our method outperforms the Sum-
maRuNNer and CNN-word2vec systems. In terms of ROUGE-2, it outperforms
the CNN-word2vec system but it has not been able to surpass the SummRuNNer
system. This proves the effectiveness of the sentence embeddings representations
where sentences with similar meaning are mapped to similar vector representa-
tions and simultaneously, sentences of different meanings are mapped to different
vector representations.

6 Conclusion

In this paper, we proposed a supervised method for extractive single document
summarization based on sentence embeddings and feed forward neural networks.
Unlike Bag-of-Word and word embeddings representations, sentence embeddings
representations allow to capture sentence semantics and the semantic relation-
ships between sentences by taking into account the context of the words in a
sentence.

To compute sentences scores, we used a feed forward neural network (FFNN)
that exploits both sentence vector representations and the centroid embeddings
vector of the document and additional features that capture relations between
them. After scoring each sentence of the input document, we generate its sum-
mary by selecting and concatenating the top-ranked sentences. To assess the
effectiveness of our method, we carry out several experimentations using the
standard DUC2002 dataset. The obtained results demonstrate that our method
achieves better performance than eight well-known baselines from literature, and
outperforms in terms of ROUGE-1 two state-of-the-art systems that rely on deep
neural networks architectures such as RNNs and CNNs.

In the future, we plan to investigate other state-of-the-art sentence embed-
ding models. We also plan to extend our method to multi-documents and query-
focused text summarization.
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