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ABSTRACT

Objective: Lipid peroxidation constitutes a molecular mechanism involved in early Alzheimer Disease (AD) stages, and artificial neural network (ANN) analysis is a promising non-linear regression model, characterized by its high flexibility and utility in clinical diagnosis. ANN simulates neuron learning procedures and it could provide good diagnostic performances in this complex and heterogeneous disease compared with linear regression analysis.

Design and Methods: In our study, a new set of lipid peroxidation compounds were determined in urine and plasma samples from patients diagnosed with early Alzheimer Disease (n = 70) and healthy controls (n = 26) by means of ultra-performance liquid chromatography coupled with tandem mass-spectrometry. Then, a model based on ANN was developed to classify groups of participants.

Results: The diagnostic performances obtained using an ANN model for each biological matrix were compared with the corresponding linear regression model based on partial least squares (PLS), and with the non-linear (radial and polynomial) support vector machine (SVM) models. Better accuracy, in terms of receiver operating characteristic-area under curve (ROC-AUC), was obtained for the ANN models (ROC-AUC 0.882 in plasma and 0.839 in urine) than for PLS and SVM models.

Conclusion: Lipid peroxidation and ANN constitute a useful approach to establish a reliable diagnosis when the prognosis is complex, multidimensional and non-linear.

1. Introduction

Alzheimer disease (AD) early diagnosis constitutes a subject of great concern, since AD is the main cause of dementia in the world, and it causes great burden on patients and families/care providers, as well as high social and economic impact [1]. In addition, there is a lack of effective therapeutic targets as well as non-invasive and cost-effective molecular diagnostic models, probably due to incomplete understanding of the AD pathophysiological mechanisms.

Nowadays, both the onset and development of AD have been linked to lipid peroxidation mechanisms given the high lipid composition, high metabolic activity and high oxygen consumption of the brain [2–4]. In fact, previous studies based on lipid peroxidation improved the understanding of pathophysiological mechanisms underlying AD, and also established new biomarkers for diagnosis, prognosis and therapeutic purposes [5]. Specifically, different isoprostanoïds have been determined in cerebrospinal fluid samples (CSP) [6,7], plasma and serum [8], and in urine samples [9,10], showing correlation with early AD. These compounds can be classified depending on the modified lipid from which they derived. Thus, isoprostanes/isofurans are produced from arachidonic acid oxidation (all tissues), neuroprostanes/neurofurans from docosahexanoic acid oxidation (brain grey matter), and di-homo-isoprostanes/di-homo-isofurans from adrenic acid oxidation (brain white matter) [11]. In this sense, although some potential biomarkers have been identified, they have not been clinically validated [12,13]. In addition, some predictive models, mainly based on linear regression, have been developed [14,15], but the complexity of AD physiopathology could demand non-linear regression models to obtain satisfactory diagnostic results.

Artificial neural network (ANN) constitutes a promising statistical tool since it is flexible and can model highly non-linear systems, in which the relationships between variables are unknown or very complex [16–18]. The ANN models simulate the learning process carried out by the neurons, establishing connections among different variables, and allowing a complex data analysis through mathematical functions [17]. Neurons are placed in several layers (input, hidden, output) in the
ANN. Specifically, the predictor variables are in the input layer, and the response variables are in the output layer. Then, some connections, similar to those in synapses, are established among the variables by means of different mathematical functions (hyperbolic, sigmoid...), and different coefficients are assigned to these interactions in order to improve the model’s classification ability [19]. In this sense, ANN analysis is based on supervised learning which has the advantage of being tolerant with the highly complex and noisy data obtained from biological samples [17]. ANN analysis has also some disadvantages, namely the inability to exactly reproduce the same model due to the complex learning processes involved in the model’s development [16], as well as the fact of being considered a “black box” by some authors [17].

Nowadays, there is an increasing body of research applying ANN analysis to clinical diagnosis, since it allows to establish complex interactions among variables involved in some multifactorial pathologies [20]. In fact, recent studies have provided satisfactory diagnostic results in different clinical areas [21–25]. However, few studies have compared the clinical predictive capacity of ANN models with linear regression models, and better results, in terms of accuracy, seem to be obtained from ANN analysis [26,27]. Among ANN studies focusing on early AD diagnosis, most of them were based on neurophysiological signals (electroencephalogram, neurofibrillary tangles) [28] or image tests [29–32], requiring high cost and highly specialized staff to interpret the results. Other ANN models based on neuropsychological tests and clinical variables predicted brain AD characteristic lesions (amyloid plaques, neurofibrillary tangles) [33], as well as mild cognitive impairment in elderly individuals [25,26]. Nevertheless, some neuropsychological tests are influenced by the patients’ educational level, since high educational level could mask cognitive alteration and very low educational level (illiteracy) prevents the neuropsychological evaluation. An ANN model based on Raman spectroscopy in serum was employed to discriminate among AD patients, healthy individuals, and other types of dementias; however, this expensive equipment is not available in the clinical practice [34]. Moreover, some ANN models have also been developed using different biomarkers in blood, such as glucose and apolipoprotein E genotype as AD risk factors [35,36]. To our knowledge, ANN analysis has not yet been assessed as an early AD detection model from lipid peroxidation compounds, which are determined by validated analytical methods in plasma or urine samples.

The aim of this study was to develop and evaluate ANN models, in terms of complex disease diagnostic performance, comparing them with other linear and non-linear models. For this, a new set of lipid peroxidation biomarkers was determined in urine and plasma samples from well-defined mild cognitive-impairment due to AD patients and healthy participants.

2. Materials and methods

2.1. Patients and samples

Urine and plasma samples were collected from participants recruited in the University and Polytechnic Hospital La Fe (Valencia, Spain). They were classified as mild cognitive impairment due to AD patients and healthy control participants (n = 70) and healthy control participants (n = 26) based on neuropsychological tests, structural neuroimaging, and CSF biomarkers (β-amyloid, total Tau, phosphorylated Tau) [37]. The study protocol was approved by the Ethics Committee (CEIC) of the Health Research Institute La Fe (Valencia, Spain), and informed consent was obtained from all the participants.

2.2. Analytical method

The samples were processed as indicated in previous studies, where the corresponding sample treatment procedures were optimized [9,38]. Thereafter, the samples were injected into the chromatographic system (UPLC-MS/MS) following previously validated analytical methods whose chromatographic and detection conditions were described in previous works [9,38]. Finally, the levels of a new set of lipid peroxidation biomarkers (isoprostanes, neuroprostanes, dihomoisoprostanes, isofurans, neurofurans, dihomoisofurans) were obtained.

2.3. Statistical analysis

Different regression models, based on linear discriminant analysis (partial least squares, PLS) and non-linear discriminant analysis (support vector machine, SVM; artificial neural networks, ANN), have been developed from lipid peroxidation compounds levels determined in urine and plasma samples from healthy and MCI-AD participants. Each model was trained and tested multiple times, and the diagnostic performance obtained for each model was evaluated. The PLS analysis was carried out with the Unscrambler software version 7.6 (Camo, Woodbridge, USA), the SVM analysis with radial and polynomial kernel functions was carried out with IBM SPSS Modeler software version 1.0 (IBM, New York, USA) and the ANN analysis was carried out with SPSS software version 20.0 (SPSS, Inc., Chicago, IL, USA). These statistical multivariate models were developed for each sample matrix that was analyzed.

The PLS models were constructed from 24 independent variables (22 lipid peroxidation compounds, gender and age) as predictor variables, 1 dependent variable (participant group (MCI-AD/healthy control)) and 5 principal components. All variables were normalized, and a random cross validation (one left out) was carried out.

The SVM models with radial and polynomial kernel functions were developed from 24 independent variables (22 lipid peroxidation analytes, gender and age) and 1 dependent variable (participant group (MCI-AD/healthy control)). The dataset was randomly divided into training sample (70%), testing sample (15%) and validating sample (15%). The parameters utilized were detection criteria of 1.0E−3, regularization parameter (C) of 10, precision of regression of 0.1, and the kernel functions employed were radial basis function (gamma (γ) of 0.1) and polynomial function (γ of 1).

The ANN models were constructed from the 24 independent variables (gender and age as factors, 22 analytes as covariates), and 1 dependent variable (participant group (MCI-AD/healthy control)). In the first step, the dataset was randomly divided into training sample (70%), testing sample (15%) and validating sample (15%) [18], before model development. The training sample is used to train the network in several iterations improving the ANN performance. Then, the optimum values of weights and biases are determined, and the ANN performance is examined in the testing sample. The feedforward architecture was based on the predictors function Multilayer Perceptron (MLP), as training algorithm, that minimizes the prediction error of outputs, and the form of this function consists of input, hidden and output layers, but the number of neurons in each layer as well as the number of layers depend on the complexity of the studied system. The automatic architecture selection builds a network with one hidden layer, and the number of units in the hidden layer was tested between 1 and 50, 1 unit being the optimum number. The transfer functions for the hidden and output layers were hyperbolic tangent and normalized exponential function, respectively. These functions have the following forms:

\[ y(x) = \tanh(x) = \left( e^x - e^{-x} \right) / \left( e^x + e^{-x} \right) \]

\[ y(x_j) = \exp(x_j) / \sum \exp(x_j) \text{ for } j = 1, ..., k \text{ (dimensions)} \]

In this sense, a three-layer 24-1-1-feed-forward propagation ANN model was trained and developed from 24 predictor variables (age, gender, lipid peroxidation compounds).

Regarding the training type, it was in batch, and the optimization algorithm to estimate the synaptic weights was based on scaled conjugate gradient including an initial lambda and an initial sigma values of 0.0000005 and 0.00005, respectively, as initial values for the weights and biases to optimize them in successive iterations.
2.4. Diagnostic performance evaluation

Under the previously indicated specifications, several ANN models were developed in each biological matrix, and the averages of them were considered as the most reliable corresponding models.

For diagnostic performance evaluation of the models PLS, SVM with polynomial and radial kernel functions, and ANN, receiver operating characteristic (ROC) curves were constructed from their corresponding validation results, indicating the area under the curve (AUC-ROC) as a parameter that represents the accuracy of each model. For the PLS model, it consisted of cross validation leaving one out, while for the SVM and ANN models, validation consisted of using data sets randomly divided. The corresponding area under the curve (AUC, 95% confidence interval (CI)), and the optimum cut-off value (the highest sum of sensitivity and specificity) were determined for each model in the prediction of AD. Finally, the diagnostic indices (sensitivity, specificity, positive likelihood ratio (LR+), negative likelihood ratio (LR−), diagnostic odds ratio (DOR)) were calculated. For all analysis, a p < .05 was considered to indicate a statistically significant difference.

3. Results

3.1. Demographic, clinical and analytical variables

The demographic and clinical variables for each group of participants are described in Table 1. All of them showed a non-normal distribution, so medians were compared between groups by means of Mann Whitney test for numerical variables, and Chi-square and Fisher exact tests for categorical variables. The clinical variables (Repeatable Battery for the Assessment of Neuropsychological Status (RBANS), Clinical Dementia Rating (CDR), Functional Activities Questionnaire (FAQ), Mini-Mental State Examination (MMSE), cerebrospinal fluid (CSF) β-amyloid, CSF total-Tau and CSF phosphorylated-Tau) showed statistically significant differences between MCI-AD and healthy control groups. On the other hand, demographic variables did not present statistically significant differences between MCI-AD and healthy control (CSF) β-amyloid, CSF total-Tau and CSF phosphorylated-Tau) showed statistically significant differences between MCI-AD and healthy control groups. On the other hand, demographic variables did not present statistically significant differences between both groups except of gender and age, so these variables were taken into account in the subsequent analyses.

The concentrations obtained for each analytical variable (22 analytes) in both matrices (urine, plasma) are summarized in Table 2. As we can see, statistically significant differences between groups were obtained for 17-epi-17-F2t-dihomo-IsoP in urine samples, and for 15(R)-15-F2t-Isop in plasma, and for 15(R)-15-F2t-Isop, PGF2α, 2,3-dinor-15(R)-15-F2t-Isop, 4(RS)-4-F4t-NeuroP, ent-7(RS)-7-F2t-dihomo-IsoP, 17-epi-17-F2t-dihomo-IsoP, isoprostanes, isofurans, neuroprostanes and neurofurans in plasma samples.

3.2. Multivariate statistical models

In this work we developed different multivariate models in order to improve the diagnostic utility of lipid peroxidation products from plasma and urine samples [9,38], since they do not have a high diagnostic capacity individually. For this, different multivariate models based on linear and non-linear regression were developed for each kind of biological sample and they were compared in terms of diagnostic performance.

First, PLS linear regression models were developed. For PLS in urine, in Fig. 1 we can see that the MCI-AD group showed higher levels for the compounds 15(R)-15-F2t-Isop, 2,3-dinor-15(R)-15-F2t-Isop, 4(RS)-4-F4t-NeuroP, ent-7(RS)-7-F2t-dihomo-IsoP, 17-epi-17-F2t-dihomo-IsoP, 10-epi-10-F4t-NeuroP, 17-F2t-dihomo-IsoP and neurofurans, as well as higher age and female proportion (Fig. 1a). However, the healthy participants are grouped on the left side of the score plot (Fig. 1b) because they showed lower levels for the previous compounds. Similarly, for PLS in plasma, in Fig. 2 we can see that the MCI-AD group showed higher levels for the compounds 15(S)-15-F2t-Isop, 4(RS)-4-F4t-NeuroP, neuroprostanes, isoprostanes, ent-7(RS)-7-F2t-dihomo-IsoP, neurofurans and isofurans, as well as higher age and female proportion (Fig. 2a). However, the healthy individuals are grouped in the left side of the score plot (Fig. 2b) due to their lower levels for the previous compounds.

Secondly, SVM models with radial and polynomial kernel functions were developed from results in plasma and urine samples in order to classify the two groups of participants. As shown in Fig. 3, 22 analytes, gender and age were included in the input layer. For the hidden and output layers, the transfer functions were hyperbolic tangent and normalized exponential functions, respectively.

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>MCI-AD</th>
<th>Healthy control</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender (Female, n (%))</td>
<td>41 (58.6%)</td>
<td>9 (34.6%)</td>
<td>0.037*</td>
</tr>
<tr>
<td>Age (Median, (IQR))</td>
<td>70 (68–74)</td>
<td>66 (62–70)</td>
<td>0.044</td>
</tr>
<tr>
<td>Depression (Yes, n (%))</td>
<td>9 (13%)</td>
<td>5 (19%)</td>
<td>0.566</td>
</tr>
<tr>
<td>Anxiety (Yes, n (%))</td>
<td>6 (9%)</td>
<td>2 (8%)</td>
<td>0.629</td>
</tr>
<tr>
<td>Studies levels</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary (n (%))</td>
<td>28 (40%)</td>
<td>16 (61%)</td>
<td>0.173</td>
</tr>
<tr>
<td>Secondary (n (%))</td>
<td>20 (29%)</td>
<td>3 (12%)</td>
<td></td>
</tr>
<tr>
<td>Academic (n (%))</td>
<td>22 (31%)</td>
<td>7 (27%)</td>
<td></td>
</tr>
<tr>
<td>Smoking status (smoker or former smoker) (n (%))</td>
<td>50 (71%)</td>
<td>13 (50%)</td>
<td>0.124</td>
</tr>
<tr>
<td>Alcohol consumption (yes, n (%))</td>
<td>12 (17%)</td>
<td>2 (8%)</td>
<td>0.307</td>
</tr>
<tr>
<td>Medications (n, (%))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>15 (22%)</td>
<td>8 (31%)</td>
<td>0.269</td>
</tr>
<tr>
<td>Psychotropic drugs</td>
<td>3 (4%)</td>
<td>2 (8%)</td>
<td></td>
</tr>
<tr>
<td>Antihypertensive</td>
<td>10 (14%)</td>
<td>7 (27%)</td>
<td></td>
</tr>
<tr>
<td>Statins</td>
<td>12 (17%)</td>
<td>3 (11%)</td>
<td></td>
</tr>
<tr>
<td>Two or more</td>
<td>30 (43%)</td>
<td>6 (23%)</td>
<td></td>
</tr>
<tr>
<td>Comorbidity (n, (%))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>18 (26%)</td>
<td>10 (39%)</td>
<td>0.071</td>
</tr>
<tr>
<td>Dyslipemia</td>
<td>18 (26%)</td>
<td>3 (11%)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>10 (14%)</td>
<td>7 (27%)</td>
<td></td>
</tr>
<tr>
<td>Heart disease</td>
<td>0 (0%)</td>
<td>1 (4%)</td>
<td></td>
</tr>
<tr>
<td>Two or more</td>
<td>24 (34%)</td>
<td>5 (19%)</td>
<td></td>
</tr>
<tr>
<td>RBANS-DM1</td>
<td>42 (40–49)</td>
<td>100 (90–106)</td>
<td>0.000</td>
</tr>
<tr>
<td>CDR2</td>
<td>0.5 (0.5–1)</td>
<td>0 (0–0)</td>
<td>0.000</td>
</tr>
<tr>
<td>FAQ1</td>
<td>7 (2–13)</td>
<td>0 (0–0)</td>
<td>0.000</td>
</tr>
<tr>
<td>MMSE6</td>
<td>25 (19–29)</td>
<td>24 (21–27)</td>
<td>0.000</td>
</tr>
<tr>
<td>CSF β-amyloid (pg mL−1)</td>
<td>597 (445–687)</td>
<td>1186 (1033–1403)</td>
<td>0.000</td>
</tr>
<tr>
<td>CSF t-Tau (pg mL−1)</td>
<td>572 (396–657)</td>
<td>202 (139–320)</td>
<td>0.000</td>
</tr>
<tr>
<td>CSF p-Tau (pg mL−1)</td>
<td>88 (72–111)</td>
<td>49 (35–67)</td>
<td>0.000</td>
</tr>
</tbody>
</table>

IQR: Interquartile range.

Data were expressed as median (interquartile range (IQR)) for non-parametric continuous variables, and number of cases (percentages) for categorical cases. The statistical calculations to compare between the two groups employed Mann-Whitney test, Chi-Square test and Fisher exact test, respectively.

1 RBANS-DM1, Repeatable Battery for the Assessment of Neuropsychological Status: Delayed Memory (Standard Score; cut-off point < 85).
2 CDR, Clinical Dementia Rating, values: 0, 0.5, 1, 2.
3 FAQ1, Functional Activities Questionnaire (Direct Score; cut-off point > 9).
4 MMSE6, Miniminal State Examination.
5 CSF, Cerebrospinal fluid.
6 t-Tau, total-Tau.
7 p-Tau, phosphorylated-Tau.
P-value < .05.

neurofurans and isofurans, as well as higher age and female proportion (Fig. 2a). However, the healthy individuals are grouped in the left side of the score plot (Fig. 2b) due to their lower levels for the previous compounds.

Secondly, SVM models with radial and polynomial kernel functions were developed from results in plasma and urine samples. Non linear functions were used in order to obtain a better classification of the participants.

Thirdly, non-linear regression models based on ANN were developed for urine and plasma samples in order to classify the two groups of participants. As shown in Fig. 3, 22 analytes, gender and age were included in the input layer. For the hidden and output layers, the transfer functions were hyperbolic tangent and normalized exponential functions, respectively.

3.3. Diagnostic performance for the statistical multivariate developed models

The diagnostic performance of each model was estimated from the corresponding ROC curves (Fig. 4). In urine samples, the ANN model provided an AUC of 0.839 (CI 95%, 0.746–0.933), while for the PLS model it was 0.653 (CI 95%, 0.526–0.780), and for the SVM models it
was 0.644 (CI 95%, 0.539-0.749) with the polynomial function and 0.659 (CI 95%, 0.558-0.759) with the radial function. Similarly, in plasma samples, the ANN model provided an AUC of 0.882 (CI 95%, 0.765-0.915) and SVM (AUC-ROC 0.827) models, it was 0.817 (CI 95%, 0.712-0.922) with the polynomial function and 0.827 (CI 95%, 0.739-0.915) with the radial function. Therefore, ANN models provided better diagnostic accuracy than PLS and SVM models in both matrices. Moreover, plasma matrix showed higher diagnostic accuracy than urine.

From the estimated optimal cut-off values, the diagnostic indices in the prediction of early AD were calculated for each developed model in plasma and urine samples (Table 3). For urine, the ANN model provided a sensitivity of 80.9%, while its specificity was 76.9%. In addition, DOR value for ANN model in urine revealed that there was strong association between the model results and the AD occurrence. Regarding the ANN model in plasma samples, it provided a sensitivity of 88.2%, while its specificity was 76.9%. This model also showed an elevated DOR value that supported its diagnostic value.

4. Discussion

Some of the analytes studied in this work showed statistically significant differences, such as 17-epi-17-Fe-dihomo-IsoP in urine samples, and 15(R)-15-F4t-NeuroP, PGF2α, 4(RS)-4-F4t-NeuroP, ent-7(RS)-7-F4t-dihomo-IsoP, 17-epi-17-Fe-dihomo-IsoP, isoprostanes, isofurans, neuroprostanes and neurofurans in plasma samples. Nevertheless, each analyte individually did not provide a reliable AD diagnosis. In contrast, a multivariate model based on ANN showed better accuracy than PLS and SVM models, and analytes from plasma samples were more useful than those in urine samples to achieve a reliable AD diagnosis.

Some studies found lipid peroxidation products as biomarkers for AD diagnosis, and most of them were based on individual biomarkers, such as lipid peroxidation end products [39] or TBARS [40]. However, multivariate models could reflect the oxidative stress status of patients better, showing superior diagnostic indices and higher accuracy. Specifically, a previous work developed an ANN model based on different AD risk factors studied the predictive value of these factors [35]. It showed high capacity to integrate different data and achieve a general evaluation. Other developed ANN models to diagnose AD or MCI were based on image, genetics, neuropsychology or other biomarkers [25,41], but the present study is the first one using lipid peroxidation compounds as biomarkers. In general, previous studies based on ANN showed model accuracies around 90%, similar to our results. Also, PLS models have been developed for AD diagnosis. They were mainly based on gene expression and neuroimaging [42–44], but none of them was based on our set of lipid peroxidation products. In addition, a previous study for MCI diagnosis compared PLS model to other statistical tests, such as Random Forest showing the higher PLS diagnostic power [45].

The diagnostic indices obtained for each model in the present study indicated that the ANN model in both matrices showed a satisfactory accuracy (> 80%). In addition, the plasma ANN model showed, in general, better diagnostic indices than the urine model, corroborating previous studies in the literature [46,47]. Specifically, the ANN model based on the plasma levels of lipid peroxidation products showed high DOR value, sensitivity, and accuracy, as well as, satisfactory specificity, so it is considered a reliable diagnostic model. In this sense, Quintana et al. also found that ANN models showed better discriminant capacity than linear models in AD diagnosis [26]. AD is a complex disease process in which multiple factors are involved and that could be the...
reason why non-linear regression models showed a better predictive capacity than those models based on linear regression [35].

Regarding the biological matrix, the proposed ANN diagnostic model in plasma samples constitutes a promising minimally invasive approach that could avoid, in some cases, the current diagnostic methods, which involve invasive sampling and expensive techniques [48]. In this sense, the ANN models have a satisfactory diagnostic capacity, and they are able to classify the participants into healthy and MCI-AD with high accuracy in both matrices as an early screening tool.

5. Conclusion

The non-linear regression model based on ANN explained the non-
linear relationship between the levels of lipid peroxidation compounds and the diagnosis of a complex pathophysiological process, such as AD, constituting a promising screening approach. Specifically, the developed ANN model in plasma samples showed high accuracy and suitable diagnostic indices in early AD prediction. Nevertheless, further research will need to be carried out to clinically validate this diagnostic model. This approach constitutes a significant advance in early AD diagnosis, using minimally invasive sampling techniques, and offers important economic cost reduction for the public health system.
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**Table 3**

<table>
<thead>
<tr>
<th></th>
<th>Urine</th>
<th>Plasma</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PLS</td>
<td>ANN</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>Polynomial</td>
</tr>
<tr>
<td>AUC (CI 95%)</td>
<td>0.653 (0.526–0.780)</td>
<td>0.839 (0.746–0.933)</td>
</tr>
<tr>
<td>Sensitivity (%)</td>
<td>63.2 (51.4–73.7)</td>
<td>80.9 (70.0–88.5)</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>70.8 (50.8–85.1)</td>
<td>76.9 (57.9–89.0)</td>
</tr>
<tr>
<td>LR+ (CI 95%)</td>
<td>2.17 (1.13–4.15)</td>
<td>3.50 (1.72–7.14)</td>
</tr>
<tr>
<td>LR- (CI 95%)</td>
<td>0.52 (0.36–0.74)</td>
<td>0.25 (0.15–0.41)</td>
</tr>
<tr>
<td>DOR (CI 95%)</td>
<td>4.18 (1.52–11.46)</td>
<td>14.10 (4.72–42.13)</td>
</tr>
</tbody>
</table>

PLS, partial least squares; ANN, artificial neural network; SVM, support vector machine; AUC, area under the curve; LR+, positive likelihood ratio; LR-, negative likelihood ratio; CI, confidence interval; DOR, diagnostic odds ratio.
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