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Abstract
In this contribution, a simplified macroscopic and semi-analytical thermal analysis of directed
energy deposition (DED) is presented to obtain computationally efficient simulations of the
entire process. Solidification and solid-state phase transitions are taken into account. The
model is derived for laser metal powder directed energy deposition, although it can be simply
adapted for other focused thermal energy (e.g., electron beam, or plasma arc). The gas flow
used for carrying the powder significantly influences cooling conditions, which is included in
the model. The proposed simulation strategy applies to multilayer composites with a wide
range of shapes in the horizontal plane and arbitrary laser scanning strategies (continuous way,
back and forth, etc.). The proposed work provides a simple tool to study the influence of most
process parameters, design in-situ experiments and in turn develop optimization loops to reach
material requirements and specific microstructures. In-situ pyrometer measurements have been
compared to the model, and good agreement has been observed with 2.6% error in average. The
model is used to demonstrate the effect of various process parameters for a simple cylindrical
geometry and a more complex auxetic cell.

Keywords: Additive manufacturing, Phase transitions, Heat conduction, Semi-analytical
solution

1. Introduction

In this paper a thermal analysis of directed energy deposition (DED) [1] is presented. The
model is derived for laser metal powder directed energy deposition (LMPDED), although it
can be simply adapted for other focused thermal energy (e.g., electron beam, or plasma arc).
LMPDED involves injecting a stream of metallic powder that is melted by a laser beam in order
to deposit material layer-by-layer on a build platform [2]. Argon is usually used to carry the
powder. This technology enables the users to quickly produce complex thin-walled structures
such as meta-materials, auxetics, etc. (Similar processes also exist for this purpose [3, 4]). The
additive manufacturing field has been intensively studied for a decade (see [5, 6] for reviews of
the literature). As the microstructure significantly depends on very local conditions of the melt
pool, many papers focus on very detailed simulations of the process, especially powder (e.g.,
granulometry, flowability, energy absorption, etc.) [7–9], powder melting, the hydrodynamic
problem determining the melt pool shape, and cooling and grain growth during crystallization
[10–17]. Comprehensive but computationally costly mesoscale simulations [18] include the
spreading process of powder, the melting phase and grain growth during solidification.

The main objective of many studies is to link the process parameters of the machine to the
final microstructure and residual stresses [19–24], as the ambition is to optimize the mechanical
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properties of the manufactured parts. This link is a complex interweaving of coupled physical
processes: heat transfer, microstructural evolutions (e.g., phase transitions), plasticity, etc. LM-
PDED induces a very specific temperature history including very high temperature gradients
and thermal cycling. Both the microstructure formation/evolution and the formation of residual
stresses are driven by thermal conditions during the process. Therefore, significant efforts have
been made to simulate accurately, at the macroscopic scale, both temperature evolutions and
solidification kinetics. However, macroscopic modeling of such processes is computationally
costly [20, 23, 25–32], which hinders the development of numerical optimization of the process
parameters at the scale of the entire process.

A simplified approach [33] relies on modeling successively cylindrical composites under
axisymmetric conditions. This model is unidimensional and heat transfers are limited to the
build direction. This structure is simulated numerically by using the finite difference method.
Despite the highly simplified geometry, computation times are still limiting for large parts.
Indeed, the temperature at each position evolves very rapidly between each layer pass. There-
fore, time discretization should be sufficiently thin to capture fast evolutions, especially if rapid
phase transitions are also considered.

A semi-analytical model is proposed in this contribution to overcome such difficulties. In-
deed, the semi-analytical solution do not rely on time and space discretization and very rapid
temperature evolutions are captured without additional computational cost. Of course, the an-
alytical solution should be computed at different times and positions. The choice of the dis-
cretization does not affect the results but only the time and space resolution of the outputs.

Several approaches rely on semi-analytical models for selective laser melting (SLM). For
instance, a superposition-based finite element approach [34] has been proposed to reduce the
computation cost of traditional finite element modeling. A nearly analytical solution for a
moving source in a semi-infinite medium is coupled with a coarse finite element analysis to
take into account boundary conditions on the finite domain. The superposition of analytical
solutions for point heat sources in semi-infinite space, is also used in [35]. Boundary conditions
are verified in a finite domain by introducing complimentary numerical/analytical fields. Other
similar strategies have been proposed [36–38]. All these approaches are well suited for SLM
and exploit the same type of analytical solutions for point heat sources in semi-infinite space
and differ mostly on the strategy to verify boundary conditions in the finite domain.

Similar strategies have also been applied to DED in [39], using reflection techniques in-
troduced in [40]. However, such approaches are limited to simple flat-wall geometry. Thus,
the simplified thermal analysis proposed in this paper is based on a different strategy to obtain
computationally efficient simulations of the entire process. Instead of using analytical solutions
for moving point heat sources in semi-infinite space, the approach relies on a semi-analytical
solution of the transient heat conduction problem in multilayer composites with proper bound-
ary conditions. Fluxes along the horizontal direction are neglected so that the problem reduces
to several two-dimensional (radial and vertical directions) multi-layer composites. The solution
derivation extends previous analytical solutions (e.g.,[41, 42]). Although the proposed strategy
relies on two-dimensional solutions, pseudo-three dimensional temperature fields are obtained
by combining several computations.

Powder melting is not simulated, as molten metal is directly deposited on top of the already
existing layers. Thus, the proposed approach does not focus on the hydrodynamic problem in
the melt pool. However, solidification and solid-state phase transitions are taken into account.
The gas flow used for carrying the powder significantly influences cooling conditions, which
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is also included in the model. The part is a superposition of identical layers with a wide range
of shapes in the horizontal plane. Geometrical restrictions on the horizontal path are limited
to intersection and tangent points. Thus, multi-track structures are excluded and complex ge-
ometries cannot be accurately computed near intersection or tangent points. Moreover, the
approach applies to arbitrary laser scanning strategies (continuous, back and forth, dwell times,
etc.).

The proposed work provides a simple tool to study the influence of process parameters,
design in-situ experiments and in turn to develop optimization loops to reach material require-
ments. In-situ pyrometer measurements have been compared to the model and good agreement
has been observed with 2.6% error in average. The model is then used to demonstrate the
effect of various process parameters for a cylindrical geometry and a cell of an auxetic struc-
ture. The paper is organized as follows. The modeling strategy and assumptions are presented
in section 2. The semi-analytic solution is derived in section 3. The phase transition model
is presented in section 4. The model is then compared with in-situ experiments in section 5.
Several simulations are performed for a simple cylindrical shape in sections 6 and 7. A more
complex geometry (auxetic cell) is investigated in section 8 in order to demonstrate the model
capabilities. Conclusive remarks are given in section 9.

2. Modeling strategy

2.1. Basic equations
Consider a path in the horizontal plane denoted by χ. Consider Ω(t) the time dependent

domain occupied by the body being fabricated and Ωpla the build platform. The build platform
is fixed in the machine on a platen. As shown in figure 1, the domain is a multilayer struc-
ture based on χ. Powder melting is not included in the model. Instead, we consider that the
molten metal is directly deposited on the already existing domain. The deposition temperature
is adjustable depending on the laser speed and power. Consider Γ(t) the extremal zone where
the molten metal is deposited, and Γ̃(t) the area heated by the laser. Notations are depicted in
figure 1.

Ω

Γ(t)

Text

hsub

hz

hr

Laser

Build platform

Part

χ

Γ(t)
~

Ω(t)

pla

Gas flow

Platen

Figure 1: Notations

The heat conduction equation reads:

∀x ∈ Ω(t) ∪Ωpla, div(λ(T )∇T (x, t)) − ρcp(T )
∂T (x, t)
∂t

= −

Nφ∑
φ=1

∆Hφ(T )Ẋφ (1)
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Where T is the temperature, x is the material point, t is the time, λ is the thermal conductivity, ρ
is the density, cp is the specific heat capacity, Nφ is the number of phase transitions (e.g., liquid-
solid, austenite-martensite, etc.), ∆Hφ is the enthalpy change during the φ-th phase transition,
and Ẋφ are the phase proportion rates. Boundary conditions include the loss of heat due to
convection and radiation, and the heat flux applied by the laser (denoted by qbeam). Thus,
boundary conditions read:

λ∇T.n = −H (T − Text) − σε
(
T 4 − T 4

ext

)
x ∈ ∂Ω(t) ∪ ∂Ωpla − Γ̃(t) − Γ(t)

λ∇T.n = −H (T − Text) − σε
(
T 4 − T 4

ext

)
+ qbeam x ∈ Γ̃(t)

T = Tdep x ∈ Γ(t)
(2)

Where n denotes the outward normal vector. The initial condition reads:

T = Text x ∈ Ωpla t = 0 (3)

Where Text is the room temperature, Tdep is the deposition temperature, H is the heat transfer
coefficient , σ is the Stefan-Boltzmann constant, and ε is the emissivity. A Gaussian model
[28] is used for qbeam:

qbeam(x, t) =
2ηbeamPbeam

πR2
beam

exp
(
−2
‖x − xbeam(t)‖2

R2
beam

)
(4)

Where Pbeam is the laser beam power, ηbeam is the absorption coefficient, Rbeam is the beam
radius, xbeam(t) is the moving heat source location and x is the material point of interest.

In addition, the gas flow increases significantly H for all layers under the flow (see figure 1).
This aspect has been modeled in a simplified way, as detailed in section 3.

2.2. Assumptions, limitations and strategy
The equation set (1) to (3) is difficult to solve analytically, mostly because of geometrical

complexity and the fact that the domain is time-dependent. We neglect heat fluxes along the
tangent direction of the path χ to overcome this difficulty. Therefore, successive points on χ can
be considered as independent. The validity of this assumption is questionable in the vicinity of
the melt pool where temperature gradients are very significant in all directions, especially in the
direction of the laser movement. Although the proposed assumption introduce a bias near the
melt pool, since the laser is moving at relatively high speed, the effect of heat fluxes along the
tangent direction is expected to be limited as the laser moves faster than the heat can diffuse.
Moreover, in the rest of the part, heat fluxes along the vertical direction prevail.

This assumption leads to discretize the path χ in Nχ positions, and to consider independent
computations for each position. The computation points are indexed by p (1 ≤ p ≤ Nχ), and
consist of multilayer composites in the (r, z) plane, where r is the radial coordinate (thickness
direction) and z the vertical coordinate. Thus, the assumption leads to consider axi-symmetric
multilayer cylinders. However, more complex geometries than cylinders can be approached by
combining successive computations with different radii. The core problem relies on a 2D prob-
lem, but pseudo-3D temperature fields can be reconstructed by combining several 2D solutions.

The number of layers gradually increases as metal deposition goes on, and N denotes the
final number of layers. Each computation point p is characterized by the radius of curvature,
and the different times when metal is deposited (denoted by (tp

1 , · · · , t
p
N+1)). Thus, different
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geometries, laser paths and dwell times can be simulated through different radii of curvature,
laser speeds and deposition times.

The simulation strategy consists in approximating the equation set (1) to (3) for each com-
putation point on each time interval

[
tp
n , t

p
n+1

]
(1 ≤ n ≤ N). Thus, each computation point

requires N sub-computations. The initial condition on the time interval
[
tp
n , t

p
n+1

]
is simply ob-

tained from the final condition on the previous time interval
[
tp
n−1, t

p
n

]
. The proposed strategy is

presented in figure 2. In the following, the superscript p is discarded for the sake of clarity.

t
t1 t2 tnt2 tn+1t3

{Initial condition{Initial condition{Initial condition

{ 1st sub-computation { 2nd sub-computation { n-th sub-computation{Final condition {Final condition {Final condition

z

Rinf Rsup

Z(0)

Z(i)

Z(n)

Figure 2: Numerical strategy for each computation point

Although pseudo-3D temperature fields can be computed with the proposed method, there
are geometrical restrictions. Indeed, as computation points are independent from each other,
boundary conditions (e.g., convection) should not depend on other computation points. There-
fore, the proposed method applies to paths χ that do not intersect themselves (intersection or
tangent points). This geometrical restriction excludes the possibility of simulating multi-track
structures to obtain a bulk material. Moreover, complex geometries cannot be computed accu-
rately near the intersection or tangent points. Additional developments would be necessary to
adapt the proposed strategy to such cases.

Phase proportion rates highly depend on temperature. Therefore, the heat conduction equa-
tion (1) is non-linear. This difficulty is overcome by using an alternating algorithm. More
precisely, a first estimation of the temperature field is computed by setting the right side term to
zero. Then, this estimation is used to update the phase proportion rates and the right side term
of (1). On this basis, a new estimation of the temperature field is computed. This procedure
is repeated until convergence. Therefore, the non-linear problem is solved as a succession of
linear problems.

3. Semi-analytical solution for the temperature

This section deals with the derivation of the semi-analytical solution of the heat conduction
problem (1) to (3). Because of the alternating algorithm, the volumetric heat Q(i) is assumed
to be known in this section. A simple phase transition model is detailed in section 4 to update
Q(i). The mathematical solution is derived for the n-th sub-computation (1 ≤ n ≤ N) on the
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time interval [tn, tn+1] (see figure 2). Thus, there are n layers defined by:

(r, z) ∈
[
Rinf,Rsup

]
×

n⋃
i=1

[
Z(i−1),Z(i)

]
(5)

Where (i) denotes the layer index (1 ≤ i ≤ n), Rinf is the internal radius, Rsup is the external
radius, hr = Rsup−Rinf is the layer thickness, Z(i) are the interfaces positions, and hz = Z(i)−Z(i−1)

is the layer height. The proposed approach requires constant material parameters on the interval
[tn, tn+1]. If material parameters depend on temperature, the thermal conductivity λ(i) and the
thermal diffusivity D(i) can be updated at the end of the time interval.

The derivation of the semi-analytical solution relies on Fourier-Bessel series expansions,
interpolation of the volumetric heat by exponential fitting, and orthogonal projection on a finite-
dimensional vector space. Mathematical developments are rather technical and are detailed
in Appendix A.

3.1. Heat sources, initial condition and boundary conditions
The loss of heat due to radiation and the heat flux applied by the laser are modeled as powers

per unit volume instead of powers per unit area. Moreover, the gas flow increases significantly
the heat transfer coefficient for all layers under the flow. However, the following mathematical
solution is based on a constant heat transfer coefficient. This difficulty is overcome by intro-
ducing a negative power per unit volume to model the loss of heat due to the gas flow. Thus,
the heat conduction equation (1) reads:

∂2T (i)

∂r2 +
1
r
∂T (i)

∂r
+
∂2T (i)

∂z2 −
1

D(i)

∂T (i)

∂t
= −

Q(i)(t)
λ(i) (6)

Where T (i) is the temperature, and:

Q(i)(t) =

Nφ∑
φ=1

∆HφẊ(i)
φ −

2σε
hr

([
T (i)

]4
− T 4

ext

)
+ Q(i)

beam(t) − Q(i)
gas(t) (7)

Where the factor 2/hr has been introduced in the radiative term to convert the power at the inner
and outer surfaces into a power per unit volume. In addition, Q(i)

beam is the volumetric heat due
to the laser. The Gaussian model (4) gives:

Q(i)
beam(t) =


2ηbeamPbeam

πhzR2
beam

exp
(
−2V2

beam
(t − tn)2

R2
beam

)
i = n − 1

0 otherwise
(8)

Where Vbeam is the laser speed. Furthermore, the power per unit volume associated to the
gas flow Q(i)

gas(t) corresponds to a convection condition (i.e., H(T (i) − Text)). The heat transfer
coefficient associated to the gas flow is approximated with Gaussian function similar to (8),
which depends on the laser speed. Therefore Q(i)

gas(t) reads:

Q(i)
gas(t) = 2

Hgas

hr
(T (i) − Text) exp

(
−2V2

beam
(t − tn)2

R2
gas

)
(9)

Where Hgas is the maximum heat transfer coefficient associated to the gas flow, and Rgas char-
acterizes the area affected by the gas flow. It should be noted that Q(i)

gas depends on T (i) in
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(9). Thus, Q(i)
gas is computed by using the previous estimation of the temperature field in the

alternating algorithm.
The initial condition on the time interval [tn, tn+1] is simply obtained from the final condition

on the previous time interval [tn−1, tn], which reads:

T (i)(r, z, t = tn) = T (i)
ini(r, z) (10)

Where T (i)
ini is obtained from the previous sub-computation.

The build platform is modeled in a simplified way. It is assumed that the build platform tem-
perature Tpla,n is constant on the interval [tn, tn+1]. Of course the real build platform temperature
Tpla(t) evolves during the time interval [tn, tn+1], thus:

Tpla,n = Tpla(tn) (11)

The build platform temperature Tpla,n is updated at the end of each sub-computation. Thus,
boundary conditions (2) reduce to:

(a) :


λ̂
∂T (i)

∂r
= H (T (i) − Text) r = Rinf (1 ≤ i ≤ n)

λ̂
∂T (i)

∂r
= −H (T (i) − Text) r = Rsup (1 ≤ i ≤ n)

(b) :


λ(1)∂T (1)

∂z
= Hpla (T (1) − Tpla,n) z = Z(0)

λ(n)∂T (n)

∂z
= −H (T (n) − Text) z = Z(n)

(c) :


T (i) = T (i+1) z = Z(i) (1 ≤ i ≤ n − 1)

λ(i)∂T (i)

∂z
= λ(i+1)∂T (i+1)

∂z
z = Z(i) (1 ≤ i ≤ n − 1)

(12)

Where the heat transfer coefficient between the build platform and the multilayer structure is
denoted by Hpla. The loss of heat due to convection corresponds to the conditions (a) and (b),
and the continuity of both temperature and heat flux at the interfaces corresponds to the con-
dition (c). Moreover, for the sake of simplicity, the condition (a) is verified in a weak sense.
Indeed, the thermal conductivities λ(i) (1 ≤ i ≤ n) have been replaced by their average denoted
by λ̂.

3.2. Build platform temperature
The build platform temperature is updated at the end of the n-th sub-computation according

to the energy received during the time interval. The build platform temperature update reads:

∆Tpla = Tpla(tn+1) − Tpla(tn) (13)

The heat equation for the build platform reads:

ρpla cpla
dTpla

dt
(t) =

qpla(t)
hpla

(14)

Where Tpla(t) is the time dependent build platform temperature, hpla is the thickness, ρpla is the
density and cpla is the specific heat capacity. In addition, qpla is the power per unit area received
by the build platform, which reads:

qpla(t) = Hpla

(
T (1)

a (t) − Tpla(t)
)

+ H̃pla (T̃pla(t) − Tpla(t)) (15)
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Where T (1)
a (t) is the average temperature at the interface between the first layer and the build

platform:

T (1)
a (t) =

2
R2

sup − R2
inf

∫ Rsup

Rinf

T (1)(r,Z(0), t)rdr (16)

And where H̃pla is the heat transfer coefficient between the build platform and the platen un-
derneath. The temperature of the platen is denoted by T̃pla(t), which slowly evolves during the
process following the heat equation:

dT̃pla

dt
(t) =

q̃pla(t)

Ĩpla

(17)

Where Ĩpla is the equivalent thermal inertia (J.m−2.K−1) of the platen . In addition, q̃pla is the
power per unit surface received by the platen and reads:

q̃pla(t) = H̃pla

(
Tpla(t) − T̃pla(t)

)
− H̃pla (T̃pla(t) − Tref) (18)

Where Tref is a constant temperature. Practically, the coupled system eqs. (14), (15), (17)
and (18) is solved numerically by a simple explicit scheme.

3.3. Computation times
Since a semi-analytical solution is proposed, a relatively fast simulation tool is obtained.

The computation cost can be analyzed as follows. The semi-analytical solution relies on the
computation of eigenvalues defined as the successive roots of a characteristic function (see Ap-
pendix A). Roots are computed in advance and stored in a file. In addition, the semi-analytical
solution also relies on the determination of several coefficients, which necessitates to inverse a
large number of 2×2 matrices and to compute scalar products analytically. However, the com-
putation cost is mostly due to data manipulation aiming at computing series expansions (see
Appendix A). Indeed, although the analytical solution is valid continuously (i.e., without time
and space discretization), in practice the solution is calculated at different times and positions
in each layer. For instance, the computation cost is around 20 minutes with a personal computer
(7-cores processor running at 2.7 GHz) for 100 layers with 50 time steps for each cycle and
9 positions in each layer (3 positions along the radial and vertical coordinates respectively).
The computation time is only 5 minutes if the solution is extracted only at the center of each
layer. It should be noted that the proposed model has been implemented in Scilab [43]. Shorter
computation times would likely be obtained with a compiled language such as C.

4. Simple model of phase transitions

This section deals with the determination of phase proportion rates, considering a known
temperature field. The following approach is adapted to steels. However, similar equations
can be derived for other alloys. Very common materials used for LMPDED (e.g., stainless
steel 316L) are mostly austenitic. However, a multiphase framework is presented to include
high strength steels (see figure 3). Thus, the model enables to determine whether complex
multiphase microstructures could be controllably obtained during LMPDED.

Phase proportions are denoted by Xφ in (1). However, for the sake of clarity, more explicit
notations are introduced in figure 3. Phase proportions of liquid, austenite, ferrite, pearlite,
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bainite and martensite are respectively denoted by Xliq, Xaus, Xfer, Xper, Xbai and Xmar. In addi-
tion, each phase transition occurs in a specific temperature range, as shown in figure 3. The
liquidus and solidus temperatures are denoted by Tliq and Tsol respectively, and temperatures
between which solid state phase transitions occur are denoted by AE3,AE1,BS and MS, and the
austenitization temperature is denoted by Taus. The temperatures considered in this paper are
listed in table 5. Two different equations are used to model the different phase transitions: the
Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation [44–47] and the Koistinen-Marburger
(KM) equation [48]. Diffusive phase transitions (i.e., austenite to ferrite, pearlite and bai-
nite) are classically modeled with the JMAK equation, and the displacive phase transition (i.e.,
austenite to martensite) is classically modeled with the KM equation. Moreover, for the sake of
simplicity, solidification and austenitization are both modeled with a KM type equation. Two
coefficients kφ and nφ arise in both the JMAK equation and the KM type equation, where φ
refers to the considered phase transition. The coefficients (kφ, nφ) considered in this paper are
listed in table 6.

More precisely, the equations associated to each phase transition are detailed in the fol-
lowing. Solidification kinetics have been obtained in [28] for the stainless steel 316L. The
following KM type interpolation function is used: ∀T ∈

[
Tsol,Tliq

]
Xaus = 1 − exp

(
−kliq

(
Tliq − T

)nliq
) (19)

Phase transitions driven by carbon diffusion are slow. Thus, typical cooling rates in LMPDED
are generally not compatible with the formation of ferrite, pearlite and bainite. However,
these phases may be obtained by controlling the build platform temperature and tuning the
process parameters. Phase proportions Xφ (where φ stands for fer, per or bai) are initially set to
zero. The phase proportion variation ∆Xφ is computed according to the Johnson-Mehl-Avrami-
Kolmogorov (JMAK) equation:

∆Xφ = Xaus

[
1 − exp

(
−kφ

(
t − tφ

)nφ)]
(20)

Where tφ is the initial time when the temperature range of the phase transition is reached.
Moreover, the phase proportion of martensite is updated according to the KM equation:{

∀T ≤ MS
∆Xmar = Xaus

[
1 − exp (kmar (T −MS)nmar)

] (21)

Where ∆Xmar is the phase proportion variation. Usually, the JMAK equation is used for austen-
itization, which depends on the heating rate [49, 50]. However, as heating rates are very high
during LMPDED, it seems sufficient to use a KM type interpolation similar to (19). Therefore,
the phase proportion of austenite is updated as follows during austenitization:

∀T ∈ [AE3,Taus]
∆Xaus = X

[
1 − exp (−kaus (T − AE3)naus)

]
X = Xfer + Xper + Xbai + Xmar

(22)

Where ∆Xaus is the phase proportion variation.
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Figure 3: Phase transitions for steel

5. In-situ experiments

In this section, the model is compared to in-situ experiments. The chosen material is Met-
coClad™ 316L-SI, whose chemical composition is provided in table 1. This grade is similar to
AISI Type 316L (UNS S31603); the main difference is the higher content in silicon preventing
oxidation.

Table 1: Chemical composition in weight percent

Fe Ni Cr Mo Si Mn C Others
Balance 12 17 2.5 2.3 1 0.03 ≤0.5

The procedure involves fabricating four cylinders of different diameters with a BeAM™ ma-
chine. Tests are summarized in table 2. The build platforms are square plates made of 316L.
For all tests, the laser path is continuous, and there is no dwell time.

Table 2: Summary of experiments

Test Diameter Speed Cycle duration Spot Pyrometer (emissivity)
D Vbeam tn+1 − tn hspot

(mm) (mm.s−1) (s) (mm)
1 40 33.33 3.77 10 IGAR6 (εIGAR6 = 0.6)
2 60 33.33 5.66 10 IGAR6 (εIGAR6 = 0.6)
3 100 33.33 9.42 10 IGAR6 (εIGAR6 = 0.6)
4 40 30 4.19 20 M318 (εM318 ' 0.65)
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Temperature measurements are carried out by an infrared laser pyrometer, which enables
to record the temperature at a single location. Two different pyrometers have been used for
different tests, as listed in table 2. The first pyrometer is a LumaSense™ IGAR6 (spectral
range 2.0 - 2.5 µm) with a spot size estimated to around 2 mm. The second pyrometer is a Sen-
sortherm™ M318 (spectral range 1.62 - 2.1 µm) with a spot size estimated to around 1.4 mm.
The measured temperature is an average over the zone covered by the spot. The emissivity
depends on the material, wavelength range, temperature, roughness, etc. The emissivity of the
IGAR6 pyrometer has been calibrated at different temperatures on a part fabricated with the
BeAM™ machine. The emissivity is rather constant and fixed to εIGAR6 = 0.6. However, the
emissivity has not been calibrated for the M318 pyrometer. Thus, the test 4 is more qualitative.
Since the spectral ranges are similar for both pyrometers, it is reasonable to fix the emissiv-
ity of the M318 pyrometer to a value similar to that of the IGAR6 pyrometer. An acceptable
agreement with the model is obtained for εM318 ' 0.65.

Raw data of test 1 are presented in figure 4. Similar results are obtained for the other tests.
Four zones are identified. Initially, the pyrometer focuses above the part. Thus, the pyrometer
records only erratic reflections on the build plate and the machine nozzle. This zone cannot
be interpreted and will be discarded subsequently. The second zone starts when significant
temperature peaks are recorded. These temperature peaks indicate that the melt pool reached
the spot focused by the pyrometer. However the spot is split between the foreground and the
background of the part (see figure 5). Therefore, there are two temperature peaks for each
cycle. The third zone starts when the spot fully lies on the foreground of the part, and a single
temperature peak is recorded for each cycle. The temperature drift is due to the fact that the
heat source is moving increasingly further from the measurement spot. As the temperature
decreases, measurements are more affected by uncertainties and errors. Indeed, reflections on
the build plate and the machine nozzle are responsible for disturbance in the measurements (see
figure 5), which becomes dominant over the temperature. The fourth zone simply corresponds
to the fast cooling when the laser is turned off.

All the known parameters (physical constants, material properties extracted from [51] and
[28], geometrical parameters and laser properties) are listed in table 3. The other parameters,
listed in table 4, have been adjusted so that measurements of test 1 agree well with the model.
The comparison is presented in figure 6. The relative error in percentage is presented in fig-
ure 7. Large localized discrepancies can be noticed and are mainly due to the limitations of
the measurement device. Indeed, the detection on the background for the first cycles introduce
errors as well as the saturation of the measured temperature and optical disturbances. Excepted
these localized errors, the relative error remains below 7.5% and the average relative error is
around 2.6%.

Then, the same set of parameters has been used to simulate the other experimental con-
ditions (test 2 to test 4). Tests 1 to 3 have been performed successively on different build
platforms (initially at room temperature), however the temperature of the platen T̃pla slightly
increases from one test to another. Thus, the initial platen temperature is taken from the final
platen temperature of the previous test. Comparisons between measurements and the proposed
model are presented in figures 8, 9 and 10. Good agreement is observed between measure-
ments and numerical results. Some discrepancies can be observed and are likely due to the
simplifying assumptions of the model.

In addition, for test 4 a simulation has also been performed by neglecting the heat loss due
to the gas flow (i.e., Hgas = 0) and compared to the measurements and the complete simulation.
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Thus, the effect of the argon flow is evidenced in figure 11. (Results have been shifted to
facilitate the comparison). On this basis, it seems that the effect of the gas flow should not be
neglected.
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Figure 5: Optical issues during the in-situ experiments (test 1)

Table 3: Known parameters

Stefan-Boltzmann constant σ (W.mm−2.K−4) 5.670374 × 10−14

Build platform thickness hpla (mm) 2
Layer height hz (mm) 0.2
Layer thickness hr (mm) 0.75
Enthalpy change (solidification) ∆Hsol (J.mm−3) 2.1
Specific heat capacity cp (J.g−1.K−1) 0.5
Density ρ (g.mm−3) 0.008
Thermal conductivity λ (W.mm−1.K−1) 0.021
Laser beam power Pbeam (W) 245
Laser beam radius Rbeam (mm) 0.338
External temperature Text (K) 300
Initial build platform temperature Tpla(0) (K) 293.15

293.15 (test 1 and 4)
Initial platen temperature T̃pla(0) (K) 315 (test 2)

331 (test 3)
Reference temperature Tref (K) 293.15
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Table 4: Parameters identified from test 1

HTC air/part H (W.mm−2.K−1) 15
HTC part/build platform Hpla (W.mm−2.K−1) 20000
HTC build platform/platen H̃pla (W.mm−2.K−1) 3000
HTC gas flow/part Hgas (W.mm−2.K−1) 12500
Deposition temperature Tdep (K) 2200
Thermal inertia of the platen Ĩpla (J.mm−2.K−1) 6
Absorption coefficient ηbeam (-) 0.5
Gas flow radius Rgas (mm) 20
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6. Influence of process parameters

6.1. Reference computation
In this section, the model is used to demonstrate the influence of some process parameters.

This illustrates the design capability of the proposed approach. The material is assumed to
be stainless steel 316L, which is essentially austenitic. Thus, solid-state phase transitions are
not analyzed in this section. However, multiphase structures are investigated in section 7. In
addition, a simple cylindrical structure is analyzed but a more complex geometry is investigated
in section 8. A first computation is proposed as a reference for the following comparisons.
Simulation parameters are identical to those listed in table 3 and 4 and corresponds to test 1 in
table 2. Moreover, all computations consist of 100 layers. Since the laser path is continuous,
the time between two depositions does not vary and is tn+1 − tn = 3.77 s. The temperature
evolution at fixed points on some layers is presented in figure 12. The temperature field is
presented at different times in figure 13. The temperature is saturated at 1300 K for the sake
of readability. The temperature cycling clearly presents a pseudo-steady-state. The global
temperature increases at the beginning and then drifts during the rest of the simulation, which
is due to build platform temperature variations. Temperature gradients are computed by finite
differences and are presented as a vector field (field of colored arrows) in figure 14 in a zone
including the melt pool. The temperature field is also presented with some isotherms in order to
identify the melt pool. It is clear that in the vicinity of the melt pool, the assumption consisting
in neglecting heat fluxes along the tangent direction is questionable.

In addition, a comparison between the reference computation and a simulation without
latent heat (i.e., ∆Hsol = 0) is presented in figure 15 in order to show the effect of phase
transitions on temperature. Thus, the coupling between heat conduction and phase transition is
not negligible, especially for a large number of layers.
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6.2. Dwell times
Simulation parameters are identical to those chosen for the reference computation excepted

the dwell time set to 2 s. Results are presented in figure 16 and compared to the reference
computation. The temperature field is also presented at different times in figure 17. The main
effect is that the build platform temperature increases to a lower value and the part cools down
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between each layer. Thus, the metal is deposited on a cooler structure, which locally increases
temperature gradients in comparison with the simulation without dwell time as shown in fig-
ure 18. In addition, the melt pool size is reduced. Therefore, dwell times may be used to
partially control the crystallization pattern and residual stresses due to temperature gradients.
Moreover, dwell times have an effect on the direction of crystallization mostly aligned with the
temperature gradient [52, 53].
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Figure 16: Effect of dwell time: temperature evolution of some layers
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Figure 18: Effect of dwell time: temperature and gradient (vector field) and some isotherms after 40 layers

6.3. Laser speed
Simulation parameters, except the parameter of laser speed set to 50 mm.s−1, are identical

to those of the reference computation. Results are presented in figure 19 and compared to the
reference computation. The temperature field is also presented at different times in figure 20.
Increasing the laser speed tends to reach higher temperatures in the part. This can be explained
by the fact that the time between two successive metal depositions is shorter (tn+1 − tn = 2.51 s)
when the laser speed is higher. However, since the laser speed explicitly arises in (8), the energy
brought by the laser is lower for higher laser speed. This effect is negligible in comparison to
the reduction of the time between two successive metal depositions.

Thus, the laser speed could be used to partially control phase transitions. Indeed, diffusive
phase transitions are slow and occur only if the temperature is maintained long enough in the
range of the phase transition. To that extent, adjusting the laser speed may contribute to control
microstructures. Moreover, local temperature gradients slightly decrease in comparison with
the reference computation and the melt pool size increases, as shown in figure 21. Thus, the
crystallization pattern is affected by the laser speed.
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Figure 19: Effect of laser speed: temperature evolution of some layers
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Figure 21: Effect of laser speed: temperature and gradient (vector field) and some isotherms after 40 layers

6.4. Laser path
Simulation parameters are identical to the reference computation. The only difference is

that the laser path is changing direction at each cycle. This is modeled by adjusting the time
between each metal deposition as detailed in section 2.2. The laser path χ is discretized as
shown in figure 22, and only 9 points have been computed (in red). Between these computation
points, the temperature field is approximated by linear interpolation. Temperature cycles are
presented for one computation point in figure 23. The general behavior is similar to those
presented in figure 12 for the continuous path. However, as the path direction is alternating,
each pair of cycles is composed of two cycles of different durations. In addition, the temperature
field at different times is presented in figure 24. As expected, the temperature gradient changes
direction at each laser pass, leading to microstructures with herringbone patterns [53].
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7. Analysis of phase transitions

An austenitic steel has been modeled in the previous section. Multiphase transitions are now
considered to show that thermal cycling induces a complex history of phase transitions. Thus,
controlling the microstructure for multiphase steels is likely difficult and would necessitate an
optimization loop and the addition of temperature control devices (e.g., control of the build
platform temperature). The simulation is performed with the same simulation parameters as
the reference computation. However, all phase transitions detailed in section 4 are included.
Transition temperatures are listed in table 5 and coefficients are listed in table 6.
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Table 5: Temperatures between which phase transitions occur

Liquidus temperature Tliq (K) 1726.15
Solidus temperature Tsol (K) 1607.15
Temperature end of austenitization Taus (K) 1125.15
Temperature start of ferrite AE3 (K) 973.15
Temperature start of pearlite AE1 (K) 823.15
Temperature start of bainite BS (K) 713.15
Temperature start of martensite MS (K) 593.15

Table 6: Coefficients of the phase transition model

Coefficient Liquid Austenite Ferrite Pearlite Bainite Martensite
k 0.02 0.000002 0.0001 0.00015 0.00015 0.011
n 1.22 3 1.5 1.5 1.5 1

Results presented in figure 25 demonstrate a complex history. The first cycle presents a
rapid solidification followed by a martensitic phase transition. Then, as the temperature in-
creases significantly during the second cycle, a rapid austenitization occurs, followed by a
second martensitic phase transition. This process repeats itself during one or two more cycles
until the temperature increase is not sufficient to reach the austenitization temperature. The
phase proportion field is presented in figure 26. As the part cools down near the build platform,
the martensite proportion increases. For the tested condition, ferrite, pearlite and bainite can-
not be formed as cooling rates are too high. These phases can only be formed by optimizing
process parameters and adding temperature control devices, which necessitates a fast model of
the entire process such as the model proposed in this paper.
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8. More complex geometry

In this section, the model is applied to a more complex geometry to demonstrate the model
capability. A cell of an auxetic is modeled with a continuous path and no dwell time. The cell
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geometry is composed of four branches of a Gaussian function as presented in figure 27. This
geometry is interesting to test the proposed model as the radius of curvature evolves smoothly
on a large interval (see figure 28) and there are four corners (i.e., sharp angles) where the
tangent at the path is discontinuous. This discontinuity implies local variation of the laser
speed. Indeed, even though the laser speed was set to a fixed value, the machine would need to
slow down near the sharp angles in order to follow the imposed trajectory. The laser speed as
a function of the curvilinear coordinate (denoted by l) is presented in figure 29. (This function
has not been measured on a real machine but simply assumed as a possible example). Although
the laser speed is not constant along the curvilinear coordinate, the time between two successive
metal depositions is constant and reads:

tn+1 − tn =

∫ la

0

dl
Vbeam(l)

' 10 s (23)

Where la is the total length of the auxetic cell. Thus, the effect of the laser speed in the corners
is not due to a shorter time between successive metal depositions (as in section 6.3), but to the
power brought by the laser and the heat loss due to the gas flow. Indeed, the total energy brought
by the laser (or extracted by the gas flow) at a specific computation point increases as the laser
speed decreases. Thus, the temperature in the corners is expected to remain higher than the
rest of the structure for the layers affected by the laser and cooler than the rest of the structure
for the layers affected by the gas flow. This can be verified in figure 30. The specific pattern
near the corners has to be validated by in-situ experiments. Infrared pyrometer measurements
are likely to be insufficient in the corners, but an infrared camera would enable to test model
predictions for relatively complex geometries such as proposed in this section.
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Figure 27: One cell of an auxetic structure
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9. Conclusion

This paper presents a semi-analytical tool to simulate temperature evolution and phase tran-
sitions during directed energy deposition. Phase transitions and latent heat have been consid-
ered as well as the power extracted by the gas flow used for carrying the powder. Unlike
most of the analytical approaches developed within the framework of additive manufacturing,
the proposed model does not rely on classic analytical solutions for moving heat sources in
semi-infinite domain. Instead, several 2D multi-layer composites are considered with proper
boundary conditions, and combined in order to construct a pseudo-3D temperature field. The
modeling strategy is based on the assumption that heat fluxes along the tangent direction to
the laser path can be neglected. This assumption is of course questionable in the vicinity of
the melt pool, but enables us to obtain reasonable results within short computation time. In-
deed, the model has been compared with in-situ pyrometer measurements and good agreement
has been observed with 2.6% error in average. Several process parameters have been tested
to better control the temperature history and phase changes. This work opens interesting per-
spectives to predict and control the formation of residual stresses due to thermal expansion
and phase transitions. In addition, as the model partially relies on analytic solutions of the
nonlinear heat equation, computation time is reduced in comparison to classic finite element
techniques. Thus, the proposed model enables us to simulate large structures and perform para-
metric studies, develop optimization loops and design temperature control devices in order to
reach targeted microstructures.
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(LMS), École Polytechnique) carried out the in-situ experiment detailed in the paper and would
like to thank him for his expertise and fruitful discussion.

30



Appendix A. Solution derivation

On each time interval, the material parameters do not depend on temperature. Moreover,
for each iteration of the alternating algorithm, the right side term is known. Therefore, the heat
conduction equation (6) is linear, and the temperature can be split into three terms:

T (i)(r, z, t) = T †(r, z) + T (i)
h (r, z, t) + T (i)

∗ (r, z, t) (A.1)

The steady-state solution is denoted by T † and verifies:

∂2T †

∂r2 +
1
r
∂T †

∂r
+
∂2T †

∂z2 = 0 (A.2)

With the following boundary conditions:

(a) :


λ̂
∂T †

∂r
= H (T † − Text) r = Rinf

λ̂
∂T †

∂r
= −H (T † − Text) r = Rsup

(b) :


λ(1)∂T †

∂z
= Hpla (T † − Tpla) z = Z(0)

λ(n)∂T †

∂z
= −H (T † − Text) z = Z(n)

(A.3)

For the sake of simplicity, the condition (a) is verified in a weak sense. Indeed, the thermal
conductivities λ(i) (1 ≤ i ≤ n) have been replaced by their average denoted by λ̂. The transient
homogenous solution is denoted by T (i)

h (r, z, t) and verifies:

∂2T (i)
h

∂r2 +
1
r
∂T (i)

h

∂r
+
∂2T (i)

h

∂z2 −
1

D(i)

∂T (i)
h

∂t
= 0 (A.4)

With the following boundary conditions:

(a) :


λ̂
∂T (i)

h

∂r
= H T (i)

h r = Rinf (1 ≤ i ≤ n)

λ̂
∂T (i)

h

∂r
= −H T (i)

h r = Rsup (1 ≤ i ≤ n)

(b) :


λ(1)∂T (1)

h

∂z
= Hpla T (1)

h z = Z(0)

λ(n)∂T (n)
h

∂z
= −H T (n)

h z = Z(n)

(c) :


T (i)

h = T (i+1)
h z = Z(i) (1 ≤ i ≤ n − 1)

λ(i)∂T (i)
h

∂z
= λ(i+1)∂T (i+1)

h

∂z
z = Z(i) (1 ≤ i ≤ n − 1)

(A.5)

And the particular solution is denoted by T (i)
∗ (r, z, t) and verifies:

∂2T (i)
∗

∂r2 +
1
r
∂T (i)
∗

∂r
+
∂2T (i)

∗

∂z2 −
1

D(i)

∂T (i)
∗

∂t
=

Q(i)(t)
λ(i) (A.6)

With boundary conditions identical to (A.5) by replacing T (i)
h by T (i)

∗ .
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Appendix A.1. Steady state solution
A general solution of (A.2) is obtained by separation of variables:

T †(r, z) = Text +

N j∑
j=1

(
a†j I0

(
α†j r

)
+ ã†j K0

(
α†j r

)) (
b†j cos(α†j z) + b̃†j sin(α†j z)

)
(A.7)

Where I0, K0 are the zero order modified Bessel functions of the first and second kind respec-
tively. A classic issue of such a solution is that I0 and K0 are extremely similar for sufficiently
large values of r. This issue leads to a very ill-conditioned matrix. Thus, a simpler solution is
preferred, consisting in neglecting the condition (a) in (A.3). This assumption has almost no
influence on results mostly because Hpla � H. Therefore, the solution reduces to:

T †(z) = a†z + b† (A.8)

Where: 
a† =

H Hpla(Text − Tpla)

H(̂λ − Hpla Z(0)) + Hpla(̂λ + H Z(n))

b† =
H(̂λ − Hpla Z(0))Text + Hpla(̂λ + H Z(n))Tpla

H(̂λ − Hpla Z(0)) + Hpla(̂λ + H Z(n))

(A.9)

Appendix A.2. Homogeneous solution
A general solution of (A.5) is obtained by separation of variables:

T (i)
h (r, z, t) =

N j∑
j=1

Nk∑
k=1

Θ j,k

(
a jJ0

(
α j r

)
+ ã jY0

(
α j r

)) (
b(i)

j,k cos(β(i)
j,k z) + b̃(i)

j,k sin(β(i)
j,k z)

)
× exp

(
−D(i)

(
α2

j +
(
β(i)

j,k

)2
)

(t − tn)
) (A.10)

Where J0 and Y0 denote the zero order Bessel functions of the first and second kind respectively.
Boundary conditions enable to determine the coefficients a j, ã j, b

(i)
j,k, b̃

(i)
j,k and the eigenvalues

α j, β
(i)
j,k. The initial condition enables to determine the coefficients Θ j,k in Appendix A.4. The

condition (a) in (A.5) reads:{
a jM1,1 + ã jM1,2 = 0
a jM2,1 + ã jM2,2 = 0 ⇒

 M1,1 M1,2

M2,1 M2,2

︸            ︷︷            ︸
M(α j)

.

 a j

ã j

 =

 0

0

 (A.11)

Where: 

M1,1 = λ̂α jJ′0
(
α j Rinf

)
− HJ0

(
α j Rinf

)
M1,2 = λ̂α jY ′0

(
α j Rinf

)
− HY0

(
α j Rinf

)
M2,1 = λ̂α jJ′0

(
α j Rsup

)
+ HJ0

(
α j Rsup

)
M2,2 = λ̂α jY ′0

(
α j Rsup

)
+ HY0

(
α j Rsup

)
(A.12)
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Hence, the eigenvalues α j are defined as the positive successive roots of the following function:

α 7→ det [M(α)] (A.13)

Coefficients a j reads: 
a j = 1

ã j = −
λ̂α jJ′0

(
α j Rinf

)
− HJ0

(
α j Rinf

)
λ̂α jY ′0

(
α j Rinf

)
− HY0

(
α j Rinf

) (A.14)

The continuity of both temperature and heat flux at the interfaces (∀ t ∈ [tn, tn+1]) implies that
the time dependance in (A.10) is the same for all layers, thus:

D(i)
(
α2

j + (β(i)
j,k)

2
)

= D
(
α2

j + β2
j,k

)
(A.15)

Where:
D = D(i0) = max

1≤i≤n
D(i) and β j,k = β(i0)

j,k (A.16)

Hence, for 1 ≤ i ≤ n:

β(i)
j,k =

√
D

D(i) (α2
j + β2

j,k) − α
2
j (A.17)

The maximum of the diffusivity has been chosen as a parameter in (A.16) so that the eigenvalues
β(i)

j,k defined in (A.17) are positive. Furthermore, the condition (b) in (A.5) reduces to: b(1)
j,k K1,1 + b̃(1)

j,k K1,2 = 0

b(n)
j,k K2n,2n−1 + b̃(n)

j,k K2n,2n = 0
(A.18)

Where: 

K1,1 = −λ(1)β(1)
j,k sin(β(1)

j,k Z(0)) − Hpla cos(β(1)
j,k Z(0))

K1,2 = λ(1)β(1)
j,k cos(β(1)

j,k Z(0)) − Hpla sin(β(1)
j,k Z(0))

K2n,2n−1 = −λ(n)β(n)
j,k sin(β(n)

j,k Z(n)) + H cos(β(n)
j,k Z(n))

K2n,2n = λ(n)β(n)
j,k cos(β(n)

j,k Z(n)) + H sin(β(n)
j,k Z(n))

(A.19)

The condition (c) in (A.5) reads for 1 ≤ i ≤ n − 1: b(i)
j,kK2i,2i−1 + b̃(i)

j,kK2i,2i + b(i+1)
j,k K2i,2i+1 + b̃(i+1)

j,k K2i,2i+2 = 0

b(i)
j,kK2i+1,2i−1 + b̃(i)

j,kK2i+1,2i + b(i+1)
j,k K2i+1,2i+1 + b̃(i+1)

j,k K2i+1,2i+2 = 0
(A.20)
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Where: 

K2i,2i−1 = λ(i)β(i)
j,k cos(β(i)

j,k Z(i))

K2i,2i = λ(i)β(i)
j,k sin(β(i)

j,k Z(i))

K2i,2i+1 = −λ(i)β(i)
j,k cos(β(i+1)

k Z(i))

K2i,2i+2 = −λ(i)β(i)
j,k sin(β(i+1)

k Z(i))

K2i+1,2i−1 = −λ(i)β(i)
j,k sin(β(i)

j,k Z(i))

K2i+1,2i = λ(i)β(i)
j,k cos(β(i)

j,k Z(i))

K2i+1,2i+1 = λ(i+1)β(i+1)
k sin(β(i+1)

k Z(i))

K2i+1,2i+2 = −λ(i+1)β(i+1)
k cos(β(i+1)

k Z(i))

(A.21)

Thus, conditions (A.18) and (A.20) reduce to:



K1,1 K1,2 0 0 0 0 · · · 0 0 0 0
K2,1 K2,2 K2,3 K2,4 0 0 · · · 0 0 0 0
K3,1 K3,2 K3,3 K3,4 0 0 · · · 0 0 0 0

0 0 K4,3 K4,4 K4,5 K4,6 · · · 0 0 0 0
0 0 K5,3 K5,4 K5,5 K5,6 · · · 0 0 0 0

...
0 0 0 0 0 0 · · · K2n−2,2n−3 K2n−2,2n−2 K2n−2,2n−1 K2n−2,2n

0 0 0 0 0 0 · · · K2n−1,2n−3 K2n−1,2n−2 K2n−1,2n−1 K2n−1,2n

0 0 0 0 0 0 · · · 0 0 K2n,2n−1 K2n,2n

︸                                                                                                                ︷︷                                                                                                                ︸
K(β j,k)

.



b(1)
j,k

b̃(1)
j,k
...
...
...
...

b(n)
j,k

b̃(n)
j,k



=



0
...
...
...
...
...
...
0



(A.22)

Thus, the eigenvalues β j,k are defined as the positive successive roots of the following function:

β 7→ det
[
K(β)

]
(A.23)

The coefficients b(i)
j,k are determined as follows: b(1)

j,k = 1
b̃(1)

j,k = −
K1,1

K1,2
b(1)

j,k
(A.24)

The following recursive formula holds for 1 ≤ m ≤ n − 1: b(i+1)
j,k

b̃(i+1)
j,k

 = −

(
K2i,2i+1 K2i,2i+2

K2i+1,2i+1 K2i+1,2i+2

)−1

.

(
K2i,2i−1 K2i,2i

K2i+1,2i−1 K2i+1,2i

)
.

 b(i)
j,k

b̃(i)
j,k

 (A.25)

Appendix A.3. Particular solution
For the sake of simplicity, the imposed volumetric heat Q(i) is assumed to be homogenous

in each layer (i.e., the volume average of Q(i) is considered in each layer). This assumption is
acceptable as each layer is very small. Thus, the imposed volumetric heat Q(i) is approximated
as follows:

Q(i)(t) ≈
Nm∑

m=0

λ(i)χ(i)
m exp

(
−

t − tn

τm

)
(A.26)
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Where the relaxation times τm are imposed and the coefficients χ(i)
m are obtained by optimization.

A particular solution of (A.6) verifying the boundary conditions (A.5) may be written in a
similar form as (A.10). However, to avoid unnecessary technical developments, weak boundary
conditions are considered instead. Indeed, the temperature is replaced by the average tempera-
ture on the surface of each layer. More precisely, the weak boundary conditions read:

(a) :


λ̂
∂T (i)
∗

∂r
=

H
Z(i) − Z(i−1)

∫ Z(i)

Z(i−1)
T (i)
∗ dz r = Rinf (1 ≤ i ≤ n)

λ̂
∂T (i)
∗

∂r
= −

H
Z(i) − Z(i−1)

∫ Z(i)

Z(i−1)
T (i)
∗ dz r = Rsup (1 ≤ i ≤ n)

(b) :


λ(1)∂T (1)

∗

∂z
=

2Hpla

R2
sup − R2

inf

∫ Rsup

Rinf

rT (1)
∗ dr z = Z(0)

λ(n)∂T (n)
∗

∂z
= −

2H
R2

sup − R2
inf

∫ Rsup

Rinf

rT (n)
∗ dr z = Z(n)

(c) :


∫ Rsup

Rinf

rT (i)
∗ dr =

∫ Rsup

Rinf

rT (i+1)
∗ dr z = Z(i) (1 ≤ i ≤ n − 1)

λ(i)∂T (i)
∗

∂z
= λ(i+1)∂T (i+1)

∗

∂z
z = Z(i) (1 ≤ i ≤ n − 1)

(A.27)

These weak boundary conditions are consistent with the fact that Q(i) has been assumed to be
homogenous in each layer. Thus, the particular solution reads:

T (i)
∗ (r, z, t) =

Nm∑
m=0

[
A(i)

m J0

(
γ(i)

m r
)

+ Ã(i)
m Y0

(
γ(i)

m r
)

+ B(i)
m cos

(
γ(i)

m z
)

+ B̃(i)
m sin

(
γ(i)

m z
)

+ U (i)
m

]
exp

(
−

t − tn

τm

)
(A.28)

Where A(i)
m , Ã

(i)
m , B

(i)
m , B̃

(i)
m are coefficients to determine, and:

U (i)
m = χ(i)

m D(i)τm (A.29)

And:

γ(i)
m =

√
1

D(i)τm
(A.30)

The condition (a) in (A.27) reads for 1 ≤ i ≤ n: A(i)
m K∗2i,4i−3 + Ã(i)

m K∗2i,4i−2 + B(i)
m K∗2i,4i−1 + B̃(i)

m K∗2i,4i = F∗2i

A(i)
m K∗2i+1,4i−3 + Ã(i)

m K∗2i+1,4i−2 + B(i)
m K∗2i+1,4i−1 + B̃(i)

m K∗2i+1,4i = F∗2i+1

(A.31)
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Where: 

K∗2i,4i−3 = λ̂γ(i)
m J′0

(
γ(i)

m Rinf

)
− HJ0

(
γ(i)

m Rinf

)
K∗2i,4i−2 = λ̂γ(i)

m Y ′0
(
γ(i)

m Rinf

)
− HY0

(
γ(i)

m Rinf

)
K∗2i,4i−1 = −HC(i)

m

K∗2i,4i = −HS (i)
m

K∗2i+1,4i−3 = λ̂γ(i)
m J′0

(
γ(i)

m Rsup

)
+ HJ0

(
γ(i)

m Rsup

)
K∗2i+1,4i−2 = λ̂γ(i)

m Y ′0
(
γ(i)

m Rsup

)
+ HY0

(
γ(i)

m Rsup

)
K∗2i+1,4i−1 = HC(i)

m

K∗2i+1,4i = HS (i)
m

(A.32)

And:  F∗2i = HU (i)
m

F∗2i+1 = −HU (i)
m

(A.33)

The condition (b) in (A.27) reads: A(1)
m K∗1,1 + Ã(1)

m K∗1,2 + B(1)
m K∗1,3 + B̃(1)

m K∗1,4 = F∗1

A(n)
m K∗4n,4n−3 + Ã(n)

m K∗4n,4n−2 + B(n)
m K∗4n,4n−1 + B̃(n)

m K∗4n,4n = F∗4n

(A.34)

Where: 

K∗1,1 = −HplaJ(1)
m

K∗1,2 = −HplaY (1)
m

K∗1,3 = −λ(1)γ(1)
m sin

(
γ(1)

m Z(0)
)
− Hpla cos

(
γ(1)

m Z(0)
)

K∗1,4 = λ(1)γ(1)
m cos

(
γ(1)

m Z(0)
)
− Hpla sin

(
γ(1)

m Z(0)
)

K∗4n,4n−3 = HJ(n)
m

K∗4n,4n−2 = HY (n)
m

K∗4n,4n−1 = −λ(n)γ(n)
m sin

(
γ(n)

m Z(n)
)

+ H cos
(
γ(n)

m Z(n)
)

K∗4n,4n = λ(n)γ(n)
m cos

(
γ(n)

m Z(n)
)

+ H sin
(
γ(n)

m Z(n)
)

(A.35)

And:  F∗1 = HplaU (1)
m

F∗4n = −HU (n)
m

(A.36)

The condition (c) in (A.27) reads for 1 ≤ i ≤ n − 1:
A(i)

m K∗2n+2i,4i−3 + Ã(i)
m K∗2n+2i,4i−2 + B(i)

m K∗2n+2i,4i−1 + B̃(i)
m K∗2n+2i,4i

+A(i+1)
m K∗2n+2i,4i+1 + Ã(i+1)

m K∗2n+2i,4i+2 + B(i+1)
m K∗2n+2i,4i+3 + B̃(i+1)

m K∗2n+2i,4i+4 = F∗2n+2i

B(i)
m K∗2n+2i+1,4i−1 + B̃(i)

m K∗2n+2i+1,4i + B(i+1)
m K∗2n+2i+1,4i+3 + B̃(i+1)

m K∗2n+2i+1,4i+4 = F∗2n+2i+1

(A.37)
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Where: 

K∗2n+2i,4i−3 = λ(i)γ(i)
m J(i)

m

K∗2n+2i,4i−2 = λ(i)γ(i)
m Y (i)

m

K∗2n+2i,4i−1 = λ(i)γ(i)
m cos

(
γ(i)

m Z(i)
)

K∗2n+2i,4i = λ(i)γ(i)
m sin

(
γ(i)

m Z(i)
)

K∗2n+2i,4i+1 = −λ(i)γ(i)
m J(i+1)

m

K∗2n+2i,4i+2 = −λ(i)γ(i)
m Y (i+1)

m

K∗2n+2i,4i+3 = −λ(i)γ(i)
m cos

(
γ(i+1)

m Z(i)
)

K∗2n+2i,4i+4 = −λ(i)γ(i)
m sin

(
γ(i+1)

m Z(i)
)

K∗2n+2i+1,4i−1 = −λ(i)γ(i)
m sin

(
γ(i)

m Z(i)
)

K∗2n+2i+1,4i = λ(i)γ(i)
m cos

(
γ(i)

m Z(i)
)

K∗2n+2i+1,4i+3 = λ(i+1)γ(i+1)
m sin

(
γ(i+1)

m Z(i)
)

K∗2n+2i+1,4i+4 = −λ(i+1)γ(i+1)
m cos

(
γ(i+1)

m Z(i)
)

(A.38)

And:  F∗2n+2i = λ(i)γ(i)
m

(
U (i+1)

m − U (i)
m

)
F∗2n+2i+1 = 0

(A.39)

Where the following quantities have been introduced:

C(i)
m =

1
Z(i) − Z(i−1)

∫ Z(i)

Z(i−1)
cos

(
γ(i)

m z
)

dz

S (i)
m =

1
Z(i) − Z(i−1)

∫ Z(i)

Z(i−1)
sin

(
γ(i)

m z
)

dz

J(i)
m =

2
R2

sup − R2
inf

∫ Rsup

Rinf

rJ0

(
γ(i)

m r
)

dr

Y (i)
m =

2
R2

sup − R2
inf

∫ Rsup

Rinf

rY0

(
γ(i)

m r
)

dr

(A.40)

Consider X =
(
A(1)

m , Ã(1)
m , B(1)

m , B̃(1)
m , · · · , A(n)

m , Ã(n)
m , B(n)

m , B̃(n)
m

)
, and F∗ and K∗ the vector and sec-

ond order tensor, respectively defined by (A.33), (A.36), (A.39) and (A.32), (A.35), (A.38).
Coefficients are obtained as follows:

X = [K∗]−1 .F∗ (A.41)

Appendix A.4. Initial condition
The only remaining unknowns are the coefficients Θ j,k. The initial condition (10) is used to

determine these coefficients. The following scalar product is needed:

〈 f1, f2〉 =

n∑
i=1

λ(i)

D(i)

∫ Z(i+1)

Z(i)

∫ Rsup

Rinf

r f1(r, z) f2(r, z)drdz (A.42)
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Consider the function basis defined on the entire multilayer structure:

f j,k : (r, z) 7→
(
a jJ0

(
α j r

)
+ ã jY0

(
α j r

)) (
b(i)

j,k cos(β(i)
j,k z) + b̃(i)

j,k sin(β(i)
j,k z)

)
(A.43)

Where the layer (i) is selected accordingly to z. The following orthogonality rule holds:

〈
f j,k, f j′,k′

〉
=

{ 〈
f j,k, f j,k

〉
> 0 if j = j′ and k = k′

0 if j , j′ or k , k′
(A.44)

Thus, the initial condition (10) reads:

N j∑
j=1

Nk∑
k=1

Θ j,k f j,k(r, z) = Tini(r, z) − T †(r, z) − T∗(r, z, tn) = T0(r, z) (A.45)

Where:

T∗ : (r, z, t) 7→

 T (i)
∗ (r, z, t)

for z ∈
[
Z(i−1),Z(i)

] (A.46)

The coefficients Θ j,k are determined as follows:

Θ j,k =

〈
f j,k,T0

〉〈
f j,k, f j,k

〉 (A.47)
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