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Abstract

Seismic surface waves analysis methods have been widely developed and tested in the context of subsurface characterization and have demonstrated their effectiveness for sounding and monitoring purposes. Given their efficiency, surface waves methods have been used in a variety of contexts, including civil engineering applications. However, at this particular scale, many structures exhibit 3D geometries which drastically limit the efficiency of these methods since they are mostly developed under the assumption of a semi-infinite 1D layered medium without topography. Taking advantages of wave propagation modeling algorithm development and high-performance computing center accessibility, it is now possible to consider the use of a 3D elastic forward modeling algorithm for the inversion of surface wave dispersion. We use a parallelized 3D elastic modeling code based on the spectral element method which allows to obtain accurate synthetic data with very low numerical dispersion and a reasonable numerical cost. In this study, we choose a sea dike as a case example. We first show that their longitudinal geometry and structure may have a significant effect on dispersion diagrams of Rayleigh waves. Then, we investigate the sensitivity of the dispersion diagrams to small velocity and layer thickness perturbations, and show the limitations of the standard 1D surface wave methods approach. Finally, we demonstrate in this context the benefits of using both a 3D forward modeling engine and the whole dispersion diagram, instead of the dispersion curves only.
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1. Introduction

Sea dikes are of critical importance to protect coastal areas from flooding events, but defects can form within or below the dike body, and weaken the structure (Kortenhaus et al., 2002). Following the recent storm surges in Western Europe, leading to numerous catastrophic sea dikes breaching, assessment and monitoring of sea dikes became an important task in civil engineering (Niederleithinger et al., 2012; Samyn et al., 2014; Antoine et al., 2015). However, many dikes were built, at least, several decades ago and original construction drawings and maintenance history may not be reliable, when they exist at all. That leads to a lack of knowledge of the internal structure and of the geotechnical parameters required to make sure of the integrity and effectiveness of the dikes. Even if the relationship between geotechnical and geophysical parameters is not straightforward, geophysical methods are the best candidates to sound and to monitor sea dikes.

Among geophysical methods already in use for sea dike sounding, electric-resistivity imaging (ERI) is the most common one (Johansson and Dahlin, 1996; Fargier et al., 2012; Arosio et al., 2017; Weller et al., 2014). Yet, while this method is suitable to determine water content in the dike body, and to infer the nature of materials, it does not allow to assess mechanical parameters without other site-specific experiments. In the geotechnical point of view, seismic methods seem to be more adapted since the seismic wave velocities are related to geotechnical parameters such as the dynamic stiffness of the material (Karl et al., 2011). In particular, Spectral Analysis of Surface Waves, SASW (Nazarian et al., 1984) and Multichannel analysis of surface waves, MASW (Park et al., 2007), are commonly used for geotechnical investigations and have been recently used to assess mechanical properties of river dikes with symmetric geometries (Karl et al., 2011). Recently, ERI and MASW are used in combined geophysical survey of river dikes (Samyn et al., 2014; Busato et al., 2016), sometimes with the integration of geotechnical methods (Perri et al., 2014; Bièvre et al., 2017). Le Feuvre et al. (2015) develop cross-correlation-based passive MASW methods suitable for sea dike monitoring using sea waves or anthropogenic noise as continuous seismic sources to retrieve surface wave signal and produce high-quality dispersion diagrams. Planès et al. (2017) successfully test a seismic-interferometry technique on an earthen levee using retrieved impulse signal from cross-correlation of anthropogenic ambient seismic noise. Joubert et al. (2018) develop a passive monitoring method, using sea waves as seismic sources, and retrieve shear-wave velocity perturbations, related to water content in the sea dike body, with respect to a background velocity model previously inferred using effective dispersion curve inversion. The latter aims, as other monitoring methods, to detect and locate as precisely as possible the heterogeneities in the dike body to facilitate future geotechnical intervention. This need for precision can only be achieved with the use of an accurate background velocity model.

However, the inversion process of dispersion curves is widely based on 1D forward modeling algorithms with the assumption of a layered, laterally invariant, half-space models (Xia et al., 1999; Watthelet, 2005), while sea dikes present strong 3D surface variations which can limit the accuracy of the process (Wang et al., 2015; Borisov et al., 2017). Indeed, side reflections can disturb the dispersion diagram of Rayleigh waves for dikes with a width-to-height ratio lower than four (Karl et al., 2011) which can be the case for coastal sea dikes exhibiting asymmetric geometries and seafront promenade showing sometimes sub-vertical slopes. Pageot et al. (2016) have also shown that, even for sea dikes with symmetric geometries, internal structure layering can emphasize geometrical effects, and produce dispersion curves very different from the theoretical 1D case, for both the fundamental and superior modes. Consequently, a multi-modal inversion approach will also fail to infer accurate shear-wave velocity models.

Taking advantages of high-performance computing center accessibility and wave propagation modeling algorithm development, it is now possible, as recommended by Min and Kim (2006), to consider the use of a 3D elastic forward modeling as an engine for least-square minimization method, in
order to assess directly mechanical parameters, or to improve the results of 1D dispersion curves inversion. Here, we use a parallelized 3D elastic modeling code based on the spectral element method (Komatitsch and Vilotte, 1998) which allows to obtain accurate synthetic data with very low numerical dispersion and a reasonable numerical cost.

In this study, we choose simplified coastal sea dike geometries as case examples. We first show that both the shape of their cross-section, and the presence of a lateral reflector, may have a significant effect on Rayleigh waves dispersion diagrams. We demonstrate the limitations of the classical 1D inversion process and show the importance of taking into account the full dispersion diagram as an input instead of dispersion curves only. Then, we demonstrate the necessity of 3D elastic modeling as a forward problem for the inversion of dispersion diagrams.

2. Modeling surface wave dispersion in sea dikes

2.1. Multichannel analysis of surface waves

Currently, in civil engineering, Multichannel Analysis of Surface Waves, MASW, (Park et al., 1998, 1999, 2007) is a common method to obtain a dispersion diagram and the first step through the determination of the effective dispersion curve. Compared to Spectral Analysis of Surface Waves (SASW, Nazarian et al. (1984)), the main advantages of MASW are: the multichannel acquisition (efficient routine), the fast data processing, the identification of dispersion modes and the limitation of the impact of noise.

MASW is a wavefield transformation method in which data are transformed from space-time domain to, in most cases, frequency-wavenumber domain or frequency-velocity domain. Frequency-wavelength and frequency-slowness (McMechan and Yedlin, 1981) are two other way to represent surface wave dispersion. First, this transformation involves a Fourier transform of the signal. Then, the principle of MASW is to test phase propagation at a given frequency and velocity with respect to the source-receiver offset. For a given common shot gather, the dispersion diagram \( D \), in the frequency-velocity domain, is calculated as:

\[
D(v, \omega) = \frac{1}{\omega} \sum_{i=1}^{N_r} S_i(\omega) e^{i\omega d_i/v},
\]

where \( v \) is the phase velocity, \( \omega \) is the angular frequency, \( N_r \) is the number of receivers and \( d_i \) is the source-receiver offset. \( S_i(\omega) \) is the real to complex Fourier transform of the signal recorded at receiver \( i \). Each signal \( S_i(\omega) \) is phase-shifted using a test velocity \( v \) and the results are summed for each set of \( \omega \) and \( v \).

The effective dispersion curve (and potentially superior dispersion modes) is then extracted from the dispersion diagram using (semi-)automatic picking of the maxima. Note that a whitening of the complex signal at each frequency, as well as the normalization by frequency of the dispersion diagram, can be done to improve the visibility of the different propagation modes.
2.2. Spectral element method

For this study we need a numerical modeling method whose spatial discretization is suitable for representing complex environments, and which provides both high precision results and low numerical dispersion. Thus, we use the Spectral Element Method (SEM) for three-dimensional elastic wave propagation modeling (Komatitsch and Vilotte, 1998; Komatitsch et al., 1999, 2005; Festa and Vilotte, 2005).

SEM is a variant of the Finite Element Method (FEM) (Lysmer and Drake, 1972; Hulbert and Hughes, 1990; Tromp et al., 2008) based on a high-order piecewise polynomial approximation of the weak formulation of the wave equation, which leads to a spectral convergence ratio as the interpolation order increases. Considering near-surface experiments, one advantage of SEM is that the weak formulation naturally satisfies the free-surface condition used to simulate surface wave propagation with considerable accuracy (Komatitsch and Vilotte, 1998; Komatitsch et al., 1999, 2005). Contrary to FEM, which calls on a wide range of available element geometry (Dhatt et al., 2012), SEM is limited to quadrilateral elements in 2D and hexahedral elements in 3D. Note that although SEM with tetrahedral elements exists (Komatitsch et al. (2001)), it leads to theoretical complications. In any case, quadrangles and hexahedras are well suited for handling complex geometries and interface matching conditions (Cristini and Komatitsch, 2012).

In SEM, the wave-field is expressed in terms of high-degree Lagrange interpolants and the calculations of integrals are based on the quadrature of Gauss-Lobatto-Legendre (GLL). Each element is discretized with Lagrange polynomials of degree \( n_l \) and contains \( n_l + 1 \) GLL points that form its local mesh. This combination of high-degree Lagrange interpolants with the GLL integration leads to a perfectly diagonal mass matrix, which in turn provides a fully explicit time scheme suitable for numerical simulations on parallel computers (Komatitsch and Vilotte, 1998; Komatitsch et al., 1999).

The spatial resolution of SEM is controlled by the typical size of an element (\( \Delta h \)) and the polynomial degree in use on an element (\( n_l \)). Typically, a polynomial degree \( n_l = 4 \) is optimal for seismic wave propagation modeling (Moczo et al., 2011) although \( n_l = 8 \) remains numerically affordable in 2D. To obtain accurate results, the required \( \Delta h \) is of the order of \( \lambda_{\text{min}}/2 < \Delta h < \lambda_{\text{min}} \) for \( n_l = 4 \) and \( \lambda_{\text{min}} < \Delta h < 2 \lambda_{\text{min}} \) for \( n_l = 4 \), \( \lambda_{\text{min}} \) being the smallest wavelength of the waves propagated in the model. The time marching scheme is governed by the Courant-Friedrichs-Lewy (CFL) stability condition which ensures the stability of the scheme:

\[
\Delta t < C \frac{\Delta h}{c_{\text{max}}} \tag{2}
\]

where \( C \) is the Courant constant and \( c_{\text{max}} \) is the maximum wave velocity, typically the P-wave velocity. The Courant constant \( C \) is determined empirically, depending on the application, and is fixed at a maximum of 0.30 for this study.

In our study, the models are meshed with hexahedra (3D) using the GMSH open-source software package (Geuzaine and Remacle, 2009).
2.3. Models and acquisition

As said in the introduction section, we choose to focus on coastal sea dikes which can exhibit asymmetric geometries and strong slopes on the sea side, contrary to most of river dikes studied for example by Karl et al. (2011) and Planès et al. (2017).

The reference geometry model (Fig.1(a)) is a simplified version of the sea dike of Les Moutiers-en-Retz (France) already studied by Le Feuvre et al. (2015) and Joubert et al. (2018). The body dike is represented as a right-angled trapezoid along a lateral block with an infinite extent on the right side. The dike body and the lateral block are laid on a two-layered media which represents the two substratum layers. For convenience, this two layers are called the substratum and the half-space layer (bottom layer) thereafter.

This geometry is declined into a flat geometry model (Fig.1(b)) and a rough geometry model (Fig.1(c)). All materials are chosen to have a constant Poisson's ratio \( \eta = 0.25 \) and a constant density \( \rho = 2000 \text{ kg.m}^{-3} \). Models are divided into four areas of distinct shear-wave velocities, including a lateral block right next to the dike body. Shear wave velocities are set to \( V_{s1} = 800 \text{ m.s}^{-1} \) for the half-space layer and \( V_{s2} = 600 \text{ m.s}^{-1} \) for the substratum layer. Additionally, we consider two cases for each geometry: 1) the lateral block has the same shear velocity that the dike body (\( V_{s4} = V_{s3} = 400 \text{ m.s}^{-1} \)) and 2) the lateral block has a different shear velocity (\( V_{s3} = 400 \text{ m.s}^{-1} \) and \( V_{s4} = 500 \text{ m.s}^{-1} \)) and acts consequently as a vertical reflector. The modeling of the sea (water layer) is not included here, since previous numerical tests showed that, in this particular context, an adjacent water layer does not have any significant effect on the dispersion diagram (Pageot et al., 2016).

Figure 2 shows the mesh corresponding to the model presents in Figure 1(a). This mesh has 11544 hexaedra elements with PML (9600 hexaedral elements without PML), the other two models have 11752 and 10712 hexaedras for the flat and the rough geometry, respectively. The lateral block always exists even when it has the same properties than the dike's body.

The linear acquisition composed of 80 receivers spaced of one meter, is placed on the crest of the sea dike body along the coast line as schematically represented on Figure 2. This study is carried out in the framework of sea dikes monitoring using ambient seismic noise. In this case, the elastodynamic Green's function of the medium can be retrieved from the cross-correlation of two recording of seismic ambient noises at different receiver location at the free surface (Wapenaar, 2004; Gouedard et al., 2008). The resulting Green's function is the wavefield that would be observed at one of these receiver positions if there were an impulsive source at the other. Taking one receiver of an array as virtual source, a complete shot gather can be retrieved and can be used to calculate a dispersion diagram using the MASW approach. Consequently, we consider a minimum source-receiver offset of one meter at the beginning of the array to act as a retrieved shot gather from ambient seismic noises. The source is a Ricker wavelet with a peak frequency of 25 Hz (\( f_{\text{max}} \approx 70 \text{ Hz} \)).

3. Effects of geometry and lateral reflectors

In this section, we focus on the effect of the structure of the dike, i.e. the slope angle and the presence of a lateral reflector, on dispersion diagrams. We compare calculated effective dispersion curves with theoretical ones since they are the input data in classical 1D inversion processes. The theoretical dispersion curves are calculated using a one-dimensional three-layered model corresponding to a vertical
profile going through the dike body, the substratum layer and the half-space.

Figures 3(a-f) show the resulting dispersion diagrams for the six models considered (two different internal properties distribution and three geometries). Figure 3(a) shows that the presence of a single reflecting side (part of the free surface) does not disturb the fundamental mode compared to the 1D theoretical one. However, Figure 3(b) shows that the presence of a lateral velocity variation, even with a moderate velocity contrast with the dike's body, has effects on both the fundamental and superior modes.

We also see that contrary to the flat geometry models (Fig.3(c,d)), which has no important effects on the dispersion diagrams compared to the reference ones, the rough geometry models drastically affects the diagram. Indeed, for the first material distribution (Fig.3(e)), the fundamental mode surface wave energy appears to be split in two branches, while for the second material distribution (Fig.3(f)), the fundamental mode seems to move closer to the theoretical dispersion curve.

In Figure 3(e), the two branches would be considered as effective mode and superior mode, while they are, in reality, totally different from the theoretical one.

Note that whatever the geometry, models without lateral variation of velocity seems to strongly excited superior modes (relative to the fundamental one) around the point \(750 \, m \cdot s^{-1}; \, 35 \, Hz\). We deduce here that one effect of the lateral variation of velocity is to focus energy on an effective mode and consequently to decrease the amount of energy in the superior modes.

Given these results, it appears clearly that picking dispersion curves and assessing the physical properties by 1D inversion will be, on some cases, challenging. However, it is difficult, based only on the appearance of the dispersion diagram, to assess which parameter will be affected during the inversion and to what extent. In the next sections, we will focus on the reference geometry models with the lateral variation of velocity since it constitutes the closest approximation to the sea dike of Les Moutiers-en-Retz.

4. 1D inversion using particle swarm optimization

Assessing S-wave velocity model of a targeted medium by the inversion of dispersion curves is a non-linear and mix-determined problem (Socco et al., 2010). Among the methods developed and used for the inversion procedure, the least-square minimization method (Tarantola and Valette, 1982) is the most widely used. However, since this method requires an accurate initial model located in the vicinity of the global minimum of the cost function, a strong \textit{a priori} on the true model parameters is needed.

In order to avoid this issue and to start with minimum prior information, one can chose to use global optimization methods such as Monte-Carlo (Metropolis et al., 1953; Mosegaard and Tarantola, 1995; Mosegaard and Sambridge, 2002; Socco and Boiero, 2008), neighborhood algorithm (Sambridge, 1999a, 1999b, 2001; Wathelet, 2005), simulated annealing (Ryden and Park, 2006) or genetic algorithm (Holland, 1984; Dal Moro et al., 2007).

In this work, we choose to use a global optimization method called Particle Swarm Optimization (PSO). PSO, first proposed by Eberhart and Kennedy (1995), is a population-based algorithm which intends for simulating the social behavior of a bird flock (swarm of particles) to reach the optimum region of the search space.

PSO is quite recent in the framework of geophysical data inversion (Shaw and Srivastava, 2007; Yuan et al., 2009) and is not yet as widely as the other global optimization methods mentioned previously. However, it was successfully applied to surface-wave analysis (Song et al., 2012; Wilken and Rabbel, 2012), traveltime tomography (Tronicke et al., 2012; Luu et al., 2016), seismic refraction
Poormirzaee et al., 2014), seismic wave impedance inversion in igneous rock (Yang et al., 2017) and multifrequency GPR inversion (Salucci et al., 2017). Furthermore, Song et al. (2012) have shown, in a comparative analysis, that PSO outperforms genetic algorithm and Monte-Carlo methods in terms of reliability and computational efforts. Added to this simplicity of implementation and the few number of control parameters, PSO appears as a promising method.

The standard PSO update formulas are \cite{eberhart1995new}:

\[ v_{id}^{k+1} = v_{id}^{k} + c_1 r_1 (p_{id}^{k} - x_{id}^{k}) + c_2 r_2 (p_{gd}^{k} - x_{id}^{k}), \]

\[ x_{id}^{k+1} = x_{id}^{k} + v_{id}^{k+1}, \]

where \( r_1 \) and \( r_2 \) are random variables that induce stochasticity (Souravlias and Parsopoulos, 2016), \( c_1 \) is the cognitive parameter, \( c_2 \) is the social parameter and \( c_1 = c_2 = 2 \) in most cases.

Classical improvements of PSO focus on the control of the velocity vector through the use of an inertia weight \( \omega \) or a constriction factor \( \kappa \) (Shi and Eberhart, 1998; Clerc, 1999; Eberhart and Shi, 2000).

\[ v_{id}^{k+1} = \omega v_{id}^{k} + c_1 r_1 (p_{id}^{k} - x_{id}^{k}) + c_2 r_2 (p_{gd}^{k} - x_{id}^{k}), \]

\[ v_{id}^{k+1} = \kappa [v_{id}^{k} + c_1 r_1 (p_{id}^{k} - x_{id}^{k}) + c_2 r_2 (p_{gd}^{k} - x_{id}^{k})], \]

\[ \kappa = \frac{2}{2 - \phi - \sqrt{\phi^2 - 4 \phi}} \]

where \( \phi = c_1 + c_2 \) and \( \phi > 4 \).

Here, we choose to follow the recommendations of Eberhart and Shi (2000) and to use the constriction factor version of the algorithms and we chose \( c_1 = 2.8 \) and \( c_2 = 1.3 \) as recommended by Song et al. (2012). In addition, we use the toroidal topology since it was demonstrated best performances than the initial full topology (Kennedy and Mendes, 2002).

For each PSO process, we have set the swarm population to 20 particles and the number of iterations to 200. Ten processes were made for each inversion of the effective dispersion curve corresponding to the reference geometry model with lateral variation of velocity (Fig.3(b)). Two parameterizations are considered: (1) 3-layer model with variable \( V_s \) \((200 < V_s_i < 1200 \, m/s, \, i=1,2,3) \) and thickness \( h \) \((1 < h < 10 \, m \) for the dike's body and \( 1 < h < 15 \, m \) for the substratum layer), and (2) same as (1) with a constant top layer thickness (dike's body height of 4.75 m).

Figure 4 shows the results of these inversions processes for the two parametrizations. At first, we observe that for the two parameterizations, retrieved dispersion curves are in very good agreement with the input one. However, in both cases, even if the velocities of each layer are well recovered, the depth of the interface between the substratum layer and the half-space is always over-estimated. It appears also that the height of the first layer (dike body) is under-estimated (3.75 m instead of 4.75 m) with the first parametrization. Finally, it must be noted that the inversion results with a constant dike height always have higher misfit values than those obtained for a non-constant dike height.

In this section, we have shown that 1D inversion of dispersion curves, even if the retrieved
models are not so far from the true model, does not give sufficiently accurate velocity models for
geotechnical purposes.

Further, whatever the parametrization, a global optimization method can provide a set of possible
solutions that are very different from each other. In this case, it can be difficult to deduce a representative
average model that can be used as an initial or background model.

5. Sensitivity

In this section, we explore the effects, on dispersion diagrams, of a 10% positive perturbation of
shear-wave velocity in each block constituting the reference geometry model for the second material
distribution case (with a lateral variation of velocity, $V_{S3} = 400 \text{ m/s}$, $V_{S4} = 500 \text{ m/s}$). In Figure 5 and
Figure 6, the resulting dispersion diagram of each perturbed model is compared to the original one in
terms of ratio of differences (absolute value of the relative change: $(x_A - x_B)/x_B$). These results allow
to determine in which frequency band the surface waves carry information about the S-wave velocity of
each block.

As expected, when considering only the dispersion curve, it is seen that high-frequencies carry
information about the superficial layer (dike's body) and the depth of investigation increases with lower
frequencies. However, Figures 5 and 6 show that information exists out of the dispersion curve domain. It
is particularly significant in Figures 5(a) and Figure 5(b) where difference ratios are very important out
of the dispersion curve domain. We see also, on Figure 5(c), that the differences for a velocity
perturbation of the bottom layer are weak compared to superficial layers (Fig. 5(a, b) and 6(c)) and are out
of the dispersion curve domain. This means that the sensitivity of the effective dispersion curve to
velocity perturbations in the bottom layer is null.

This implies that an inverted S-wave velocity models obtained using only the effective dispersion
curve cannot be accurate, especially for deep layers as found in the 1D inversion results presented in the
previous section. This inaccuracy can have serious implications in terms of geotechnical engineering, in
particular to determine the location of the potential defects or weak zones.

These results confirm that the exploitation of the full dispersion diagram, instead of dispersion
curve only, is necessary to assess correctly all parameter of interest (S-wave velocity, layer thickness).
For targets with strong 3D geometry such as sea dikes, it means that the use of 3D modeling engine is
necessary to provide the full dispersion diagrams needed as input during an inversion process.

In the next section, we focus on 3D inversion using the least-square minimization approach.

6. 3D inversion using the least-square minimization method

We have shown in the previous section that superior modes of dispersion diagrams carry
additional information, and it is known that they allow to improve the model resolution (Gabriels et al.,
1987; Park et al., 1998; Socco and Strobbia, 2004; Luo et al., 2008). However, superior modes are not
always easy to identify since they can be very close to the fundamental mode over some frequency bands,
or not visible at all on the dispersion diagram due to a lack of energy. Maraschini et al. (2010) have
developed an efficient multi-modal inversion of surface waves, based on the module of theoretical
dispersion diagram, which allows to avoid mode-misidentification errors, but the forward problem is still
1D.

Given that the differences between the true and the theoretical dispersion curves are related to the presence of a vertical reflector (lateral variation of velocity) and the footprint of the sensitivity of S-wave velocities is stronger outside the dispersion curve level, presented in the previous sections, any 1D modeling tool can encounter difficulties to retrieve accurately the velocities of a sea dike with strong 3D geometry. Consequently, we choose to use a least-square minimization method (Tarantola and Valette, 1982), based on a 3D forward modeling tool, that minimizes the misfit between the reference and calculated dispersion diagrams, instead of the dispersion curves only. This allows to avoid the dispersion curve picking step and to exploit completely the dispersion diagram. The misfit function is defined as:

\[
C(m) = \frac{1}{2} \| d_{\text{cal}}(m) - d_{\text{obs}}(m) \|^2,
\]

where \( d_{\text{cal}} \) and \( d_{\text{obs}} \) are, in our case, the calculated and observed dispersion diagrams, respectively. In the framework of this local optimization method, the model \( m \) is update iteratively through the formulation:

\[
m_{k+1} = m_k + \alpha \Delta m,
\]

where \( k \) is the iteration number and \( \alpha \) is scalar \( \leq 1 \). The model update \( \Delta m \) is deduced from:

\[
H(m_k) \Delta m_k = -\nabla C(m_k),
\]

where \( H(m_k) \) is the hessian matrix and \( \nabla C(m_k) \) is the gradient vector of the cost function.

Following the Gauss-Newton approximation, Equation 10 can be rewritten as:

\[
J^T(m_k) J(m_k) \Delta m_k = -J^T(m_k) (d_{\text{cal}}(m_k) - d_{\text{obs}}),
\]

where \( J(m) \) is the Jacobian operator: \( J(m) = \partial d_{\text{cal}}/\partial m \).

Given there are few unknowns (one S-wave velocity per block and the thickness of the substratum layer), the calculations of the Jacobian and the model update are very fast at each iteration.

For the initial model, we use the reference geometry model with initial velocities and second layer thickness previously given by the best previous 1D inversion result (minimum misfit) obtained for a fixed dike height. We also set the initial velocity of the lateral block \( (V_{S4}) \) equal to the velocity of the dike body \( (V_{S3}) \). Initial velocities for each material and the initial second layer thickness are marked in blue in Fig. 7(a). For the 3D modeling, a mesh is automatically generated before each forward problem to take into account the minimum S-wave velocity of each block and the thickness of the substratum layer.

Retrieved velocities using 3D least-square inversion are marked in green in Fig. 7(a). We see that all assessed velocities are almost identical to the true one (marked in blue) and more, that the inversion process allows to retrieve the velocity of the lateral block \( (V_{S4}) \). Even the thickness of the substratum layer is accurately inferred. Finally, these results show that the inversion process allows to retrieve both the fundamental (Fig.7(e)) and the superior modes (Fig.7(b), (c) and (d)) which contain additional informations on the structure and would allow for even more efficient 3D inversion from Rayleigh wave dispersion diagrams.
7. Conclusions

Civil engineering structures are more and more instrumented in a sustainable way, in order to ensure the security of populations. Perturbation-based seismic methods, such as the use of ambient noises in the context of sea dikes (Le Feuvre et al., 2015; Planès et al., 2017; Joubert et al., 2018) may allow to better understand their evolution in the face of aging, by providing relative variations of the surface wave velocity as a function of time. Nevertheless, these methods require accurate reference models to start with to ensure a precise localization of heterogeneities.

We have shown here that the standard surface wave analysis workflow, which widely uses a 1D forward modeling engine and exploits only the fundamental dispersion curves, is not adapted to targets with strong 3D geometries. Even if the 1D retrieved velocity profiles are not far from the true velocity logs, they are not accurate enough for high stakes geotechnical studies such as sea dike monitoring and failure prevention.

We have proposed a new approach divided in two phases. First, a standard surface wave analysis workflow, based on particle swarm optimization, is used to obtain prior informations on the material properties. Then, the full dispersion diagram is exploited using a least-square minimization method combined with the use of a 3D forward modeling engine, in order to take into account the geometry.

This approach has shown a very good efficiency to assess physical properties of the considered sea dike, even for materials outside the vertical plan defined by the source-receivers line: the resulting model is virtually identical to the true one. An evaluation with more realistic data such as data from experimental small-scale modeling (Bretaudeau et al., 2011; Pageot et al., 2017) must be performed, but it seems at this stage that, even with field data, this method will be able to provide well defined image of the material distribution of a structure and an accurate reference model suitable for perturbation based imaging and monitoring.

Finally, the proposed method and workflow are not specific to sea dike imaging and can be easily transferred to others 3D objects such as bridges, dams, roads, rails and others infrastructures which need to be sounded and/or monitored.
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Figure 1: Three sea dike geometries. (a) Reference geometry close to the real one from *Les Moutiers-en-Retz*, France. (b) Flat geometry. (c) Rough geometry. The S-wave velocity of the lateral block ($V_{S4}$) can be equal or greater than the S-wave velocity of dike body ($V_{S4}$).
Figure 2: The mesh uses for 3D modeling (here without PML). The red dot represents the source position while the red line represents the receiver line.
Figure 3: (a,b) Dispersion diagrams for the reference geometry model (a) without lateral variation of velocity ($V_{S3} = V_{S4} = 400 \text{ m/s}$) and (b) with lateral variation of velocity ($V_{S3} = 400 \text{ m/s}$, $V_{S4} = 500 \text{ m/s}$). (c,d) Same as (a) and (b) for the flat geometry models. (e,f) Same as (a) and (b) for the rough geometry models. Black lines correspond to theoretical fundamental and superior mode. White solid circles correspond to effective mode extracted from the dispersion diagram.
Figure 4: Results of standard 1D inversion for the reference geometry model with a lateral variation of the velocity (a,b) with a variable top layer height and (c,d) with a fixed top layer height (dike height of 4.75 m). (a, c) Dispersion curves of the best model found during inversion (grey) compared to the effective dispersion curve (black). (b,d) Best S-wave 1D velocity profiles found during inversion (grey) compared to the S-wave 1D velocity profile below the receiver line.
Figure 5: (a,c,e) Dispersion diagrams for a velocity perturbation in (a) the dike body ($V_{S3}$), (c) the substratum layer ($V_{S2}$) and (e) the half-space($V_{S1}$). (b,d,f) Difference ratio between the dispersion diagram of the original model and the dispersion diagram of the perturbed models (a), (c) and (e) respectively. The red dot lines correspond to the effective dispersion curves extracted from the perturbed velocity models.
Figure 6: (a) Dispersion diagrams for a velocity perturbation in the lateral block. (b) Difference ratio between the dispersion diagram of the original model and the dispersion diagram of the perturbed model (a). The red dot lines correspond to the effective dispersion curves extracted from the perturbed velocity model.
Figure 7: (a) S-wave velocity for prior model (red), inverted model (green) and true model (blue, reference geometry model with a lateral variation of velocity, Fig.1(b). (b,c,d) Dispersion diagrams for (b) the true model, (c) the prior model and (d) the inverted model. (e) Dispersion curves extracted from dispersion diagrams for the prior model (red), the inverted model (green circles) and the true model (blue). Dashed circles emphasize higher-modes.
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