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We consider the implementation of a friction contact angle model in a Navier-Stokes VoF-
CSF solver for the simulation of moving contact lines at the nano-scale. A liquid-liquid
interface confined in a Couette flow generated by two solid walls moving at the same
velocity in opposite directions is considered to discuss the relevance of the friction model.
The simulations are compared with a reference case obtained using MD simulations by
Qian et al. [46]. We show that the Navier Stokes simulations are able to reproduce the MD
simulations for both the interface shape and the velocity field. The appropriate contact line
friction is found to be grid convergent and of the same order as the friction measured in
MD simulations. A detailed investigation of the interface shape has revealed an auto-similar
linear profile in the center of the channel. Close to the wall the interface shape follows the
classical Log evolution given by the Cox relation despite the wall confinement.

1. Introduction

Dynamic wetting is encountered in various industrial processes and natural systems [51,3], such as coating [16,24], 
agrochemical technology [61], printing technology [69], road applications [64] and welding [26]. However, the simulation of 
moving contact lines is still challenging for numerical simulation. This is mainly due to the intrinsic multi-scale nature of 
the contact line connecting the three phases. In particular, the classical fluid dynamics theory, i.e. Navier-Stokes equations 
coupled with no slip boundary conditions, is not consistent to describe the fluids dynamic in the contact line region. It 
predicts an infinite viscous stress and pressure at the contact line, known as the contact line singularity [32,21]. During 
the last decades, a lot of work has been carried out to remove this singularity and to accurately model the moving contact 
line [27,7,10,57]. Both molecular and hydrodynamic approaches have been considered. To tackle the multi-scale aspect 
of the moving contact line problem, i.e. to be able to interpret experiments [37] or to perform numerical simulations 
[2,20,59,39,41] of drop size of interest for applications, the interface at large scale is connected to molecular effects at 
the contact line. The apparent contact angle measured at a hydrodynamic or macroscopic distance LM from the contact 
line is linked to the contact line velocity and the microscopic angle θm measured at a microscopic distance Lm (Cox [14], 
Voinov [65]). θm is usually supposed to be constant and is commonly set equal to the equilibrium (Young) contact angle 
θY [22]. However, it has been put in evidence that the microscopic angle θm may differ from the static angle θY when the 
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contact line is moving. To address this problem, the Molecular Kinetic Theory (MKT) gives the microscopic contact angle 
for a moving contact line considering surface displacements or jump of fluid molecules from adsorption sites localized at 
the wall [8]. In this model based on the theory of rate processes [29], the contact line fluctuates microscopically around 
its mean position and fluid molecules located at the wall and sufficiently close to the interface jump from adsorption sites 
localized at each side of the contact line. When the contact line is static at its equilibrium position, the mean rate of jumps 
is the same in both forward and backward directions. However, when the contact line is moving, the mean jump rates 
become asymmetric and yields an excess of jump energy in the moving direction. This excess of energy is compensated by 
the stress associated to the difference between the static and the microscopic contact angles (the so called uncompensated 
Young stress) and provides the expression for the contact line velocity relative to the wall as:

V cl = 2K0λsinh

(
γ (cos θY − cos θm)

2nkB T

)
(1)

where λ and K0 are the jump length and equilibrium frequency, respectively, kB is the Boltzmann constant, n is the density 
of adsorption sites on the solid surface usually considered equal to 1/λ2 and T is the temperature. From this relation the 
microscopic moving contact angle θm can be expressed as a function of the ratio between the contact line velocity and the 
jump velocity K0λ of the molecules. When the contact line velocity is much smaller than the jump velocity, the relation 
can be linearized as

cos θY − cos θm = ξ

γ
V cl (2)

with the introduction of a friction coefficient ξ at the contact line that can be expressed as [52]:

ξ = kB T

K0λ3
= μνL

λ3
exp

(
−γ λ2(1 + cos θY )

kB T

)
(3)

with νL the flow unit volume and μ the dynamic viscosity of the fluid.
A significant number of experiments has been conducted to verify the predictions of the MKT approaches, and their vari-

ants, to describe moving contact lines [31,60,33,17,30]. However, classical optical techniques provide only global quantities 
such as the macroscopic contact angle, the contact line velocity and the radius of spreading droplets [55,48,66]. Thus, access 
to local quantities close to the contact line (such as the microscopic contact angle) by these techniques is limited and the 
validation of the approaches is so indirect. Recently, the Atomic Force Microscopy (AFM) has been applied to address mov-
ing contact line problems and the microscopic contact angle and the interface shape have been measured at the molecular 
scale in well controlled conditions [13]. Interestingly, these AFM measurements revealed that the microscopic contact angle 
is closely related to the contact line velocity as expected from the MKT [13,18].

A complementary route to have access to local information regarding the moving contact line problem in model systems 
is to use Molecular Dynamics (MD) simulations [35,62,46,15,6,54,40]. These molecular scale simulations are nevertheless 
restricted to the description of nano-systems. They have shown a good ability to capture the complex interfacial and in-
termolecular effects occurring within the contact line region. They are useful to test and develop models to describe the 
moving contact line behavior, e.g. MD simulations have been used to improve the MKT model [15,6,54]. Similarly, Qian 
and co-workers [46,47], on the basis of MD simulations for liquid-liquid interfaces in contact with an ideal solid surface, 
developed the Generalized Navier Boundary Condition (GNBC) to describe the (slipping) boundary conditions at the con-
tact line in a continuum approach. They demonstrated that the uncompensated Young stress in a partially wetting case is 
counterbalanced by viscous and friction dissipations, the latter being expressed as the contact line velocity multiplied by 
a friction coefficient. In the GNBC model, the contact line velocity relative to the wall is related to the unbalanced Young 
stress through the relation [46,47]:

βV cl = −μ
∂V

∂n
− σ Y

nx (4)

where β is a slip coefficient and −σ Y
nx is the uncompensated Young stress, whose integration over the interface satisfies

−
∫

int

σ Y
nxdx = γ (cos θm − cos θY ) (5)

Then, Ren and E [49] have reformulated the GNBC relation to propose the following relation for the unbalanced Young stress

cos θm − cos θY = βcl

γ
V cl (6)

where βcl is an effective friction coefficient at the contact line accounting for both the contact line friction and the viscous 
shear. Note that under the present form the GNBC model appears similar to the MKT relation (see Eq. (2)) but strictly 



Fig. 1. Couette flow configuration considered here. The two walls are moving with opposite velocities of magnitude U . The reported shape of the interface
corresponds to a steady stable solution.

speaking the MKT only considers the contact line friction while the GNBC considers the contact line friction and the viscous 
shear friction. The GNBC condition has been successfully implemented as boundary condition in continuum simulations by 
using the diffuse interface (phase field) method based on the Cahn Hilliard model [47,19,5,56,4,42,70], by using the Arbitrary 
Lagrangian-Eulerian method combined with a finite element method [28] and by using the front tracking method [67,68]. 
To the best of our knowledge it has not yet been considered in a Volume of Fluid (VoF) - Continuum Surface Force (CSF) 
formulation.

The aim of this work is to consider the use of a friction model for the simulation of nano-scale moving contact lines 
using a VoF approach. For this purpose we have selected the steady nano two-phase Couette flows considered by [46,49]
because accurate MD results are available for a direct comparison. The main interest of this flow configuration is that the 
slip at the contact line is steady and perfectly controlled. Indeed, the relative contact line velocity V cl between the contact 
line and the moving solid wall is equal to the driving velocity U of the solid wall.

The paper is organized as follows. The numerical set-up is described in section 2. The VoF-CSF Navier-Stokes solver used 
for this study is presented in section 3. The friction contact angle model and its implementation inside a VoF-CSF approach 
are discussed in section 4. A series of additional validations of the code is proposed in section 5. The numerical simulations 
of the nano Couette flows considered in this study are detailed in section 6 and the description of the interface shape is 
reported in section 7.

2. Numerical set-up

A VoF-CSF solver with no interface reconstruction is used for the resolution of the Navier-Stokes equations and the
models described in section 4 are considered as boundary condition for the contact line. We aim to (i) demonstrate the 
ability of a VoF-CSF method to simulate flows at the nano-scale and (ii) to discuss the performances of the different models 
when used for predictive simulation of moving contact lines. To make relevant the comparison and the discussion, we 
consider the two-phase Couette flow shown in Fig. 1. A cartesian system of coordinates (ex , e y) is used. The walls are 
parallel to the x-direction and separated by the distance H . They are moving with opposite constant speed of magnitude U
along the x-direction. Two immiscible liquids of same density ρ = ρ1 = ρ2 and same viscosity μ = μ1 = μ2 are considered. 
The interface between the two fluids is described with a constant surface tension γ . A plane interface is initially imposed 
perpendicular to the walls making an initial contact angle of 90o . This flow is very difficult to carry out experimentally [63]
but it has the great advantage to provide a 2D steady interface shape with moving contact lines at a constant velocity. The 
dynamic contact angle with the wall differs slightly from the static contact angle, as shown by MD simulations [46,49]. In 
addition, the stability of this flow has been studied [34,50,25] and the corresponding transition criteria will be used for the 
validation of the simulations.

The MD results of Qian et al. [46] will be used as the reference for the comparison with the VoF-CSF simulations. In the 
MD simulations of Qian et al. [46], interactions between fluid molecules of mass m are modeled by a modified Lennard-Jones 
potential of the form 4ε

[
(σ /r)12 − δ(σ/r)6

]
, where r is the distance between two molecules, ε and σ are the energy

scale and the range of interaction, respectively. δ = 1 for like molecules and δ = −1 for unlike-fluid molecules. Fluid-solid 
molecular interactions have been described using the same modified Lennard-Jones potential with the energy scale ε f s =
1.16ε , the range of interaction σ f s = 1.04σ and δ = δ f s with δ f s defined as: δ f s = 1 for both fluids in the symmetric case 
while δ f s = 1 for one fluid and δ f s = 0.7 for the other one in the asymmetric case. In the following all parameters are 
made dimensionless using the mass m of the fluid molecules, the range of interaction σ and the energy scale ε . Based on 
this normalization, the non dimensional parameters of the problem considered in this study are H = 13.6, ρ1 = ρ2 = 0.81, 
μ1 = μ2 = 1.95 and γ = 5.5. We consider the two different wetting conditions studied in Qian et al. [46]: a symmetric 
case corresponding to the equilibrium contact angle θY = 90o and an asymmetric case obtained imposing θY = 64o . The 
corresponding imposed velocities on the wall are U = 0.25 and U = 0.2, corresponding to capillary numbers Ca = 0.089
and Ca = 0.071, respectively. From their MD simulations, Qian et al. [46] deduced the slip lengths values 1 = 2 = 1.625, 
and 1 = 1.625, 2 = 3.67, for the symmetric and asymmetric configurations, respectively. The values are reported in Table 1.

In Qian et al. [46], the domain of fluid 2 is initially introduced between two domains of fluid 1 to make possible the use 
of periodical conditions. It results the existence of two interfaces in the computational domain. Here only one interface is 
simulated and the exact one phase Couette flow solution



Table 1
Values of the slip length  considered in this work.

Name Symmetric case (θY = 90o) Asymmetric case (θY = 64o) Reference

1 − 2 1.625 − 1.625 1.625 − 3.67 Qian et al. [46]
1,V oF − 2,V oF 1.22 −1.22 1.42 − 3.21 Adapted value

V i(y) = 2y

H + 2i
U (7)

is imposed for the two fluids as boundary condition at the inlet and outlet of the domain located far from the interface. 
As a consequence the domain length L has been reduced compared to Qian et al. [46]. The effect of the domain length L
(i.e. the imposed boundary condition) has been checked by comparing L = 136 and L = 68, showing a maximum difference 
between the two solutions less than 0.5%. The domain length considered in the following is L = 68.

The computational domain of size L × H is described using a regular grid 4N × N where N is the number of cells in the 
direction normal to the moving walls. Different grids made with N = 32, 64, 128 and 256 will be used in the following. For 
all considered grids, the slip zone will be fully resolved. The maximum grid size considered, � = 0.425 for N = 32, is three 
times smaller than the minimum slip length that will be considered here. For the more resolved simulations (N = 256), the 
slip zone will be described by more than 20 cells.

3. The Navier-Stokes VoF solver

3.1. 1-Fluid system of equation

The Navier-Stokes simulations are performed using the incompressible Volume of Fluid (VoF) solver implemented in the 
JADIM code [20,39]. The VoF function C (C = 1 in fluid 1 and C = 0 in fluid 2) is transported by

∂C

∂t
+ V · ∇C = 0 (8)

where V = C V 1 + (1 − C)V 2 represents the one-fluid velocity field. The interface is not reconstructed in our VoF approach. 
An accurate transport algorithm [11] based on FCT (Flux-Corrected-Transport) schemes [71] is used to keep the numerical 
interface thickness δn of about 2-3 grid cells.

Under the assumption of Newtonian incompressible fluids within isothermal conditions and without phase change, the 
conservation equations of mass and momentum take the following forms:

∇ · V = 0 (9)

ρ

(
∂V

∂t
+ V · ∇V

)
= −∇ P + ∇ · � + g + Fγ (10)

where ρ = Cρ1 + (1 − C)ρ2 is the fluid density, P = C P1 + (1 − C)P2 is the pressure and the viscous stress tensor is 
� = μ 

(∇V + ∇T V
)

with μ = Cμ1 + (1 − C)μ2. Fγ is the capillary contribution, given by:

Fγ = γ ∇ · nI nIδI (11)

where γ is the interfacial tension between the two phases, nI = ∇C/‖ ∇C ‖ is the unit vector normal to the interface 
pointing into fluid 1 and δI denotes the delta distribution function of the interface.

The system of equations (8)-(10) is discretized using the second order finite volume method. A staggered mesh is 
used consisting in locating the VoF function C and the pressure P in the center of the control volume while the veloc-
ity components are located normal to the faces of the control volume. Time advancement is achieved through a third order 
Runge-Kutta method for the advective and source terms and the Crank-Nicolson method is used for the viscous stress. The 
incompressibility is satisfied at the end of each time step through a projection method.

Boundary conditions for the VoF function C , are required on the boundaries of the domain with non zero normal veloc-
ities. The value of C is imposed at the inlet and outlet of the domain to C = 1 (fluid 1) and C = 0 (fluid 2), respectively. 
In the following, the liquid-liquid interface is defined by C = 0.5. The corresponding contact line position xcl and velocity 
V cl on each wall are determined by a second order linear interpolation at the interface location (C = 0.5). Considering the 
situation where the interface is located between the cell i and i + 1, i.e. Ci ≥ 0.5 and Ci+1 ≤ 0.5, the contact line position 
and velocity relative to the bottom moving wall are calculated as

xcl = (0.5 − Ci+1)xi + (Ci − 0.5)xi+1

Ci − Ci+1
, (12)

V cl = U + (0.5 − Ci+1)V i + (Ci − 0.5)V i+1 (13)

Ci − Ci+1



where V i is here the tangential fluid velocity at the wall. The value of V cl is determined at each time step and is used to 
calculate the instantaneous value of the contact angle with one of the models considered in this study. The contact angle 
between the interface and the wall is imposed through the calculation of the Capillary contribution as described in the 
following section.

3.2. Capillary contribution

The capillary contribution in the momentum equation is solved using the classical Continuum Surface Force (CSF) ap-
proach [12]:

Fγ = γ ∇ ·
( ∇C

|∇C |
)

∇C (14)

A well known problem of this formulation is the generation of spurious currents [36,45,1]. In order to decrease spurious 
currents intensity, a classical solution consists in calculating the surface curvature and the normal from a smoothed distri-
bution Ĉ [12]. The smoothed distribution is Ĉ = Ĉm at time (n + 1/2)�t where Ĉm is obtained after m iterations. For 2D 
simulations on a regular grid as considered in this work:

Ĉ
n f

i, j = 3

4
Ĉ

n f −1
i, j + 1

16

(
Ĉ

n f −1
i+1, j + Ĉ

n f −1
i−1, j + Ĉ

n f −1
i, j+1 + Ĉ

n f −1
i, j−1

)
(15)

with n f = 1, ..., m and Ĉ0 being initialized with Cn+1/2. Following Dupont and Legendre [20], the curvature and the normal 
involved in the capillary term, are obtained with two different values for m, mκ = 12 and mL = 6, respectively. The corre-
sponding spurious currents intensity has been characterized and their maximum magnitude evolve as 0.004γ /μ [20], in 
agreement with other codes using the Brackbill’s formulation. The corresponding spurious current capillary number is much 
smaller than the capillary numbers considered in this work, indicating that spurious currents are not expected to induce 
any perturbation at the interface and on the velocity field.

Considering the finite volume method used for the discretization of the equations, the surface tension contribution 
integrated in a control volume � is expressed as

∫
�

Fγ d� = γ

⎛
⎝∫

V

div
∇C

‖ ∇C ‖ dV

⎞
⎠ ∇C (16)

where the divergence term corresponding to the curvature is converted to a surface integral. This term is then evaluated as 
fluxes of the interface normal nI = ∇C/‖ ∇C ‖ at the surface � of �:

Fγ � = γ

⎛
⎝∫

�

nI · n� d�

⎞
⎠ ∇C (17)

In relation (17) the term in brackets is the curvature and ∇C indicate the direction and location of the imposed capillary 
contribution. The contact angle made by the interface with the wall is used as a boundary condition in the calculation of 
the capillary term (14) in the momentum equation. To illustrate this, let’s consider a control volume � used to calculate 
the velocity in the x-direction and containing the contact line (i.e. 0 < C < 1). The contribution of the contact line to the 
momentum balance in � comes from the south face �South :

Fγ , x, South� = γ nI · n� �South∇C · ex (18)

where the normal of the south face is n� = −e y and the area is �South = �. The angle θm made between the interface and 
the wall imposes

nI · e y = cos θm (19)

so that the contact line contribution to the momentum in � is

Fγ , x, South� = −γ cos θm�∇C · ex (20)

The friction model proposed for the moving contact angle θm is presented in the next section. Time and grid convergence 
and additional validations are reported in section 5.



4. The friction model

A stated before, the objective of this work is to introduce a friction model within a VoF-CSF solver for solving nanoscale
moving contact lines. As presented in the introduction the uncompensated Young stress needs to be compensated by an 
additional friction induced by the motion of the contact line. This friction has two effects that need to be correctly intro-
duced in the simulations: (i) the shear is enhanced at the contact line on the wall and (ii) the angle θm made between the 
interface and the wall is reduced compared to its equilibrium value θY . In addition the Navier condition [43] is applied on 
the walls. For a wall moving with velocity U , the slip velocity V slip

i of fluid i (i = 1, 2) on the wall writes

V slip
i = V i − U = i

∂V i

∂ y
(21)

where i is the wall slip length of fluid i, V i is the velocity of fluid i parallel to the wall and y is the coordinate in the 
direction normal to the wall.

As discussed in the introduction some friction needs to be introduced at the contact line. Two possible ways are now 
examined adopting a numerical point of view:

- By the use of a MKT - GNBC like formulation

cos θY − cos θm = ξ

γ
V cl (22)

- By the use of an additional viscous friction τcl at the contact line:

τcl =μcl
∂V

∂ y
(23)

In order to select the appropriate way to introduce the friction model in a VoF-CSF formulation, let us consider their 
respective contributions to the momentum balance at the contact line. To simplify the discussion we focus on the bottom 
wall (south boundary condition). When the wall has no motion (U = 0), the angle made by the interface is the static 
angle θm = θY and the friction is then zero. As a consequence, the only contribution from the wall to the momentum 
balance comes from the capillary term contribution Fγ , x, South� on the south face �South given by equation (20). The total 
contribution of this term over the interface thickness δn is∑

int
Fγ , South� ∼ −

∫
int

γ cos θY
∂C

∂x
dx = γ cos θY (24)

Interestingly this term is independent on the numerical thickness δn of the interface. It is balanced by the capillary contri-
bution from the other faces of � and by the static pressure resulting in the Laplace pressure jump at the interface and an 
interface shape minimizing the surface energy and satisfying the imposed angle at the wall [20,39].

We now consider the case of a moving contact line. The contact angle is now θm . The normal velocity of the south face 
�South being zero, the convective flux is zero. Thus, the contribution of the contact line to the momentum balance on �South

may include an additional friction τcl:

Fγ , x, South� + τcl� =
(

−γ cos θm ∇C · ex + μcl
∂V

∂ y

)
� (25)

and the integral over the interface thickness becomes

Fγ , x, South� + τcl� =γ cos θm + μcl
∂V

∂ y
δn (26)

δn being typically of the order of 2-3 grid size �, a formulation based on a viscous like contribution τcl results in a grid 
dependent contribution at the interface. However, a formulation through cos θm using a MKT-GNBC like expression (Eq. (22)) 
provides a contribution to the momentum equation independent of the grid size. As a consequence, the MKT - GNBC like 
formulation given by Eq. (22) combined with the Navier slip condition (Eq. (21)), will be introduced in the VoF-CSF method. 
The use of this model requires the value of the static contact angle θY and the value of the contact line friction ξ . The 
relevant value for ξ will be discussed in section 6.

5. Preliminary tests

The Navier-Stokes solver of JADIM has been intensively validated for both 2D and 3D simulations. The VoF approach
associated with the simulation of moving contact lines has been detailed in [20,39] where numerous validations can be 
found related to static shape of drops on surface as well as spreading or sliding drops. We report here the grid and time 
convergence of the simulation using the proposed friction model and two additional test cases relevant for the present study. 



Fig. 2. Liquid drop confined between two static walls. (Left) initial condition. (Right) Stabilized shape (t = 100).

Fig. 3. Liquid drop confined between two static walls. (Left) Comparison between the numerical simulations at t = 100 and the exact shape: ∗ N = 32,
◦ N = 64, × N = 128 and 	 N = 256. (Right) Evolution of the errors E1 (◦) and E∞ (×) as a function of the grid refinement �.

We first consider the static shape of a drop confined between two walls. Then, we study the grid and time convergence 
for the code using friction model for the simulation of the Couette flow considered in this study. Finally, we investigate 
the transition between stable and unstable interface shape for the configuration considered in this work and described in 
section 2.

5.1. Shape of a drop confined between two static walls

The geometry configuration considered for this test is close to the one presented in Fig. 1. A volume of fluid 2 initially 
delimited by two vertical interfaces with fluid 1 is introduced in the middle of the channel as shown in Fig. 2 (left) forming 
initial contact angles of 90o with the walls. A constant contact angle θm = 80o is imposed on the two walls. Due to the 
imposed contact angle, the system stabilizes to form two concave interfaces of circular shape with radius R = H/ cos θ as 
shown in Fig. 2 (right).

The simulations performed with the grids N = 32, 64, 128 and 256 are compared in Fig. 3 (left) at time t = 100 with 
the exact circular shape. The error between the numerical position x� and the exact position xT H is measured using the 
normalized maximum difference E∞ and the normalized mean difference E1 defined as:

E∞ = 1

H
max

i

∣∣∣x�
i − xT H

i

∣∣∣ , E1 = 1

N H

∑
i

∣∣∣x�
i − xT H

i

∣∣∣ (27)

The errors E∞ and E1 are reported in Fig. 3 (right) as function of the grid refinement �. The figure clearly shows a grid 
convergence of order �4/3 between � and �2 for both E∞ and E1. The same order of convergence is observed when 
varying the imposed contact angle θY . The numerical discretization scheme for the Navier-Stokes solver in JADIM being 
second order, the reduction of the order of the grid convergence is attributed to the smoothing procedure applied to C for 
the calculation of the capillary contribution Fγ .

5.2. Time and grid convergence for the friction model

We report in this section time and grid convergence tests when using the friction model. The convergence tests are 
performed for the simulation of the 2D Couette flow considered in this study (see Fig. 1). For clarity only the tests per-
formed with the friction coefficient ξ = 1.7 are shown. Very similar results were observed when considering other friction 
coefficients.

We first consider the effect of the time step on the solution. The normalized time step is varied from �t = 5 × 10−4

to �t = 1.5 × 10−2. The grid is made with N = 64. The stabilized interface position at time t = 120 is reported in Fig. 4
for different time steps. A clear convergence is observed. We introduce the error E�t as the normalized mean difference 
1



Fig. 4. Time convergence performed for the friction model for N = 64 with the friction coefficient ξcl = 1.7. (Left) Interface position for the different time 
steps at t = 120. (Right) Normalized error E�t

1 as function of the time step �t .

Fig. 5. Grid convergence performed for the friction model with ξ = 1.7 with �t = 2 × 10−3. (Left) Interface shape for the different grids. (Right) Evolution 
of the mean normalized error E�

1 .

between the solution obtained for �t and the solution of reference obtained for the smallest time step considered �t =
5 × 10−4:

E�t
1 = 1

N H

∑
i

∣∣∣x�t
i − x�t=5×10−4

i

∣∣∣ (28)

The evolution of E�t
1 with �t reported in Fig. 4 shows that the overall numerical model is second order convergent in time.

The grid convergence is now considered. The number of cells N is varied from 32 to 256. For all the simulations the 
time step is set to �t = 2 × 10−3 and the simulation time is t = 120. This time step ensures time convergence for all the 
meshes considered. As shown in Fig. 5, the simulation converges when decreasing the grid size. The mean normalized error 
E�

1 is defined using the solution obtained for the smallest grid spacing, i.e. � = H/256:

E�
1 = 1

N H

∑
i

∣∣∣x�
i − xH/256

i

∣∣∣ (29)

The evolution of E�
1 is reported as a function of the grid spacing � in Fig. 5. The time evolution of the capillary number and 

the viscous shear rate profile at the wall are also shown in Fig. 6 for the different grids tested. These plots clearly indicate 
that the grid convergence is ensured for all the reported quantities. The interface shape appears to be more sensitive to the 
mesh refinement and the convergence rate is then �4/3. This point will be further discussed in section 5.1.

5.3. Transition from stable to unstable 2D two-phase Couette flow

This last test case is related to the stability of the 2D two-phase Couette flow considered here. This flow configuration is 
known to present steady or unsteady solutions depending on the velocity imposed on the walls. A steady interface position 
can be observed as long as the entrainment of the interface by the shear flow can be balanced by the capillary repelling 
force [34,50,63,25], i.e. μU/H ∼ γ /H . It results a critical value for the capillary number Ca = μU/γ . Steady solutions are 
then observed if the capillary number is smaller than a critical value Ca∗ . When Ca > Ca∗ the repelling capillary force can 
not resist to the entrainment of the two contact lines and the interface is continuously elongated. This is illustrated in Fig. 7



Fig. 6. Grid convergence performed for the friction model with ξ = 1.7 with �t = 2 × 10−3. (Left) Time evolution of the contact line capillary number 
Ca = μV cl/γ for the different grids. (Right) Velocity gradient at the wall.

Fig. 7. Successive interface shapes for a typical unsteady situation. From top to bottom t = 0, 2, 4, 6 and 8. The imposed contact angle is constant θm = 90o

and the normalized slip are 1/H = 2/H = 0.089.

where the interface shape is shown at different time steps when imposing a fixed contact angle θm = 90o and a normalized 
slip /H = 0.089 for the two fluids.

The critical Capillary number Ca∗ depends on both the ratio /H and the imposed contact angle θm [34,50,25]. To 
determine the transition between stable and unstable situations, simulations are conducted for different imposed contact 
angles θm while imposing a constant slip /H = 0.089. The corresponding values of Ca∗ are reported in Fig. 8. They are 
compared to the critical capillary number obtained with the quasi-parallel approximation proposed by Jacqmin [34]. We 
have solved the system of equations (Eq. 2.7b-2.9 of Jacqmin [34]) using a first order center Euler scheme. The assumption 
of a quasi-parallel flow induces a solution valid for plane interfaces making the solution a priori valid for small contact 
angle θm with the wall. As shown in Fig. 8 the agreement between the Navier-Stokes simulations and the quasi-parallel 
approximation is very good for small angles. Then, the difference increases and the quasi-parallel approximation is shown to 
over predict the transition in agreement with the comparison made in Jacqmin [34] with phase field simulations. However, 
the prediction given by the quasi-parallel approximation remains in reasonable agreement even at large contact angle.



Fig. 8. Critical capillary number as function of the imposed contact angle θm with 1/H = 2/H = 0.089. ◦ Numerical results, (continuous line) the parallel 
flow solution from Jacqmin [34].

Fig. 9. Interface shape when using the static contact angle model for (left) the symmetric case θY = 90o with 1 = 2 = 1.625 and (right) for the asymmetric 
case θY = 64o with 1 = 1.625 and 2 = 3.67. MD simulations are reported using circles.

6. Impact of the friction model

6.1. Simulation with a static contact angle

We first simulate the 2D Couette flow described in Fig. 1 by imposing the static contact angle, so no contact line friction 
is imposed (ξ = 0). The capillary force on the wall is thus calculated with

θm = θY (30)

The symmetric (θY = 90o) and asymmetric (θY = 64o) cases are considered. The Navier slip condition is imposed with 
the slip lengths deduced by Qian et al. [46] from their MD simulations and reported in Table 1. The grid used for this 
comparison is made using N = 256 and the normalized time step is �t = 2 × 10−3. The simulations are compared to the 
MD simulation of Qian et al. [46] in Fig. 9.

The static model is able to capture a steady interface shape comparable to the expected one but the slip at the contact is 
too large to fit the MD results. The difference in the CL position is noticeably underestimated (about 30%) for the symmetric 
case while a better agreement is observed for the asymmetric case: the difference is about 20% and the bottom wall while a 
good agreement is observed on the upper wall. This suggests that the static model is not adapted and that an extra friction 
needs be added at the contact line as discussed in the following section.

6.2. Simulation with the friction model

The friction coefficient can be determined using the MKT formulation given by relation (3). All the required parameters 
are given in Qian et al. [46]. In their MD simulations the temperature was controlled at kB T = 2.8. The jump length is 
linked to the adsorption sites density localized at the wall and can be related to the density of the solid ρs as λ = ρ

−1/3
s =



Table 2
Values of the friction coefficient ξ considered in this work.

Name Symmetric case (θY = 90o) Asymmetric case (θY = 64o) From Eq. Reference

ξRen 3.02 2.18 (33) Ren and E [49]
ξM K T 32.8 57.9 (32) Ramiasa et al. [48]

Seveno et al. [53]
ξV oF 1.7 0.7 Adapted value This work

Fig. 10. (left) the symmetric case θY = 90o with the friction coefficient ξRen = 3.024 and for (right) the asymmetric case θY = 64o with the friction 
coefficient ξRen = 2.18. MD simulations are reported using red circles.

0.813. Note that a very close value is obtained by considering λ as the smallest distance between two wall atoms, i.e. 
λ = (4/ρs)

1/3/
√

2 = 0.913. The jump frequency for a fluid i displacing its vapor is [6]

K0,i = kB T

μiνi
exp

(
−γ λ2(1 + cos θY )

kB T

)
(31)

where the unit flow volume of the fluid is taken as νi = 1/ρi . The corresponding value of the jump frequencies are K0,1 =
K0,2 = 0.32 and K0,1 = K0,2 = 0.18 for the symmetric (θY = 90o) and the asymmetric cases (θY = 64o), respectively. When 
considering an interface between two fluids, as in the case considered here, the effective friction is then [48,53]

ξ = ξ1 + ξ2 (32)

where ξi is the friction of fluid i given by Eq. (3) with the jump frequency given by Eq. (31). The corresponding values 
for the normalized friction coefficients are ξM K T = 32.8 and ξM K T = 57.9 for the symmetric and the asymmetric cases, 
respectively.

The contact line friction can also be determined with the MD simulations of Ren and E [49]. They consider that the 
friction at the contact line is composed of viscous and frictional parts. Here, the Navier slip condition, i.e. the viscous 
contribution, is imposed on the entire wall, including the contact line region. Hence only the frictional part reported by Ren 
and E [49] needs to be considered. It is given by

ξRen = 0.42δB (33)

where δ is the contact line thickness and B is the fluid friction coefficient. In the asymmetric case, the fluid friction is 
different in the two fluids and the average value B = (B1 + B2)/2 is considered. Based on Ren and E [49] we consider 
δ = 6. Accordingly, the friction coefficients for the symmetric and the asymmetric cases are ξRen = 3.024 and ξRen = 2.18, 
respectively. The values used for the friction in the following simulations are summarized in Table 2.

The friction given by the MKT prediction is not able to provide a steady state for the interface for both the symmetric and 
the asymmetric configuration. The interface moves continuously entrained by the moving walls as commented in section 5.3
(see Fig. 7). This indicates that the friction predicted by the MKT model is too large and can not be directly introduced in 
a Navier-Stokes solver. However, a steady interface is obtained when using the friction ξRen deduced from MD simulations 
as shown in Fig. 10. The agreement appears very good for the asymmetric case θY = 64o while in the asymmetric case, the 
friction ξRen overestimates the friction required to match with the reference case. This is evidenced by a more important 
displacement of the contact line resulting in a more deformed interface than observed in the case of reference.

These results indicate that the interface shape seems to be very sensitive to the friction introduced in the contact angle 
model and this confirms the relevance of the choice of this test case. Despite a small difference between θY and θm (around 
3o) the position of the contact angle is noticeably impacted. These points are further discussed in the next section.



Fig. 11. Steady state interface shape for (left) the symmetric case θY = 90o and (right) the asymmetric case θY = 64o for (blue line) the friction model 
(adjusted friction) and (red line) the static model (adjusted slip length) (see the text). MD simulations are reported using red circles.

6.3. Adapted friction for the VoF-CSF solver

The objective is now to find the correct friction that needs to be used in a VoF-CSF solver to recover the interface shape 
obtained with the MD simulation. For that purpose we adapt the value of the friction coefficient ξ in order to minimize 
the difference with the interface shape given by the MD simulation of reference. The reported values correspond to a mean 
difference less than 0.5%. The slip lengths 1 and 2 are unchanged and correspond to the values reported in Table 1. The 
best agreement with the reference case is obtained for ξV oF = 1.7 and ξV oF = 0.7 for θY = 90o and θY = 64o , respectively. 
The corresponding interface shapes are shown in Fig. 11. The frictions ξV oF are one order of magnitude smaller than 
predicted by the MKT model and of the same order of magnitude as those deduced from MD simulations (see Table 2). 
Some velocity profiles parallel to the walls are reported in Fig. 12 at different vertical positions and compared with the 
corresponding profiles from the MD simulations. As shown, the agreement for both cases is found very satisfactory.

Note that, a similar approach can be conducted considering the static contact angle model. Now the contact angle is 
kept fixed to the static contact angle (θm = θY = 90o and θm = θY = 64o) and we reduce the slip length at the wall to get a 
better agreement with the reference. The “best” slip lengths are compared in Table 1 with the values deduced from the MD 
simulation. Both the interface shape (Fig. 11) and the velocity profile (Fig. 12) are now in very good agreement with the 
MD simulations.

These results clearly indicate that, once calibrated, both the friction model (adjusted friction) and the static model (ad-
justed slip length) are able to provide good results on both the interface shape (Fig. 11) and the velocity field (Fig. 12). 
One important conclusion is that Navier-Stokes/VoF/CSF simulations are able to reproduce flows and contact line dynamics 
at the nano-scale. This is in line with previous findings [49,9,38,57,44] which have shown that hydrodynamics is incredibly 
consistent to describe liquid flows and interface behavior up to the nano-scale. We also show that it is necessary to consider 
an adapted boundary condition at the contact line. The two approaches considered here (friction versus slip) seems to be 
able to be used as boundary conditions in an equivalent way. However the change in the dynamic contact angle is here 
relatively small (around 3o). We can expect that for larger variations of the dynamic contact angle compared to the static 
angle, an adjustment of the slip length is not relevant because the correct angle at the wall is not imposed.

6.4. Influence of the grid size on the friction coefficient

The model adjustment reported above were performed for a given grid corresponding to N = 256. We now investigate 
the effect of the grid size on the value of ξV oF for the friction model and on the slip V oF for the use of a constant contact 
angle. The optimal value is determined for each grid following the procedure described above. The corresponding values of 
the friction and the slip length reported in Fig. 13 converge with the grid refinement. The values are very sensitive to the 
grid for small resolutions, i.e. N < 100. For better resolutions, both ξV oF and V oF are almost constant.

7. Interface shape

The objective of this section is to focus on the interface shape for different capillary numbers and ratios H/. The gap
H of the channel is increased while keeping unchanged the slip length and the physical properties (see section 2). The 
values H = 13.6, 450 and 2250 are considered corresponding to H/ = 8.37, 277 and 1385, respectively. The simulations 
are performed using the friction model with the friction ξV oF given in Table 2. The domain size is L = 4 × H for all the 
cases. The grid size is chosen to ensure that the slip zone is resolved and the grid convergence has also been checked for 
the new cases considered. The wall velocity is also varied up to the limit of stability of the interface. The interface shape for 
velocity ranging from U = 0.03 to U = 0.08 are reported in Fig. 14 for H = 450 and N = 256. This corresponds to capillary 
numbers ranging from Ca = 0.106 to Ca = 0.284 and contact angles given by the friction model varying from θm = 89.5o

to θm = 88.6o . For this case we observed that the onset of the unsteady regime is between U = 0.08 and U = 0.09, i.e. for 



Fig. 12. Tangential velocity profiles for (top) the symmetric case θY = 90o and (bottom) the asymmetric case θY = 64o . Comparison between the adjusted 
static model (dashed lines) and friction models (continuous lines) and the MD results (symbols) from Qian et al. [46]: (top) y = −6.375 (◦); y = −4.675
(�); y = −2.975 (	); y = −1.275 (�). (bottom): y = −6.375 (+); y = −3.825 (×); y = −1.275 (�); y = 1.275 (	); y = 3.825 (�); y = 6.375 (◦).

Fig. 13. Influence of the grid size on � the friction coefficient ξV oF and ◦ the slip length V oF for the static model. N is the number of cells along the 
y-direction.



Fig. 14. (top) Interface shape for H = 450 and for wall velocity U = 0.03 (◦), U = 0.04 (�), U = 0.05 (�), U = 0.06 (�), U = 0.07 (	) and
U = 0.08 (�). Continuous line Eq. (34). (bottom) Normalized interface shape showing the linear evolution in the channel center. (insert) β versus Ca
for (◦) H = 13.6, (◦) H = 450 and (◦) H = 2250.

capillary number between Ca = 0.284 and Ca = 0.319. As expected, when the capillary number is increased the interface 
deformation is enhanced.

A detailed inspection shows that the interface shape exhibits an auto-similar behavior in the channel center when 
varying the wall velocity as reported in Fig. 14. When reporting y normalized by H/2 as a function of x normalized by 
the interface abscise at y = H/2 (noted x(H/2)) the interface shapes almost collapse and follow a linear shape that can be 
described with

y = Hβ

2

x

xcl
(34)

where xcl is the contact line displacement and the parameter β is a function of Ca as shown in the insert of Fig. 14.
Close to the wall the interface shape depends on both the capillary number and the imposed contact angle. To describe 

the interface shape in the vicinity of the wall, we consider the evolution of the interface angle θ(r) made by the interface 
with the x-axis parallel to the walls. In the reference frame attached to the wall the contact line is a receding (resp. 
advancing) contact line at the bottom (resp. top) wall for Fluid 2. According to the hydrodynamic model of Cox [14], the 
interface angle θ(r) at the distance r to the bottom contact line is given by

g(θ(r),q) = g(θm,q) − Ca Ln(r/) (35)

where q = μ2/μ1 is the viscosity ratio and the function g(θ, q) is given by



Fig. 15. Variation of the Interface angle θm − θ(r) as a function of the normalized distance r∗ = r/ to the contact line for H = 450 and Capillary numbers 
Ca = 0.106 (top) and Ca = 0.284 (bottom). Continuous line: Cox relation (35) with g(θ(r), q) given by (36), Dotted line: Cox relation (35) with g(θ(r), q)

given by (37), Dashed line: Cox relation (35) with g(θ(r), q) given by (38).

g(θ,q) =
θ∫

0

f (β,q)dβ (36)

with

f (β,q) =
q(β2 − sin2 β) [(π − β) + sinβ cosβ] +

[
(π − β)2 − sin2 β

]
(β − sinβ cosβ)

2 sin β
[

q2(β2 − sin2 β) + 2q
(
β(π − β) + sin2 β

)
+ ((π − β)2 − sin2 β)

]
When the contact angle satisfies the condition (θ ≤ 3π/4) for a liquid displacing a gas (q = 0), the function g can be 
simplified as

g(θ(r),q) ≈ θ3

9
(37)

For two liquids this relation remains a good approximation but for smaller angles, typically θ ≤ π/3 for q = 1. Thus, for the 
range of contact angles considered here the next correction in θ needs to be considered in the expansion [23]

g(θ(r),q) = θ3

9
− q

θ4

8π
+ O (θ5) (38)

These relations are reported in Fig. 15 for q = 1 and compared to the numerical simulations for H = 450. Two capillary 
numbers Ca = 0.106 and Ca = 0.284 have been selected. For clarity the angle variation θm − θ(r) is reported as a function 



of the normalized distance r∗ = r/ to the contact line. As clearly shown, relation (35) with g(θ(r), q) given by expression 
(36) is able to describe the evolution of the angle in the vicinity of the wall despite the confinement imposed by the two
walls moving in opposite directions. It is remarkable that relation (35) obtained with a derivation based on matching inner
and outer regions through an intermediate region seems to still apply in such a flow configuration. The agreement between
numerical results and the Cox relation is improved when the capillary number is decreased. Note that relation (37) often
used for the description of dynamic contact lines is far to describe the evolution of the interface shape for two liquids.
However, relation (38) appears to be a very interesting approximation to the function g(θ(r), q). These results indicate that
numerical strategies [20,59,39,58] using contact angle models based on the use of the Cox hydrodynamic model (Eq. (35))
remains relevant for such confined flows.

8. Conclusion

We have presented the implementation of a dynamic contact angle model based on the contact line friction in a Navier-
Stokes VoF-CSF solver for the simulation of moving contact lines at the nano-scale. The dynamic contact angle model 
requires the value of the static contact angle and the value of the contact line friction, while the slip length is used to 
impose a Navier boundary condition. A liquid-liquid interface confined in a Couette flow generated by two walls moving at 
the same velocity in opposite directions is considered to discuss the relevance of the friction model. The simulations are 
compared with a reference case obtained by MD simulations [46]. We show that the Navier Stokes simulations are able to 
reproduce the MD simulations for both the interface shape and the velocity field. The appropriate contact line friction is 
found to be grid convergent and of the same order as the friction measured in MD simulations while the friction deduced 
from the MKT model seems not able to provide an appropriate friction for a Navier-Stokes solver as considered here. A 
detailed investigation of the interface shape has revealed an auto-similar linear profile in the center of the channel. Close 
to the wall the interface shape is observed to follow the classical Log evolution given by the Cox relation despite the con-
finement imposed by the walls. Additional MD simulations and appropriate experiments are required to further investigate 
the friction at a moving contact line. These results will be of importance for the implementation of friction models in 
Navier-Stokes solvers for the simulations of moving contact lines.
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