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Abstract: The EU-funded Community Network Game (CNG) project aims at enhancing collaborative activities between Massively Multiplayer Online Games (MMOG) players. This will be achieved by developing new tools for the generation, distribution and insertion of user-generated content (UGC) into existing MMOGs without changing the game code and without adding new processing or network loads to the MMOG central servers. This UGC may include items (e.g., textures, 3D objects) to be added to the game and live video captured from the game screen and streamed to other players. We present the objectives of the project, focusing on its main scientific and technological contributions.

Keywords: Massively Multiplayer Online Games; user generated content; P2P streaming; graphics insertion.

1 INTRODUCTION

Massively Multiplayer Online Games (MMOGs) allow a large number of online users to inhabit the same virtual world and interact with each other in a variety of collaborating and competing scenarios. MMOG gamers become members of active communities with mutual interests, shared adventures, and common objectives. Players can play against other players (player versus player) or build groups (guilds) to compete against other groups (realm versus realm) or against computer-controlled enemies.

MMOGs are rapidly gaining in popularity. Data from [1] suggests that there were over 16 million active subscriptions to MMOGs by 2008, a figure that is growing fast and predicted to rise to at least 30 million by 2012.

This paper presents on-going work within the Community Network Game (CNG) project [2], a recently EU funded project within the Seventh Framework Programme. The project, which started in February 2010 and has a duration of 30 months, aims at enhancing collaborative activities between MMOG gamers. This will be achieved by developing new tools for the generation, distribution and insertion of user-generated content (UGC). This UGC may include video captured from the game screen to be streamed live for cooperative play, coaching, and experience sharing, as well as 3D graphics and images to be inserted into the game.

The main innovations proposed by the CNG project are the in-game graphical insertion technology (IGIT) and a peer-to-peer (P2P) system for live video streaming. IGIT can insert content into a game in real time without the need to change the game code in the client or server. For example, billboards can be inserted, an area on the screen can be assigned to display user information, and any type of window (Web browser, instant messaging, etc) can be inserted floating on or outside the game area. The technology can be implemented on multiple games, making it possible to create a community that is not limited to a specific game or publisher.

Fig. 1 and 2 show some possibilities of the usage of IGIT. Fig. 1 is a screenshot from the MMOG game “Roma Victor” [3] by RedBedlam. Fig. 2 shows the same game scene with a mock-up of some of CNG capabilities. The modifications, which are numbered in Fig. 2, are as follows:

1) The original resolution of the game was modified to enable an additional frame around the game to hold the in-frame objects. IGIT uses the GPU of the user’s machine for changing the resolution of the game to avoid reduction in the image quality;
2) Instant messaging window as an example of active Web 2.0 application;
3) Web browser that presents on-line passive information (a leader board here);
4) another web browser window that presents an updated
advertisement; (5) MMOG specific chat to enable the users in a specific scene to cooperate; (6) In-game 3D UGC. In this example, a user added a note on a tree to publish an eBay auction; (7) two windows of a video chat with casual friends or cooperative players. The choices of which application to use and the applications’ screen location are under the control of the user (player).

Enabling thousands of users to communicate live in-game video represents a significant challenge to networks already occupied by the MMOG client-server data. The CNG project intends to develop new techniques for live video distribution that are “friendly” (supportive and not disruptive) to the MMOG client-server traffic. The key innovation will be a P2P system that will allow MMOG gamers to share video without interrupting the MMOG data flow and the need to upload the data to a central server. While the generic MMOG architecture is not modified (the game content and the game data are still transferred through the MMOG servers), the following components will be added: (i) Sandbox on the client side that is responsible for modifying the game environment; (ii) CNG Server for monitoring the P2P communication (Fig. 3). The CNG server acts as a tracker for the system in the sense that it is in charge of introducing peers to other peers. It has persistent communication with the clients and manages the organization of the P2P exchanges. While the CNG server is not dedicated to supply users with content, it can in a few well-defined cases act as a backup storage for the UGC of users, e.g., when these players suffer from transient network troubles or when a player that holds a specific data leaves the scene.

In addition to the IGIT technology and the P2P system, the CNG project will offer to MMOG gamers Web 2.0 online collaboration services and video capturing and editing tools.

The remainder of the paper is organized as follows. Section 2 presents the IGIT technology. Section 3 discusses the MMOG-friendly P2P live video system. Section 4 briefly presents the CNG Web 2.0 online collaboration tools. In Section 5, the expected impact of the project is discussed and conclusions are drawn.

## 2 IGIT

Game adaptation technologies have been used in the gaming market for several years. The gaming industry has adopted these technologies to increase its revenue by finding more financial sources and by attracting more users. In-game overlay allows to view and interact with windows outside the game, but without “Alt-Tabbing”. It does so by actually rendering the window inside the game. Texture replacement enables to replace an original game texture with a different texture. In this way, the newly placed textures are seen as part of the original game content. This method is commonly used for a dynamic in-game advertisement. Game size modification technology adapts the original game by decreasing its original size and surrounding it with an external content. Some of the existing game adaptation products require for the game developer to integrate the product’s software development kit (SDK). Table I lists the main game adaptation products.

The CNG project intends to combine all the existing methods for in-game adaptation but with no need for SDK integration. In this way, we will be able to surround the
game, overlay it or replace an existing game texture with an external content. We will use those techniques in a way that will not harm the game experience. The CNG project will combine the following game adaptation technologies:

1) Texture replacement. This will consist of the three following techniques: Spots Identification - we will identify the relevant spots in the game which are suitable for replacement; we will enable the user to replace 2D textures in the identified spots; we will also enable to manipulate 3D objects in those spots.
2) Game size modification. We will provide the ability to decrease the game window size and surround it with new windows.
3) Game overlay. We will implement a windows system with a predefined fixed layouts in order to give the user the ability to manage his Web/Web 2.0 applications. The windows system will surround the game as an overlay.

3 MMOG-FRIENDLY P2P LIVE STREAMING

The existing solution to stream live video of an MMOG game is to capture the video of the game from the screen and send it to a central server which broadcasts it live [4]. However, this solution, which heavily relies on central servers has many drawbacks such as high costs for bandwidth, storage, and maintenance. Moreover, this solution is not easily scalable to increasing number of users. The CNG project intends to develop a P2P live streaming system for MMOGs that addresses the limitations of the server-based solution. While many P2P live video systems have been proposed, none of them has been specifically designed for the unique environment of MMOGs. Potential scenarios for live video streaming in MMOGs include:

- Scenario 1: A player broadcasts live screen-captured video of its game to any other player.
- Scenario 2: A player streams live screen-captured video of its game to a restricted group (guild).
- Scenario 3: A player streams animated virtual 3D objects. The “clients” are players whose virtual position is close to the virtual position of the object.

To enable these scenarios, the P2P system needs to address the following challenges:

- Many MMOG players can simultaneously emit different live streams, so the P2P overlay consists of many concurrent P2P overlays. A peer cannot participate in all P2P overlays because some of its resources will be used in every overlay it belongs to. The challenge for a user is to adequately allocate its physical resources, including upload and download bandwidth. These resources are limited, so they have to be shared carefully. Moreover, a player has additional connections with the MMOG game server, which must be given highest priority.
- Live video should be delivered at about the same time for all peers at the same “level”. For example, a level can be defined as the set of MMOG players that are in the same region of the virtual world.

The solution proposed by the CNG P2P live video system is as follows. The video is captured in real time from the source screen, compressed, and partitioned into source blocks. Each source block corresponds to one GOP (Group of Pictures) and is an independent unit of fixed playback duration (e.g., 1 s). A mesh-based topology is used for the P2P network. Peers are organized in different levels of the mesh (Fig. 4).

The source peer is placed at level 0. All peers directly connected to the source peer are at level 1 and the peers that are not connected to the source peer but are connected to level-1 peers are at level 2. In general, a peer is considered to be at level $j$ if its shortest route to the source peer consists of $j$ intermediate links.

The UDP protocol is used as the transport protocol. The source peer applies rateless coding on each source block and keeps on sending the resulting encoded symbols in encoded packets (packets of encoded symbols) to level-1 peers until it receives an acknowledgment from them or

<table>
<thead>
<tr>
<th>Product</th>
<th>FRG</th>
<th>MI</th>
<th>PX</th>
<th>XF</th>
<th>DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>In-game overlay</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Game resize</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Texture replacement</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Need for SDK</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table I
GAME ADAPTATION TECHNOLOGIES IN FreeRideGames (FRG), Massive Incorporated (MI), PLAYXPERT (PX), XFire (XF), Double Fusion (DF). An x means that the technology is available in the product.
a timeout occurs. As the acknowledgment needs time to reach the sender, the sender may transmit redundant encoded symbols, which results in significant bandwidth wastage. Thus, a major challenge is to determine packet scheduling algorithms that minimise this overhead. This optimization problem was recently introduced for a client-server model [5]. An optimal strategy typically consists of a sequence of successive transmission bursts and waiting times. We propose to extend this work by devising solutions for the more challenging context of a P2P network.

The source peer computes a scheduling strategy for each source block. The strategy specifies the maximum number of encoded packets $n$ that can be sent for this source block, and the time $t_i$ at which packet $i$ is sent with a hierarchical forwarding scheme $F_i$, $i = 1, 2, \ldots, n$.

If the source peer receives an acknowledgment from a level-1 peer $j$ before $n$ packets are sent, it can update its scheduling strategy by, e.g., removing peer $j$ from the forwarding schemes of the remaining packets.

An example of a scheduling strategy for $n = 5$ and the four level-1 peers of Fig. 4 is as follows.

- $1 : t_1 : A \rightarrow B$
- $2 : t_2 : B \rightarrow A + C$
- $3 : t_3 : C \rightarrow B + D(\rightarrow A)$
- $4 : t_4 : A \rightarrow D(\rightarrow C)$
- $5 : t_5 : D \rightarrow A(\rightarrow B)$

The strategy says that packet 1 should be sent at time $t_1$ to peer $A$, which should forward it to peer $B$. Packet 2 should be sent at time $t_2$ to peer $B$, which should forward it to peer $A$ and peer $C$. Packet 3 should be sent at time $t_3$ to peer $C$, which should forward it to peer $B$ and peer $D$. Peer $D$ should forward it further to peer $A$. Packet 4 should be sent at time $t_4$ to peer $A$, which should forward it to peer $D$. Peer $D$ should forward it further to peer $C$. Packet 5 should be sent at time $t_5$ to peer $D$, which should forward it to peer $A$. Peer $A$ should forward it further to peer $B$.

Note that the forwarding information should be included in the packet so that when a peer receives this packet it can forward it to the right peers. For example, when the source peer sends packet 4 to peer $A$, it includes in the packet the information $→ D(\rightarrow C)$. When peer $A$ forwards this packet to peer $D$, it keeps only the information $→ C$.

Level-1 peers immediately forward the received packets to other level-1 peers as instructed by the source peer. In addition, a level-1 peer has its own scheduling strategy for level-2 peers. When it receives a packet from the source, it also tries to forward it to the level-2 peers that are directly connected to it according to its strategy.

When a level-1 peer completes the decoding of a source block, it sends an acknowledgment to all senders so that they stop sending it packets for this block. Then it applies rateless coding on the decoded block to feed level-2 peers. Thus, each receiving peer has two phases: forwarding (before the decoding is successful) and encoding (after decoding the source block). In the forwarding phase, the receiving peer just forwards the received packets to the next-level peers connected to it, while in the encoding phase, it generates encoded symbols from the decoded block and feeds the next-level peers.

Note that in the forwarding phase, a level-1 peer may not be able to comply with the transmission times of the scheduling strategy. Indeed, a level-1 peer may not have received a packet by its transmission time. However, in the encoding phase, the scheduling strategy can be obeyed fully.

A peer can receive the same packet from multiple senders. For example, peer $F$ can receive the same packet from $A$ and $B$ in both the forwarding and encoding phase. To avoid this, a parent should know the other parents of its children, e.g., peer $B$ should know that $F$ is its common child with $A$. In this way, peer $B$ will not forward a packet to $F$ if this packet has previously visited peer $A$. This will avoid receiving duplicate packets from $A$ and $B$ while they are in the forwarding phase. In the encoding phase, receiving duplicate packets can be avoided with high probability by forcing peers to use different seed values for the rateless code.

The proposed scheme is resilient to packet loss, bandwidth fluctuation and peer churn. By having multiple senders, lost packets on one link can be compensated for by more packets on other links. Similarly, packet loss rate and bandwidth dynamics can be averaged out smoothly. If one of the senders churns out, it can be compensated by others before running the neighbor-discovery mechanism.

Players that are neighbours in the virtual world can be placed at the same level in the mesh, so that they can watch the video with approximately the same playback lag with respect to the original source.

Our system extends previous ideas proposed in [6] and [7]. However there are many important differences between these works and our scheme. For example, the system of [6], [7] do not have the notion of scheduling strategy and use a different approach to minimise the number of received duplicated packets.

One important requirement is that the live video stream should not consume the (upload and download) bandwidth that is necessary for the smooth operation of the MMOG. Usually, peers have much lower upload bandwidth than download bandwidth. Therefore, protecting the upload bandwidth for MMOG traffic is more crucial. One simple way to achieve this would be to reserve a portion of the upload bandwidth for the MMOG traffic. However, this would result in inefficient bandwidth utilization, especially when the MMOG traffic pattern is unknown and the upload bandwidth is scarce. We propose instead to use priority queues at the peer side. Each peer maintains two queues, one for the MMOG traffic and the other for the CNG traffic (including live video and any other user generated traffic). The scheduler ensures that (i) the MMOG traffic
always gets higher priority over the CNG traffic by multiplexing both queues appropriately over the outgoing link (ii) the average transmission rate on the outgoing link does not exceed the upload bandwidth allocated by the ISP to avoid unnecessary queuing at the first router. Note that this technique does not need to know the pattern of MMOG traffic generation. Protecting enough download bandwidth for MMOG is equally important. However, since a peer can receive traffic from multiple senders, the technique of priority queues cannot be implemented. The only possibility is to reserve enough download bandwidth. It can be accomplished, e.g., by making each peer keep track of all its download activities actively so that there is enough download bandwidth available for the MMOG.

As UDP does not have a built-in congestion control mechanism, a pure UDP-based application may overwhelm the network. Therefore, we propose an application-layer congestion control mechanism for the P2P system. The idea is to adapt the UDP sending rate according to receiver feedback. For each block, the receiver sends a feedback to the sender reporting the average packet loss rate and the forward trip time (FTT). If the average FTT and loss rate are higher than some preset threshold values, this is a strong indication of congestion, and the sender decreases the sending rate accordingly.

Since many peers may become a source of a live stream, the P2P overlay consists of multiple P2P overlays rooted at distinct sources. A peer cannot obviously participate in all overlays because of its limited resources. To address this problem, we propose to continuously adjust the set of peers who are targeted to receive a stream from a source. The goal is to maximise the number of users receiving the stream from a given source, without causing network congestion and in a way such that peers near to the source get higher priority than distant ones. We use the concept of Area of Interest (AoI) [8] for that purpose. An AoI is defined as the part of the virtual world around a user that generates content. When a peer is within the AoI of a user generating high-quality content, or when it belongs to many AoIs, it may experience congestion. The challenge is to design a mechanism for determining the best size of these AoIs, that is, a size such that the maximum amount of UGC is delivered while no user experiences congestion. The management of the AoI must take into account the popularity of the virtual place and the capacity of the devices of the players that are located there. Such a management has been shown to be hard in wireless sensor networks [9], but some heuristics can perform well. For a player, the decision of increasing or decreasing the size of the AoI should be based on feedbacks from other nearby players in a collective manner.

Two strategies can be implemented. In the first one, one peer from one P2P overlay to another P2P overlay, so that the capacity provided by this peer can tackle the congestion issue. This strategy avoids heavy computations and can solve local small congestion problems. The second strategy can be implemented when the first one fails. A process similar to the one that ensures fair resource sharing in TCP can be used. Every source periodically tries to increase (in an additive manner) the size of its AoI until congestion is detected. Then, the radius of the AoI is decreased in a multiplicative manner (see [10] for a similar technique).

We expect that the combination of both strategies can guarantee that sources take profit from the capacity of peers to diffuse content as massively as possible, without provoking congestion in the system. Thus, a casual peer can automatically switch from one source to another one, depending on its distance to these sources and on the capacity of nearby peers.

In addition to designing a practical and efficient P2P live video streaming system for an MMOG environment, the CNG project proposes to contribute to a better understanding of the general problem of the diffusion of multiple video streams in a constrained environment. In most prior works, the system is assumed to be over-provisioned, that is, the resources are abundant, and so the content can be delivered on time. In the CNG context, the goal is to maximize the number of peers receiving content in an environment where not all peers can be served because not enough resources are available. If we assume tree overlays and consider only one video stream, the problem is to build a tree that spans the maximum number of peers with the constraint that every peer can only serve a limited number of other peers. In the context of many concurrent video streams, the problem becomes even harder with a constrained forest. The building of degree-constrained trees is an NP-hard problem [11]. We propose to contribute to the analysis of the computational properties of this problem. In particular, the formulation of the problem into several Integer Programming models and comprehensive benchmarks of these models will enable the computation of optimal solutions on small instances of the problem. Besides, we aim at designing heuristic algorithms, which allow the computation of nearly optimal solutions for large problem instances, as well as approximate algorithms (algorithms that compute solutions that are proved to be never far to the optimal solutions).

4 Web 2.0 collaboration tools

In addition to the IGIT technology and the P2P live video system, one of the major objectives of CNG is to offer a variety of Web 2.0 tools to the gamers. Web 2.0 tools are widely used for collaboration activities but, for most of the cases, the use of these tools involves closing or resizing the screen of the game and activating the tool’s window. This is
the reason that some of the online collaboration tools have been already integrated in MMOGs as part of the game’s screen [12].

CNG IGIT will create floating windows for browsing, chat and other Web 2.0 applications. These applications will enable users to interact with other players of the game, form communities and collaborate. Instead of having to connect to an online collaboration application or some other community tool outside of the game, the Web 2.0 tools offered will allow the users to collaborate and share information without ever leaving the game world. It is important that the tight integration of the collaboration tools within the game will be achieved without interfering with the development process of the game itself. Therefore, it can be easily applied to several different online games. The tools that are going to be offered to the users will allow them to interact directly. For example, when a user is playing an MMOG, she or he can instantly broadcast a personal message with a guide or a walkthrough using the available collaboration tool for instant messaging. The message will be sent to all community users as a personal message. This can be done by the player without any need to leave the game scene. The in-game experience will include mostly real-time communication tools like voice and video chat, messaging and file sending. The offered services, both synchronous and asynchronous, will create communication channels between the members of the game communities. The state of the art of the frameworks for Web 2.0 applications will be used (e.g., Mia-Chat [13]). The tools integrated in the in-game environment will make use of current Asynchronous JavaScript and XML (AJAX) and Flash / Flex technologies. The CNG Server will be the entry point to all of these online features and will also be used for the storage of any necessary information over the users or the collaboration activities that should be permanently stored. The CNG Server design will be based on the state of the art of the principles for web design and architecture supporting modular growth and expansion of the offered features.

5 CONCLUSION

The CNG project will support and enhance MMOG community activities by enabling MMOG gamers to create, share, and insert UGC. CNG will provide an efficient, cost-effective way of enabling MMOGs to offer new community building tools without changing the game code and without adding new processing loads to the MMOG central servers. Such tools and functions may include instant messaging, in-game voting, reviewing and polling. This will reduce the need for visiting forums outside the game and diluting the MMOG experience. Moreover, MMOG gamers will be able to capture live video of their game and distribute it to other gamers using a P2P network.

CNG can provide huge benefits to MMOG developers and operators. New community building tools will be offered cost-effectively and efficiently, without the need to redesign or recode existing game offerings. The user experience will be enriched and the needs of the end-users will be better addressed, reducing churn to other MMOGs. Other benefits include lower network costs as well as new income streams through in-game and around game advertising. MMOG providers will maintain control over how various commercial and UGC content is displayed within the MMOG, thus keeping editorial control of the look and feel of the game.
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