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Abstract

This study aims at providing an original metamodeling technique based on the Non-Uniform Rational B-Splines (NURBS) formalism. The proposed approach is able to fit general non-convex sets of target points (TPs) by extending the NURBS formalism to the N-dimensional (N-D) case, getting in this way a general NURBS hypersurface. The shape of such a hypersurface is tuned by several parameters: the number of control points (CPs), their coordinates and related weights, the degrees of the blending functions and the knot-vector components defined along each direction. The goal of the proposed strategy is to find the best NURBS hypersurface approximating a given set of TPs. To this purpose the problem is formulated as an unconstrained least-square distance problem wherein the optimisation variables are all the parameters tuning the shape of the NURBS hypersurface. Nevertheless, when the number of CPs and the degrees of the basis functions are included among the design variables the resulting problem is defined over a space having a variable dimension. To deal with this aspect, a special genetic algorithm, able to solve problems characterised by a variable number of design variables, is considered to determine automatically (i.e. without the user’s intervention) the optimum value of both the design space size (related to the integer variables of the NURBS hypersurface) and the NURBS hypersurface continuous parameters. The effectiveness of the proposed approach is proven by means of a meaningful benchmark.

Keywords: Optimization ; Genetic Algorithme ; NURBS ;

1. Introduction

Computers increasing performances are widely utilized to improve simulation complexity over computation time. However, some applications need quasi-real-time models especially for design/optimisation purposes. Metamodeling techniques can minimise the computational effort to realize complex multi-field and/or multi-scale simulations which must be integrated within an optimisation process. Currently, Artificial Neural Networks (ANN) \cite{1,2}, Proper Generalized Decomposition (PGD) \cite{3}, Fuzzy Logic (FL) \cite{4} and Radial Basis Functions (RBFs) \cite{5} are the most common methods available in literature for realising surrogate models. Of course, each technique is characterised by both advantages and shortcomings. For example, ANN are not suitable for multiple outputs request \cite{2} (when considering multiple responses ANN accuracy often decreases), while PGD provides less accurate results for nonlinear problems \cite{3}. As a general remark, setting the parameters number for classical metamodeling techniques could be a quite difficult task which often needs a trial-and-error approach. For instance, improving arbitrarily the number of layers and/or neurons for ANN or improving the modes number for PGD can lead to overfitting and to a subsequent increase of the overall complexity for the problem at hand. In any case, all these methods need a great amount of available data, thus implying extensive experimental and/or numerical campaigns.

The surrogate model proposed in this study relies on the utilisation of N-dimensional (N-D) Non-Uniform Rational Basis Spline (NURBS) hypersurfaces to fit a given set of data points, also called target points (TPs) and aims at overcoming the previous limitations by automatically determining the optimum
number of the NURBS hypersurface parameters without requiring a trial-and-error approach.

Up to now, only few research works focus on the formulation/implementation of surrogate models based on the NURBS formalism [6–8]. NURBS curves and surfaces are standard geometrical entities widely used in Computer Aided Design (CAD) software. NURBS hypersurfaces represent a generalisation of these entities. A NURBS hypersurface is defined through the number of dimensions (related to the size of the problem at hand), the degree of blending-functions along each dimension, the overall number of control points (CPs), the coordinates of each CPs and the related weights, the knot vector components along each dimension. The large number of parameters tuning the shape of a NURBS hypersurface renders it a very versatile tool for many mathematical and engineering applications, not only for formulating surrogate models [9–11]. However, the significant amount of parameters defining the NURBS hypersurface also constitutes the main drawback: it is very hard to properly tune all these parameters without making some simplifying assumptions or preliminary choices as done in [6,7].

In [8] a NURBS-based surrogate model for inverse characterization of composite materials is presented. In this background Turner and Crawford [6] developed an iterative procedure for determining a suitable number of CPs for the NURBS hypersurface. The technique proposed by Turner and Crawford is based upon an empirical rule which computes the position of new control points on the basis of the cost function of the problem at hand (typically the maximum error of approximation). Nevertheless, their approach is characterised by some restrictions:

- the empirical rule for updating the number of CPs as well as their coordinates is strongly problem-dependent;
- the degrees of blending functions were set a priori;
- the knot vectors components were uniformly distributed or calculated by means of simple empirical rules.

To overcome the previous restrictions, in this work, an innovative surrogate model based on N-D NURBS hypersurfaces is proposed. The problem of approximating a given set of TPs is formulated as an unconventional Unconstrained Non-Linear Programming Problem (UNLPP) defined over a space of variable dimension. Furthermore, this UNLPP is formulated without considering simplifying hypotheses, thus by considering as design variables all the parameters tuning the NURBS hypersurface shape (both integer and continuous parameters).

Of course, when dealing with an optimisation problem defined over a domain having a variable dimension, a particular care must be put in the choice of a proper numerical tool to perform the solution search. To this purpose in this study a special genetic algorithm (GA) [11,13] able to deal with problems characterised by a “variable number of design variables” is utilised as optimisation tool.

The effectiveness of the proposed approach will be proven through a meaningful benchmark.

2. A NURBS-based surrogate model

2.1. Classic NURBS surfaces theoretical framework

Non-Uniform Rational B-Splines curves and surfaces are explicit parametric geometric entities mostly used in CAD software. According to the notation introduced in [14] the Cartesian coordinates of a generic point of a NURBS surface can be written as:

\[
S(u,v) = \frac{\sum_{i=0}^{n_u} \sum_{j=0}^{n_v} N_{i,p}(u)N_{j,q}(v)\omega_{i,j} P_{i,j}}{\sum_{i=0}^{n_u} \sum_{j=0}^{n_v} N_{i,p}(u)N_{j,q}(v)\omega_{i,j}},
\]

where \( u, v \in [0,1] \) are the dimensionless parameters of the surface, \( S \in \mathbb{R}^3 \) is the vector collecting the coordinates of each CP, and \( \omega_{i,j} \) is the array of weights related to each CP. The set of CPs (i.e. the temperature field in each point of the plate) is applied at the boundary of the plate, whilst \( \mathbf{P}_{i,j} \) is the array collecting the coordinates of a generic point of a NURBS surface. Analogously to the 2D case, the knot vectors can have a multiplicity \( \mu \) in each dimension, namely

\[
\mathbf{U} = (u_0, u_{p+1}, \ldots, u_{m_u-p-1}, 1, \ldots, 1)_{p+1} \quad \text{and} \quad \mathbf{V} = (v_0, v_{q+1}, \ldots, v_{m_v-q-1}, 1, \ldots, 1)_{q+1}.
\]

The size of knot vectors \( \mathbf{U} \) and \( \mathbf{V} \) are \( (m_u+1) \) and \( (m_v+1) \), respectively. Their size strictly depends upon the number of CPs along each direction, namely

\[
m_u = n_u + p + 1, \quad m_v = n_v + q + 1.
\]

Each knot is a non-decreasing sequence of real numbers that can be interpreted as a discrete collection of values of the dimensionless parameter of the surface. All the components of knot vectors can have a multiplicity \( \mu \). If a knot has a
multiplicity \( \mu \) along \( u \)-direction then the basis function \( N_{i,p}(u) \) is \( \mu \)-times continuously differentiable (at the knot).

The same considerations can be repeated for \( N_{i,q}(v) \) if a component of \( V \) has multiplicity \( \mu \). Therefore, for a fixed degree along a given direction, increasing the knot multiplicity decreases the continuity of the surface at that knot. This means that the value of the knot vectors components strongly affects the local shape of a NURBS surface. For a deeper insight in the matter, the reader is addressed to [14].

2.2. The case of NURBS hypersurfaces

Let \( N \) be the dimension of the problem and \( M \) that of the hypersurface. Let \( \mathbf{S}: \mathbb{R}^N \rightarrow \mathbb{R}^M \) be the parametric vector equation of the hypersurface. Analogously to the 2D case, the explicit parametric expression of the \( k \)-th coordinate of the NURBS hypersurface writes:

\[
S^{(k)}(u_1, \ldots, u_N) = \sum_{i=1}^N \sum_{\tau=0}^{p_i} \sum_{\mu=0}^{m_i-1} N_{i,p_i}(u_i) N_{\tau,q}(v) \omega_{i,\tau} \mathbf{p}_{i,\tau}, \quad k=1, \ldots, M
\]  

(5)

In Eq. (5), \( u_1, \ldots, u_N, \in [0,1] \) are the dimensionless parameters of the hypersurface, while \( S^{(k)} \) is the \( k \)-th coordinate of the generic point belonging to the hypersurface. \( p_{i,\tau} \in \mathbb{R}^{(n_i+1) \times \cdots \times (n_k+1)} \) is the generic component of the array collecting the \( k \)-th coordinate for each CP. \( n_i+1 \) is the number of CPs along the \( i \)-th dimension, while \( n_{CP} = \prod_{i=1}^N (n_i+1) \) is the overall number of CPs which form the so-called hyper-net. \( \omega_{i,\tau} \in \mathbb{R}^{(n_1+1) \times \cdots \times (n_k+1)} \) is the generic component of the array of weights related to each CP. The expression of the generic \( p_{i,\tau} \)-th degree blending function along dimension \( i \) can be stated as:

\[
N_{i,\tau}(u_i) = \begin{cases} 1 & \text{if } U_j^{(i)} \leq u_i \leq U_{j+1}^{(i)} \\ 0 & \text{otherwise} \end{cases},
\]

(6)

where \( U_j^{(i)} \) and \( U_{j+1}^{(i)} \) are the \( j \)-th and \( j+1 \)-th knot of the knot vector along the \( i \)-th dimension.

3. Optimization problem formulation

3.1. Problem description

The problem under consideration here focuses on the approximation of the temperature field of a thin plate of size \( L_x = 0.1 \text{ m} \) and \( L_y = 0.1 \text{ m} \) along \( x \) and \( y \) axes, respectively.

The thickness of the plate is \( t \). A constant flux \( \Phi_0 = 100 \text{ W/m}^2 \) is applied at \( x = 0 \) and \( x = L_x \) while the rest of the plate is under convection flux with coefficient \( h \) and infinite temperature \( T_\infty = 298.15 \text{ K} \). A pictorial representation is given in Fig. 1.

As stated above, the proposed NURBS-based surrogate model aims at approximating the temperature field of the plate for different combinations of variables \( t \) and \( h \) which can be seen as design parameters for the problem at hand. Therefore, the temperature field needs to be determined for each value of the previous parameters, namely:

\[
T = f(x, y, t, h)
\]

(9)

The goal is thus to determine a suitable NURBS hypersurface fitting (with a certain level of accuracy) a set of given TPs. These TPs must be calculated for different values of \( t \) and \( h \) in each point of the plate. For the considered example the overall dimensions of the NURBS hypersurface are \( N = 4 \) and \( M = J \), i.e., the NURBS hypersurface reduces to a scalar function depending on four independent parameters as stated in Eq. (9).

The TPs coordinate (i.e. the temperature) can be collected into a N-D array:

\[
Q_{i_1,i_2,i_3,i_4} = T(x_{i_1}, y_{i_2}, t_{i_3}, h_{i_4}), \quad \forall i_j \in [0; r_j]
\]

(10)

where \( r_j+1 \) being the number of TPs along dimension \( j \). The set of TPs is composed of an overall number \( n_Q \) of points given by:

\[
n_{TP} = \prod_{j=1}^N (r_j + 1).
\]

(11)

![Fig. 1. Geometry and boundary conditions for the plate.](image)
3.2. Mathematical statement of the problem

The main goal of the proposed approach is to obtain a surrogate model formulated in the theoretical framework of NURBS hypersurfaces, characterized by an overall number of CPs (nCP) lower than that of TPs (nTP) describing the response of the system with a sufficient accuracy (according to the problem requirements).

The idea is to search for the best value of the parameters tuning the shape of the NURBS hypersurface minimizing the following error function:

\[
\min_x \Phi(X), \quad \Phi = \frac{1}{2} \sum_i \sum_k \left[ S(u_{ki}) - Q_{ki} \right]^2
\]

(12)

without introducing any simplifying hypotheses or empirical rule on the overall number of parameters involved in the NURBS hypersurface definition.

As clearly appears from Eq. (12), the NURBS hypersurface fitting problem can be stated as an unconstrained least-square problem. X is the vector collecting the optimization variables, \(Q_{ki} \) is the array of TPs coordinates while \(S(u_{ki}) \) is its counterpart belonging to the NURBS hypersurface when the dimensionless parameters \(u_i \) take the values \(u_i^{(k)} \), \(k = 0, ..., r_i \), \(i = 0, ..., 4 \). \(u_{ki}\) is the array containing all the \(u_i^{(k)} \).

For the problem at hand, X collects only the independent design variables of the NURBS hypersurface.

From Eq. (5) the definition of a NURBS hypersurface involves parameters of different nature:

- integers ones as the numbers of both knot vector components and CPs, \((m_i+1, n_i+1) \), respectively as well as the degrees of the blending functions \(p_i \) along each dimension;
- continuous variables as internal knot vector values \(U_{p_i+1}^{(l)}, ..., U_{m_i-p_i-1}^{(l)} \), CPs coordinates along each direction \(P_{k_1,...,k_4}^{(l)} \), weights \(\omega_{k_1,...,k_4} \) and the dimensionless parameters \(u_i^{(k)} \).

Some of these parameters are interdependent, whereas other can be smartly chosen.

In particular, as far as concerns the set of continuous dimensionless parameters, i.e. \(u_i^{(k)} \), they are obtained according to the chord length method [14]. Furthermore, due to the smoothness of the set of TPs (which form a convex set) a B-Spline hypersurface is sufficient to build the surrogate model (in this case all weights have been set equal to one).

The number of CPs along each dimension can be determined once the size of the knot vector and the degree of the blending functions along the same dimension are known, see Eq. (8).

Moreover, when the size of the knot vector as well as its internal components along each dimension are known, the degree of the blending functions (along each direction) is given and the values of \(u_i^{(k)} \) have been computed by means of the chord length method, finding the optimum value of the CPs coordinates is a quite trivial task. Indeed, problem (12) is convex in terms of CPs coordinates. It can be proven that the optimum value of CPs coordinates can be determined by generalizing the well-known surface fitting algorithm A9.7 from [14] to the N-D case. A schematic flow chart of this general algorithm is shown in Fig. 3. For sake of brevity, it can be stated that the optimum value of CPs coordinates can be computed as a succession of curve fitting problems along each dimension. In particular, this algorithm provides the CPs coordinates by solving successively linear systems, as follows:

\[
(N_j^T N_j) P_i^{(k)} = N_j^T R_i^{(k)},
\]

with

\[
N_i^j = \begin{bmatrix}
N_{p_i, r_i}^{(k)}(u_i^{(k)}) & N_{r_i+1, r_i}^{(k)}(u_i^{(k)}) \\
N_{p_i+1, r_i}^{(k)}(u_i^{(k)}) & N_{r_i+1, r_i}^{(k)}(u_i^{(k)})
\end{bmatrix},
\]

\[
P_i^{(k)} = \begin{bmatrix}
p_i^{(k)} \\
r_i^{(k)}
\end{bmatrix},
\]

\[
R_i^{(k)} = \begin{bmatrix}
Q_{p_i r_i} \quad M \quad M \\
M \quad M \quad M
\end{bmatrix}
\]

(14)

In Eq. (14) \(P_i^{(k)} \in \mathbb{R}^{(n_i+1)(r_i+1)} \) is a temporary array collecting the unknowns for the curve fitting problem along dimension \(i \). It is calculated “column by column” along the remaining dimensions. When passing to the curve fitting problem along dimension 2 (i.e., the second iteration of the calculation) its size changes to \(P_i^{(k)} \in \mathbb{R}^{(n_i+1)(n_i+1)} \) until iteration \(N \) where the size is finally \(P_i^{(k)} \in \mathbb{R}^{(n_i+1)(n_i+1)} \).

Generally speaking, for surface fitting problems, matrix \(N_j^T N_j \) can be ill-conditioned (depending on the values of the different parameters tuning the shape of the NURBS hypersurface). To this purpose a particular attention must be put in calculating its inverse. Therefore, the Moore-Penrose pseudo-inverse method has been considered to solve the linear system of Eq. (14).
Beside the values $u_i^{(k)}$, the algorithm of Fig. 3 needs some further input quantities in order to be executed:

- integer parameters, i.e., $p_i$ and $m_i$, $i = 1, \ldots, N$,
- continuous parameters, i.e., internal knot vector components $u_{i-p_i}^{(k)}$, $k = 0, \ldots, m_i - p_i - 1$.

These quantities represent the independent optimization variables collected into the vector $X$.

### 3.3. Numerical strategy

Problem (12) is a non-standard UNLPP because it is defined over a space of variable dimension. Indeed, the size of the vector of optimization variables depends upon the current value of the integer design parameters, namely $p_i$ and $m_i$. In particular, the size of vector $X$ is:

$$2N + \sum_{i=1}^{N} m_i - 2p_i - 1.$$  \hfill (15)

Considering the unique mathematical features of problem (12) a hybrid optimization tool composed of the new version of the GA BIANCA [13], interfaced with the MATLAB fmincon algorithm [15], has been developed, see Fig. 4. As shown in Fig. 4, the optimization procedure for problem (12) is split in two phases.

During the first phase, solely the GA BIANCA is utilized to perform the solution search and the full set of design variables is taken into account. BIANCA is a special GA able to deal with optimization problems characterized by a variable number of design variables, i.e., optimization problems of modular systems. This goal can be achieved thanks to the original features of such a GA. In BIANCA the information is organized in a genotype composed of chromosomes which are in turn made of genes (each gene codes a specific design variable). When the object of the optimization problem is a modular system (i.e., a system composed of a variable number of modules characterized by the same vector of variables) each constitutive module is represented by a chromosome, while each gene codes a design variable related to the module.

In agreement with the paradigms of natural sciences, individuals characterized by a different number of chromosomes (i.e., modular structures composed of a different number of modules) belong to different species. BIANCA has been conceived for crossing also different species, thus making possible (and without distinction) the simultaneous optimization of species and of individuals. This task can be attained thanks to some special genetic operators that have been implemented to perform the reproduction phase between individuals belonging to different species, see Fig. 5. For more details on the original features of such a GA the interested reader is addressed to [13].

### 4. Numerical results

#### 4.1. Results with iterative method

In this first case, the hypersurface fitting problem (12) has been solved by using the iterative procedure proposed in [14]. The algorithm presented in [14] tries to solve problem (12) by using, during the first iterations, few CPs along each dimension. Then, if the stop criterion is not met (i.e. the cost function is not lower than or equal to a certain threshold value defined by the user) the algorithm repeats the fitting process by adding CPs in the direction where the ratio $p_i$ between the number of CPs $n_i$ and the number of TPs $r_i$ is the lowest. In this background, knot vectors components are computed in a manner that ensures every knot of the $U^{(i)}$ contains at least one $u_i^{(k)}$, dimensionless parameters are computed according to chord length method [14] and the degrees are set equal to two, see [6,7] for more details. Table 1 lists the number of both TPs $r_i$ and CPs $n_i$ and the internal knot values $U^{(i)}$ obtained via the iterative method. As it can be seen from this table, the average error is $8.881917e^{-05}$. The overall number of TPs utilized in this example is $n_T = 4498641$ while the overall number of CPs at the end of the procedure is $n_{CP} = 4096$.

<table>
<thead>
<tr>
<th>Variable</th>
<th>$r_i$</th>
<th>$n_i$</th>
<th>$n_{CP}$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x$</td>
<td>101</td>
<td>101</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>$y$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$h$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The effectiveness of this process has been proven through a meaningful benchmark and the obtained results are compared to those resulting from an iterative method taken from literature.

Further studies have to explore the influence of NURBS hypersurfaces parameters and the interest of using them instead of B-Spline ones. Moreover, the robustness and the effectiveness of the proposed approach must be validated through a real-world engineering problem, since first results are really promising.

5. Conclusions

A new metamodeling technique based on NURBS hypersurface formalism together with a hybrid optimization strategy has been presented in this paper. The originality of this approach is characterized by the fact that nor simplifying hypotheses neither empirical rules are utilized a priori. The proposed approach aims at minimizing the number of parameters defining the NURBS surface by ensuring, at the same time, a good level of accuracy (at least equal to those provided by classical iterative procedures). To achieve this result, the solution search for the hypersurface fitting problem is realized by means of a hybrid optimization tool of which the kernel is a special genetic algorithm able to deal with problems defined over a domain of variable dimension.

The effectiveness of this process has been proven through a real-world engineering problem, since first results are really promising.
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