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Abstract
We consider change-point detection in a fully sequential setup, when observations are received one by one and one must raise an alarm as early as possible after any change. We assume that both the change points and the distributions before and after the change are unknown. We consider the class of piecewise-constant mean processes with sub-Gaussian noise, and we target a detection strategy that is uniformly good on this class (this constrains the false alarm rate and detection delay). We introduce a novel tuning of the GLR test that takes here a simple form involving scan statistics, based on a novel sharp concentration inequality using an extension of the Laplace method for scan-statistics that holds doubly-uniformly in time. This also considerably simplifies the implementation of the test and analysis. We provide (perhaps surprisingly) the first fully non-asymptotic analysis of the detection delay of this test that matches the known existing asymptotic orders, with fully explicit numerical constants. Then, we extend this analysis to allow some changes that are not-detectable by any uniformly-good strategy (the number of observations before and after the change are too small for it to be detected by any such algorithm), and provide the first robust, finite-time analysis of the detection delay.

1. Change-point setups
Detecting a change of measure in a sequence of observations $Y_1, \ldots, Y_n$ is a classical problem that received a lot of attention from various areas of mathematical statistics, information theory and computer science over the past century. We refer to Basseville et al. (1993); Brodsky and Darkhovsky (1993); Jie and Gupta (2000); Tartakovsky (1991); Csörgö and Horváth (1997); Wu (2007) for classical textbooks on the topic, while the more recent references Blazek et al. (2001); Moustakides (2004); Bouzefda (2016); Vaswani (2005); Downey (2008); Khaleghi and Ryabko (2014); Frick et al. (2014); Garreau and Arlot (2016); Celisse et al. (2017) give a flavor of the increasing diversity of works in the field. One should however be careful as the same terminology encompasses different setups. In the batch setup, one has access to all the data points ahead of time and decision is output after seeing the full batch $n$ of data. In this case, one cares about estimating the change point locations as precisely as possible using all points. In stark contrast, in a sequential setup data points are received one by one and one must raise an alarm as early as possible after any change $\tau$, only based on past data. Hence, we cannot wait to see one or several other change points to estimate changes a posteriori (from this standpoint, all batch strategies suffer a huge detection delay) but must detect the latest change-point as fast as possible (hence detection and estimation are two different problems). A second crucial point is the available information that considerably modifies the achievable performance and proposed strategies: an important body of work has focused on the sce-
nario when the distributions before and after a change are perfectly known and only the time of the change is unknown (leading to CUSUM-like algorithms, see Page (1954); Shiryaev (1963); Roberts (1966); Lorden (1971); Shiryaev (1978); Pollak (1985)), while more recent works address the less informative setup of parametric distributions when parameters may be unknown before and after the change (Siegmund and Venkatraman (1995); Pollak and Siegmund (1991); Mei (2006, 2008); Lai and Xing (2010)). In all these setups, it is crucial to relate the magnitude of changes (e.g. difference of means in a change of mean setup) to the number of available observations between changes. We recall below the most emblematic change-point detection strategies.

**CUSUM** One of the most famous change-point detection algorithm is the CUSUM strategy from Page (1954) that is based on likelihood ratio thresholding: Assuming that \( Y_1, \ldots, Y_t \) is i.i.d. from the distribution \( p_0 \) and \( Y_{\tau+1}, \ldots, Y_n \) is i.i.d. from the distribution \( p_1 \), where both \( p_0 \) and \( p_1 \) are perfectly known and \( \tau \in \mathbb{N} \) is the unknown change point, the original CUSUM change-point detection procedure takes a positive constant \( c \in \mathbb{R}^+ \) as input parameter and builds the following quantity:

\[
\begin{equation}
\tau(CUSUM) = \min \left\{ t \in [1, n] : \max_{s \in [0, t]} L_{s:t} \geq c \right\} \quad \text{where } L_{s:t} = \sum_{t'=s+1}^{t} \frac{\log \frac{p_1(Y_{t'})}{p_0(Y_{t'})}}{c}. \tag{1}
\end{equation}
\]

This quantity is a stopping time and enjoys nice theoretical properties: Let \( E_\tau \) and \( P_\tau \) denote the expectation and probability with respect to the process that changes from \( p_0 \) to \( p_1 \) at change-point \( \tau + 1 \). CUSUM minimizes the worst-case delay \( \max_{\tau} E_\tau(\tau - \tau|\tau \geq \tau) \) amongst all algorithms outputting \( \hat{\tau} \) for which \( E_0(\hat{\tau}) = E_0(\tau(c;p_0,p_1)) \), see e.g. Blazek et al. (2001). On the other hand, this procedure is restricted to the case when \( p_0 \) and \( p_1 \) are known. The same criticism applies to the Shiryaev-Pollak stopping time \( \min \{ t \in [1, n] : \sum_{s=0}^{t-1} \exp(L_{s:t}) \geq c \} \).

**GLR** When \( p_0, p_1 \) are unknown, it is natural to replace the log-likelihood ratios with a generalized likelihood ratio (GLR). While initially introduced for the case when \( p_0 \) is known and \( p_1 \) is not, Lai and Xing (2010) extends the GLR to the case when both distributions are unknown, assuming they come from the same canonical exponential family. Namely, for the density model \( p_0(y) = \exp(\theta^T y - \psi(\theta)) \) with log-partition function \( \psi \) defining the exponential family \( \mathcal{E} = \{ p_\theta : \psi(\theta) < \infty \} \) it writes

\[
\begin{equation}
(\text{GLR}) \quad \tau_n(c; \mathcal{E}) = \min \left\{ t \in [1, n] : \max_{s \in [0, t]} G_{1:s:t}^\mathcal{E} \geq c \right\} \tag{2}
\end{equation}
\]

where

\[
G_{1:s:t}^\mathcal{E} = \sup_{\theta_1, \theta_2} \sum_{t'=t_0}^{s} \log p_{\theta_1}(Y_{t'}) + \sum_{t'=s+1}^{t} \log p_{\theta_2}(Y_{t'}) - \sup_{\theta} \sum_{t'=t_0}^{t} \log p_{\theta}(Y_{t'})
\]

\[
= (s - t_0 + 1)\psi_*(\mu_{t_0:s}) + (t - s)\psi_*(\mu_{s+1:t}) - (t - t_0 + 1)\psi_*(\mu_{t_0:t}),
\]

in which we introduced the empirical means and Fenchel-Legendre dual notations

\[
\mu_{t':t} = \frac{1}{t-t'} \sum_{s=t'}^{t} Y_s, \quad \psi_*(\mu) = \sup_{\theta} \{ \theta^T \mu - \psi(\theta) \}.
\]

**Example 1** For the family \( \mathcal{N}_1 = \{ \mathcal{N}(\theta, 1) : \theta \in \mathbb{R} \} \) of standard univariate Gaussian distributions, the GLR statistic simplifies to

\[
G_{t_0:s:t}^{\mathcal{N}_1} = (s - t_0 + 1)(t - s)(\mu_{t_0:s} - \mu_{s+1:t})^2 / (t - t_0 + 1),
\]

thus leading to the stopping time

\[
(\mathcal{N}_1 \text{-GLR}) \quad \tau_n(c; \mathcal{N}_1) = \min \left\{ t \in [1, n] : \max_{s \in [t_0,t]} \frac{(s - t_0 + 1)(t - s)}{t - t_0 + 1}(\mu_{t_0:s} - \mu_{s+1:t})^2 \geq c \right\}. \tag{3}
\]
Sequential setup  The previous formulation is in the batch setup, however both CUSUM and GLR (and their variants) can be phrased in the sequential setup as well (see Downey (2008)). In this case, at time $t$, upon having observed $Y_{t_0+1}, \ldots, Y_t$, an alert is raised according to the boolean test

$$
\text{CUSUM}(t_0, t) = \mathbb{I}\{ \max_{s \in [t_0, t]} L_{s:t} \geq c \}, \quad \text{or to} \quad \text{GLR}^E(t_0, t) = \mathbb{I}\{ \max_{s \in [t_0, t]} G^E_{t_0:s:t} \geq c \}
$$

where $c$ may now depend on $t$. Here, we note that the observations $Y_t$ for $t' \in [t+1, n]$ are not available at time $t$. Further, $n$ is not assumed to be known (or is considered infinite). Hence, we want a strategy that is anytime in the sense it does not depend on the total number of the observations.

**Delay and false alarms**  We measure the quality of a detection algorithm using the two following notions: First the probability of false alarm, that is of detecting a change at some time $t$ while there is no change: For GLR this quantity is $\mathbb{P}(\exists t \in \mathbb{N} : \max_{s \in [t_0, t]} G^E_{t_0:s:t} \geq c)$. Second the detection delay, that is the difference between the first time step when an algorithm detects a change and $\tau + 1$. For GLR, this is the random variable $\tau(c, E) - \tau - 1$ for $t > \tau$, that can be studied in expectation or high probability. A natural question is then how to choose the threshold $c$.

The classical literature only provides an asymptotic control of the expected delay (e.g. expressed for the limiting case when the probability of false alarm tends to 0). We show we can be more precise, by requesting non-asymptotic results that hold for each $t$, each $\delta$ and each $\tau$. Further, unlike the classical literature that studies the expected detection delay, in this document, we seek a high probability control. We request sequential change-point detection procedures that are uniformly-good in the following sense:

**Definition 1 (Uniformly-good detection strategies)**  A sequential change-point detection strategy $\mathcal{A}$ is called $\delta$-uniformly-good on a class of processes $\mathcal{D}$ if

$$
\text{(False alarm)} \quad \forall \nu \in \mathcal{D}, \text{ change-point } \tau, \quad \mathbb{P}_\nu(\exists t \in [t_0, \tau], \mathcal{A}(t_0, t) = 1) \leq \delta.
$$

It is $(\Delta, \delta)$-uniformly-optimal if for a change of magnitude $\Delta$, its detection delay $d^\nu(t_0, \tau + 1, \Delta, \delta)$ at probability level $1 - \delta$ is minimal amongst the uniformly-good strategies. It is uniformly-optimal if $(\Delta, \delta)$-uniformly-optimal for all $\Delta, \delta$.

**Remark 2 (Undetectable changes)**  When the delay $d^\nu_*(t_0, \tau + 1, \Delta, \delta)$ of a uniformly-optimal detection strategy is positive, this means any uniformly-good strategy will not detect (on an event of probability higher than $1 - \delta$) a change that is happening at $\tau + 1$, with magnitude less that $\Delta$: We naturally call such changes “undetectable”.

### 2. Outline and contributions

In this paper, we consider a sequential change-point detection problem and analyze the GLR strategy for the class sub-$\sigma$ of distributions with sub-Gaussian observation noise, that is we make the following mild assumption on the sequence $(Y_t)_t$ of real-valued observations

**Assumption 1 (Sub-Gaussian observation noise)**  The sequence $(Y_t)_t$ has $\sigma$-sub-Gaussian noise, meaning that

$$
\forall t, \forall \sigma \in \mathbb{R}, \quad \log \mathbb{E}[\lambda(Y_t - \mathbb{E}[Y_t])] \leq \frac{\lambda^2 \sigma^2}{2}.
$$

Bounded observations in $[0, 1]$ corresponds to $\sigma = 1/2$. For clarity, we further restrict to the case of change in the mean only and assume piecewise i.i.d. data (all our results extend trivially to piecewise predictable processes). In this case the magnitude $\Delta$ of a change is simply the absolute difference of means before and after a change.
In section 3, we first provide a refined concentration inequality on the scan-statistics of the GLR test (Theorem 4, Theorem 5) that improves on more classical bounds derived from applications of the Bonferroni inequality (aka union bound). This result is used to show that choosing the threshold $c = (1 + \frac{1}{t-t_0+1}) 2 \ln \left( \frac{2(t-t_0)\sqrt{t-t_0+2}}{s} \right)$ for a given confidence level $\delta \in (0, 1)$ ensures GLR$_{\text{sub-}\sigma}$ is uniformly-good, with a fully explicit detection delay in finite time, that asymptotically matches the known lower-bounds on the detection delay.

In section 5, we extend these results to multiple change points and relax the classical assumption that all changes are abrupt enough to be detectable: We allow undetectable changes and analyze in this context the robustness of the detection guarantees when input observations are perturbed by undetectable change, see Theorem 11, and 12. Up to our knowledge, this is the first time such a robust, non-asymptotic analysis is obtained.

3. Concentration of scan-statistics and false alarm probability of GLR

In order to define the threshold $c$ so as to control the false alarm probability of the GLR test in (3), we now study the concentration properties of the scan statistics $\mu_{t,s} - \mu_{s+1,t}$ uniformly over $s$ and $t$.

**Uniform confidence bounds** Let $\mu_t = \frac{1}{t} \sum_{t'=1}^{t} Y_{t'}$ denote the empirical mean with $t$ observations. We first recall the following uniform confidence bound that is obtained by an application of the Laplace method (method of mixtures for sub-Gaussian variables) in the i.i.d sub-Gaussian case.

**Lemma 3 (Time-uniform concentration bound)** Under Assumption 1, the following holds

\[ \mathbb{P} \left( \exists t \in \mathbb{N}, \ |\mu_t - \mathbb{E}[\mu_t]| \geq \sigma \sqrt{ \frac{2(1 + \frac{t}{s}) \ln \left( \frac{\sqrt{t+1}}{\delta} \right)}{t} } \right) \leq \delta, \tag{4} \]

which we reprove in Appendix A for completeness. Note that this holds simultaneously over all $t$. We highlight the fact that this time-uniform concentration inequality is much sharper than what could be obtained for instance from a simple union bound (or even a peeling argument); we discuss this fact in more detail in Appendix B.

3.1. Doubly time uniform concentration of scan-statistics

In order to handle changes of the mean, it is natural to study the concentration of $\mu_{1:s} - \mu_{s+1:t}$. A simple way to achieve time-uniform confidence bounds for such quantities is to make use of uniform concentration inequalities for $\mu_{t,s} - \mu_{s+1,t}$ uniformly over $s$ and $t$. We could be obtained for instance from a simple union bound (or even a peeling argument); we discuss this fact in more detail in Appendix B.

**Theorem 4 (Time-uniform joint concentration)** Under Assumption 1, for each $s \in \mathbb{N}$, $\delta \in [0, 1],$

\[ \mathbb{P} \left( \exists t > s, z_{1:s} - \mathbb{E}[z_{1:s}] \right) \geq \sigma \sqrt{ \left( \frac{1}{s} + \frac{1}{t-s} \right) \left( 1 + \frac{1}{t} \right) 2 \ln \left( \frac{\sqrt{t+1}}{\delta} \right) } \leq \delta. \tag{5} \]

We prove this result in Appendix A. This is non-trivial as the proof builds a quantity that is not a super-martingale, contrary to the proof of the Laplace method. Note this result is uniform in $t$, for a sum of $t$ independent but not i.i.d. variables. We obtain the bound $b_{t_0}^{\text{disjoint}}(s, t, \delta)$ in the following Theorem 5 upon using some additional union bound over $s$.

**Theorem 5 (Doubly-time-uniform concentration)** Let $Y_1, \ldots, Y_t$ be a sequence of $t$ independent real-valued random variables satisfying Assumption 1. Let $\mu_{t_1+1:t_2} = \frac{1}{t_2-t_1} \sum_{s=t_1+1}^{t_2} Y_s$ be the empirical mean estimate on the time interval $[t_1+1, t_2]$. Then, for each $t_0 \in \mathbb{N}$, for all $\delta \in (0, 1), \#
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\[
\begin{align*}
\mathbb{P}(\exists t \in \mathbb{N}, s \in [t_0:t], |\mu_{t_0:s} - \mu_{s+1:t} - \mathbb{E}[\mu_{t_0:s} - \mu_{s+1:t}]| \geq b_{t_0}(s, t, \delta)) \leq \delta \quad \text{where } b_{t_0} \text{ is either}
\end{align*}
\]

\[
\begin{align*}
b_{t_0}^{\text{disjoint}}(s, t, \delta) &= \sqrt{2} \sigma \left[ \frac{1 + \frac{1}{s-t_0+1}}{s-t_0+1} \ln \left( \frac{4 \sqrt{s-t_0+2}}{\delta} \right) + \frac{1 + \frac{1}{t-s}}{t-s} \ln \left( \frac{4(t-t_0)\sqrt{t-s+1}}{\delta} \right) \right] \\
b_{t_0}^{\text{joint}}(s, t, \delta) &= \sigma \left[ \frac{1}{s-t_0+1} + \frac{1}{t-s} \right] \left( 1 + \frac{1}{t-t_0+1} \right) 2 \ln \left( \frac{2(t-t_0)\sqrt{t-t_0+2}}{\delta} \right).
\end{align*}
\]

In the sequel, we choose \( b_{t_0}(s, t, \delta) = b_{t_0}^{\text{joint}}(s, t, \delta) \) as it is generally tighter than \( b_{t_0}^{\text{disjoint}}(s, t, \delta) \).

### 4. Non-asymptotic detection delay of non-parametric GLR

We now make use of the confidence bounds in order to tune the GLR change-point detection procedure in the sub-Gaussian setting, that we define now. The next result (main result of this section) bounds its detection delay.

\[
\text{GLR}^{\text{sub-}\sigma}(t_0, t) = \mathbb{I}\{\exists s \in [t_0:t] : |\mu_{t_0:s} - \mu_{s+1:t}| \geq b_{t_0}(s, t, \delta)\}
\]

**Theorem 6 (Detection delay)** Let \( Y_{t_0}, \ldots, Y_t \) be a sequence of \( \tau \) i.i.d. real-valued random variables with mean \( \mu_1 \) and \( Y_{t_1}, \ldots, Y_t \) be a sequence of \( t - \tau \) i.i.d. real-valued random variables with mean \( \mu_2 \), both satisfying Assumption 1. Let \( \Delta = |\mu_2 - \mu_1|, \delta \in (0, 1) \). Then, the procedure \( \text{GLR}^{\text{sub-}\sigma}(t_0, t) \) started at time \( t_0 \) and using \( b_{t_0}^{\text{joint}}(s, t, \delta) \) for each time \( t \) satisfies:

(i) With probability higher than \( 1 - \delta \), no false alarm occurs on the time interval \([t_0, \tau]\).

(ii) For all \( \varepsilon \in [0, 1] \), the change point occurring at \( \tau + 1 \) is detected at time \( t = \tau + 1 + d_\varepsilon(t_0, \tau + 1, \Delta) \) (hence with delay not exceeding \( d(t_0, \tau + 1, \Delta) \)) where

\[
(\text{Delay}) \quad d_\varepsilon(t_0, \tau + 1, \Delta) = \min \left\{ d' \in \mathbb{N} : d' > \frac{2(1+\varepsilon)^2 \sigma^2 (1 + \frac{1}{\tau-t_0+1}) \ln \left( \frac{2x}{\delta} \right) - 1}{\Delta^2 - \frac{2(1+\varepsilon)^2 \sigma^2}{\tau-t_0+1} \ln \left( \frac{2x}{\delta} \right)} \right\},
\]

where we introduced the short-hand notation \( x_d = (d+\tau-t_0+1)\sqrt{d+\tau-t_0+3} \), and \( (x)_+ = \max\{x, 0\} \), with probability higher than \( 1 - \delta_\varepsilon(\varepsilon) \) where

\[
\delta_\varepsilon(\varepsilon) = 2(t-t_0) \left( \frac{\delta}{2(t-t_0)\sqrt{t-t_0+2}} \right)^{\varepsilon(1 + \frac{1}{\tau-t_0+1})} \quad \text{and} \quad \delta_1(1) = \delta.
\]

For illustration, Figure 1 depicts the delay function \( d_1(t_0, \tau + 1, \Delta) \) for \( \sigma = 0.5 \) and \( \delta = 0.05 \).

(iii) if \( \tau = \tau_c \) is undetectable (see Remark 2) in the sense that no algorithm can detect the change before time \( \tau_{c+1} \) using only data from time \( [\tau_{c-1}+1, \tau_{c+1}] \), where \( t_0-1 = \tau_{c-1} < \tau_c < \tau_{c+1} \), then the gap must be of magnitude \( \Delta \leq \overline{\Delta}(\tau_{c-1}+1, \tau_c+1, \tau_{c+1}) \) where

\[
(\text{Gap}) \quad \overline{\Delta}(t_0, \tau + 1, t) = \sigma \sqrt{\frac{(t-t_0+2)}{(t-\tau)(\tau-t_0+1)} 8 \ln \left( \frac{2(t-t_0)\sqrt{t-t_0+2}}{\delta} \right)}.
\]
**Discussion about asymptotic optimality**  We compare this result with the existing lower-bound on the detection delay, see e.g. Theorem 3.1 in Lai and Xing (2010), that are stated in the asymptotic regime when $\frac{\log(t_0 + 1)}{\log(1/\delta)} \to \infty$ but $\log(\tau - t_0 + 1) = o(\log(1/\delta))$ when $\delta \to 0$ (note that this requires $\tau - t_0 + 1 \to \infty$). Such a regime may look a bit odd at first sight, since in our sequential setup both $\delta$ and the change points are fixed. It can be considered as the regime of the “easy case”, when we have a lot of observations before a change occurs. For that reason it enables to disregard the effect of undetected change points and perhaps gives a simplified (but less informative) result. In this easy regime, then

$$d_\epsilon(t_0, \tau + 1, \Delta) = \frac{(1+\epsilon)^2 2\sigma^2 \ln \left[ \frac{2\tau d}{\delta} \right]}{\Delta^2} + \frac{4(1+\epsilon)^4 \sigma^4 \ln^2 \left[ \frac{2\tau d}{\delta} \right]}{\tau - t_0 + 1} + o(1)$$

$$= \frac{(1+\epsilon)^2 2\sigma^2 \ln \left[ \frac{2\tau d}{\delta} \right]}{\Delta^2} + o(\ln(1/\delta)).$$

Note that the term $\Delta^2 / 2\sigma^2$ coincides with the Kullback-Leibler divergence of Gaussian distributions; while for bounded distributions in $[0,1]$, it becomes $2\Delta^2$, which also relates to the Kullback-Leibler divergence by Pinsker inequality. Further in this situation, the condition $\log(\tau - t_0 + 1) = o(\log(1/\delta))$ ensures that for all $\epsilon, \delta_t(\epsilon) \to 0$ as $\delta \to 0$, hence that detection occurs, and that

$$d_\epsilon(t_0, \tau + 1, \Delta) = \left( \frac{(1+\epsilon)^2}{2\Delta^2} + o(1) \right) \log(1/\delta) \text{ as } \delta \to 0.$$

This shows that the detection delay of GLR$^{\text{asub}}$ is also asymptotically optimal in the sense of Lai and Xing (2010) (up to Pinsker inequality tightness; it is exactly order optimal for Gaussian distributions). Now, Theorem 6 is more precise as it provides a fully explicit and non-asymptotic bound valid for each $\delta, \Delta, \tau$. In particular, it enables to understand what happens not only in the (easy) asymptotic regime but also beyond that, in all and difficult situations. Up to our knowledge, it is surprisingly the first time such precise bounds on the detection delay are obtained.

**Remark 7 (Scaling)** It is intuitive that the detection delay may not be bounded for change points of too small magnitude (difficult case). More precisely, taking $t_0 = 1$ in Theorem 6 shows that if the number of observations $\tau$ before the change point and the magnitude of the change point $\Delta$ are such that $\Delta < \sigma \sqrt{\frac{3}{\tau} \ln (2\tau \sqrt{\tau + 2/\delta})} = \tilde{O}(\frac{\sigma}{\sqrt{\tau}})$, then no change is detected (the detection delay is infinite). Now for larger $\Delta$, Theorem 6 shows that the delay of the detection scales essentially as $O(\frac{\tau^2}{\Delta^2} \ln(\tau + \frac{\Delta}{\delta}))$. 

![Figure 1: Detection delay as a function of the change time $\tau$ (x axis) and gap $\Delta$ (y axis).](image-url)
Remark 8 (Other work) Theorem 6 is also coherent with the analysis from (Garreau and Arlot, 2016, Theorem 3.1) albeit in the fairly different batch setting with kernels. Now, Theorem 6 improves the constants and log scalings thanks to the Laplace method.

5. Robustness to undetectable changes

While Theorem 6 applies to the ideal situation when at most one single change point occurs between time $t_0$ and time $t$, we now address the case when multiple (possibly undetectable) changes occur. Note that undetectability may alter the theoretical guarantees of a detection strategy obtained in the pure situation with a single change; hence this extension is non trivial.

To this end, we first need a few more definitions related to the notion of undetectable changes. Indeed detectability of a change point $(\tau + 1, \Delta)$ not only depends on the change point but also on the number of available observations from the previous change point location and to the next one, hence is linked to the change-point sequence $(\tau_c)_c$.

Definition 9 (Detectable change points) A change point $\tau_c$ is undetectable w.r.t the sequence $(\tau_c)_c$ if no uniformly-good algorithm can detect the change (w.p. $1 - \delta$) before time $\tau_{c + 1}$ using only data from time $[\tau_{c - 1} + 1, \tau_{c + 1}]$.

A change point $\tau_c$ is $(\epsilon, d)$-detectable w.r.t the sequence $(\tau_c)_c$ for the delay detection function $d$ and fraction $\epsilon \in [0, 1]$ if

\[ d(\tau_{c - 1} + 1 + \epsilon \ell_{c - 1}, \tau_{c + 1}, \Delta_c) < \ell_c \]

where $\ell_{c - 1} = \tau_c - \tau_{c - 1}$.

That is, using only a fraction $1 - \epsilon$ of the $\ell_{c - 1}$-many observations available between the previous change point and $\tau_c + 1$, the change can be detected at a time not exceeding the next change point.

Remark 10 (Interpretation) The term $\epsilon$ is a slack variable. For $\epsilon = 0$, we recover that when starting at the previous change point, the current change point must be detected before the next one. The smaller $\epsilon$, the smaller the starting time $\tau_{c - 1} + 1 + \epsilon \ell_{c - 1}$, thus the larger the available number of observations before the change, and the smaller the detection delay.

Instead of restricting to the ideal but rather unrealistic situation when all change points are detectable (which is the scope of the major part of works on this topic), in this paper, we now investigate the case when some change points are not. These undetectable change points obviously create some perturbations and without further assumption it may be hard to make use of the procedure GLR$^{sub-\sigma}$ in this context. We now provide two approaches in order to handle the case when undetectable change points occur. The first approach is to modify the procedure so as to improve its robustness to undetectable changes, which however comes at a higher computational price. The second approach is to keep same the procedure but impose further restrictions (see Assumption 2) on the change points that are not detectable.

The basic idea behind the robust GLR change point detection procedure detailed below is that if a change $\tau_c$ is $(0, d)$-detectable then there exists a previous time $r = \tau_{c - 1} + 1$ from which, using observations between $r$ on, one can detect this change before the next change point, no matter whether the previous change point was undetectable or not. This suggests the following modified procedure:

\[ rGLR^{sub-\sigma}(t_0, t) = \mathbb{I}\{s \in [t_0 : t] : \exists r \in [t_0 - 1, s] \mid |\mu_{r+1:s} - \mu_{s+1:t}| \geq b_{t_0}(r, s, t, \delta)\} \]

where

\[ b_{t_0}(r, s, t, \delta) = \sigma \sqrt{\left(\frac{1}{s - r} + \frac{1}{t - s}\right) \left(1 + \frac{1}{t - r}\right) 2 \ln \left(\frac{(t - t_0)(t - t_0 + 1)}{\delta}\right)} \]
The main result that justifies this procedure is the following uniform concentration inequality
\[
\mathbb{P} \left( \exists t \in \mathbb{N}^*, s \in [t_0:t), r \in [t_0-1:s], \left| \mu_{r+1:s} - \mu_{s+1:t} - \mathbb{E}[\mu_{r+1:s} - \mu_{s+1:t}] \right| \geq b_{t_0}(r, s, t, \delta) \right) \leq \delta. \quad (6)
\]

**Theorem 11 (Robust Detection delay)** Consider the procedure \( \text{rGLR}^{\text{sub-} \sigma} \) started at time \( t_0 \), run for each subsequent time \( t \). Then the following holds under Assumption 1:

(i) When no change point occurs on \([t_0, \tau]\), then on an event of probability higher than \( 1 - \delta \), no false alarm is raise for all \( t \leq \tau \).

(ii) When a \((0, d)\)-detectable change point occurs at \( \tau_c + 1 \) with magnitude \( \Delta_c \), no matter whether there were undetectable change points before \( \tau_c \), it is detected with probability higher than \( 1 - \delta \), with a delay not exceeding \( d_1(\max\{t_0, \tau_{c-1} + 1\}, \tau_c + 1, \Delta_c) \).

The procedure \( \text{rGLR}^{\text{sub-} \sigma} \) thus improves on \( \text{GLR}^{\text{sub-} \sigma} \) in terms of detection delay in the case when there are undetectable change points. It is however more costly than \( \text{GLR}^{\text{sub-} \sigma} \), since it checks whether a change point occurred using all starting points \( r \) and not only point \( t_0 \). One can reduce this overhead a little bit: Indeed the means \( \left( \mu_{s:s'} \right)_{t_0 \leq s, s' \leq t} \) can be stored rather than recomputed for each pair. Then, updating this matrix requires computing \( t - t_0 + 1 \) new pairs at time \( t \), where each can be computed at cost \( O(1) \) from the means computed at time \( t - 1 \). Thus computing all the means at time \( t \) only requires a \( O(t) \) update computations. Now, one still needs to perform all the \( O((t - t_0)^2) \) tests. The required memory is \( O((t - t_0)^2) \) until the first change point is detected, and it can be freed after the second change is detected. We deduce that the computational time and the memory usage scale at time \( t \) as \( O((\tau_{c+1} - \tau_c)^2) \) where \( c_i \) is the \( i \text{th} \) \((0, d)\)-detectable change point and \( i \) is such that \( \tau_{c_i} < t \leq \tau_{c_{i+1}} \). This may or not be affordable in practice depending on the application, but when it is the case, we suggest to use this procedure.

When this procedure is considered too costly, one may stick to the procedure \( \text{GLR}^{\text{sub-} \sigma} \) (that only requires \( O(t - t_0) \) update computations). It is however less robust to a small undetectable change point. Indeed, an undetectable change point causes a perturbation in the apparent mean of the process, which may then cause an additional detection delay. More precisely, the last part of Theorem 6 gives an upper bound on the maximal gap of an undetectable change point \( \tau_c \). It is immediate to see from this expression that this gap is maximal for extreme values of \( \tau_c \) close to either \( \tau_{c-1} \) or \( \tau_{c+1} \) and minimal for \( \tau_c \) close to the mid-point of this interval. For a large interval, the maximal and minimal value may thus be very different. This happens for instance when \( \tau_{c+1} - \tau_{c-1} = 100 \). In order to avoid such imbalanced situations, we introduce the following assumption; it applies exclusively to the time occurrence of undetectable change points (this does not restrict time of detectable change points):

**Assumption 2 (Centered undetectable changes)** There exists some \( \eta \in [0, 1/2] \) such that for all undetectable change point \( \tau_c \), \( \tau_c \) is approximately centered in \([\tau_{c-1} + 1, \tau_{c+1}]\) in the sense that
\[
\min\{\tau_{c+1} - \tau_c, \tau_c - \tau_{c-1}\} > \eta \left( \frac{\tau_{c+1} - \tau_c}{\tau_{c+1} - \tau_{c-1}} \right)
\]
We further assume that \( \eta \) is away from 0.

The performance of the procedure in such a context is summarized below:

**Theorem 12 (Detection delay with perturbation)** Let \( \tau_c \) be the first \((\varepsilon, d)\)-detectable change point after \( t_0 \). Consider the procedure \( \text{GLR}^{\text{sub-} \sigma} \) started at time \( t_0 \), run for each subsequent time and that first detects a change point at time \( t \). Then the following holds under Assumptions 1 and 2:
(iv) If $t > \tau_c$ (no detection occurred before $\tau_c + 1$) and previous changes are undetectable, then with probability higher than $1 - \delta$, the change is detected with a delay not exceeding

$$d_1 \left( \max \{ t_0, \tau_{c-1} + 1 \}, \tau_c + 1, \Delta_c - \Gamma_\eta(t_0, \tau_c) \right),$$

where

$$\Gamma_\eta(t_0, \tau_c) = \sigma \sqrt{\frac{(1 - \eta)(\tau_c - t_0 + 2)}{\eta(\tau_c - t_0 + 1)^2} - 8 \ln \left[ \frac{2(\tau_c - t_0)\sqrt{\tau_c - t_0 + 2}}{\delta} \right].$$

**Remark 13** Theorem 11 does not require Assumption 2, unlike Theorem 12.

The last two results show how change points of small-magnitude may cause delay in the detection of a detectable change point. More precisely, both lemmas focus on the delay in the case when the first detection occurs after the first detectable change point. In order to have a complete picture, one should also handle the possible nasty situation when a detection occurs before the first detectable change point. This situation is ruled out under the following two simple assumptions:

**Assumption 3 (Separation)** All change points are either $(\varepsilon, d)$-detectable, or undetectable.

**Assumption 4 (Isolation)** For all $c$, if $\tau_c$ is undetectable, then $\tau_{c+1}$ and $\tau_{c-1}$ are $(\varepsilon, d)$-detectable.

Assumption 3 is a rather classical separation condition that enables to obtain non-trivial and not too technical detection guarantees. Assumption 4 ensures that we cannot have a series of successive undetectable change points. Indeed it may be the case that a sequence of successive undetectable changes causes enough cumulative perturbation to trigger a detection event. In this situation, the detection may occur late after the last undetectable change point, say $\tau_c$ and soon before the detectable change point $\tau_{c+1}$. This is a nasty situation since when this happens, any algorithm that resets the detection procedure immediately after a change point detection event may perform badly. Indeed, the fresh new instance will only observe a small fraction of the available observations before $\tau_{c+1}$, leading to a possibly large detection delay. Assumption 4 thus restricts the situation to the case of sequences of arbitrarily many successive detectable change points, but isolated undetectable change points. Although still a bit restrictive, this encompasses many situations and is considerably weaker than the more classical scenario that assumes all changes are detectable. Armed with these assumptions, we now complete our understanding of the detection procedures:

**Theorem 14 (Robust false alert)** Let either GLRsub or its robust version be started at time $t_0$. Under Assumptions 1, 3 and 4, on an event of probability higher than $1 - \delta$, no (false) detection occurs before the first $(\varepsilon, d)$-detectable change point time following time $t_0$.

### 6. Discussion and extensions

In this section, we now illustrate the performance of the main detection procedure. We note that, while it is desirable to compare to other state-of-the-art methods, it unfortunately turns out to be challenging for the reason that many strategies are heavily designed for the batch setup plus assume prior knowledge of quantities such as the minimum mean gap $\Delta_{\text{min}}$ or minimum time $\Delta_{\tau_{\text{min}}}$ between two changes; This is for instance the case of the strategy from Frick et al. (2014), that explicitly uses the total number of observations in all confidence bounds, and resorts to Monte-Carlo estimates and optimization steps involving $\Delta_{\text{min}}$ and $\Delta_{\tau_{\text{min}}}$ in order to tune their threshold parameter; these many tricks hinder the reproducibility of their results and adaptation to the sequential setup. Now it can be checked that their procedure is based only on bounds that hold for each time horizon $n$, and not uniformly over all time steps; they also provide much weaker theoretical results (asymptotic optimality of the rate only).
The closest competitor to our setup and our proposed strategy is the one considered in Lai and Xing (2010), that is designed for the sequential setup and enjoys asymptotic uniformly-good strategies; however the criterion they consider is the expected delay, while we consider a high-probability control of the delay. More importantly, they make use of a peeling strategy instead of a Laplace method for their analysis: This made them design a modified GLR strategy using peeling that requires additional parameters whose tuning is only based on asymptotic requirements; further the threshold value is tuned in practice using Monte-Carlo estimates plus heuristics due to some complications that they discuss; this hinders reproducibility. In stark contrast, thanks to our use of the Laplace method instead of a Peeling technique, we can keep the GLR strategy untouched and greatly simplify both the analysis and tuning; actually our threshold is fully explicit.

A baseline comparison Since existing analyses resort to a simple union bound, or at best a peeling argument, and since the main contribution of this work is to make use of the refined Laplace method for the tuning of parameter \( c \), we provide below an illustrative experiment, showing a sequential change-point detection task where we compare GLR\text{sub-}\sigma with the simple GLR test \( \text{glr}^{\text{sub-}}\sigma \) obtained by standard union bounds:

\[
\text{glr}^{\text{sub-}}\sigma(t_0, t) = I \left\{ \exists s \in [t_0, t]: |\mu_{t_0:s} - \mu_{s+1,t}| \geq \sqrt{2\sigma} \left[ \frac{1}{s-t_0+1} \ln \left( \frac{4(s-t_0+1)(s-t_0+2)}{\delta} \right) + \frac{1}{t-s} \ln \left( \frac{(t-t_0)(t-s+1)(t-s)}{\delta} \right) \right] \right\}.
\]

We performed 200 experiments of \( n = 300, \sigma = 0.1 \)-Gaussian observations each with pieces of randomly generated length \( \in [10, 30] \) and changes of magnitude randomly chosen in \( [0, 1] \), with confidence level \( \delta = 0.01 \). Figure 2 plots a histogram of the difference of detection delays between the two procedures, aggregated over all changes in each sequence of observations then on all sequences (this results in about \( 2.10^3 \) to \( 6.10^3 \) many delay-differences). Note that the histogram does not distinguish between changes of large or small magnitude (Intuitively, for changes of large magnitude, both methods should have same detection delay, while for changes of small magnitude, they should differ more significantly). However, it clearly highlights the benefit of the refined procedure that reduces the detection delays and detects more changes (see the red bar).

In order to complement this illustration, we provide in Figure 3 scatter plots of the detection delays when running the two strategies on the same sequences (we used 20 instead of 200 experiments for readability purpose). Each blue circle corresponds to a detection event for a change point \( c \): the x coordinate is the number of observations the algorithms received since its last detection event, the y coordinate is the mean gap of the change point, the size of the point is the delay. Further, we added at same locations red/green circles whose size is the difference between the detection delay of \( \text{glr}^{\text{sub-}}\sigma \) and \( \text{GLR}^{\text{sub-}}\sigma \) strategy. A red color indicates that \( \text{GLR}^{\text{sub-}}\sigma \) improves on \( \text{glr}^{\text{sub-}}\sigma \), and a green color the other case. The scatter plots clearly highlight the massive benefit of the novel strategy over the one built from simple union bounds in the difficult regime (bottom, left). It also shows that in the easy cases (top, right), which was the only regime covered by the existing theory, the two strategies detect changes equally well.

Beyond piecewise-iid models? Theorem 6 illustrates the properties of the GLR test in the i.i.d. setting with change of means. Note that, as is usual in such sequential setups, it is immediate to extend these results from i.i.d. to predictive sequence (see also Lai (1998)).

More interestingly, it is natural to ask whether a similar result can be derived for other type of changes, such as a change of variance, say in a family of centered Gaussians \( \{ \mathcal{N}(0, \theta) : \theta \in \mathbb{R} \} \),
Figure 2: Left: example of input signal, Right: Histogram of the difference between the detection delay of glr_{sub-\sigma} and GLR_{sub-\sigma}. The red bar counts change points missed by glr_{sub-\sigma} but detected by GLR_{sub-\sigma}; the green bar counts the reverse case.

Figure 3: Scatter plots showing the detection delays of glr_{sub-\sigma} (left) versus GLR_{sub-\sigma} (right). Red/Green circles: difference of detection delays (red is positive, green is negative).
or to higher order parameters: The Laplace method of mixture gives exact bounds in the (sub)-Gaussian case; getting similar results for arbitrary families is an open question. For arbitrary parametric distribution of dimension 1, one may still use the (less tight) peeling method; an extension beyond dimension 1 is more challenging and related to long-lasting open questions in boundary crossing probabilities (see Maillard (2018)).

On the other hand, the Laplace method can be used to produce self-normalized inequalities parametric linear regression setup (with vector-valued martingales) (see Abbasi-Yadkori et al. (2011) or Peña et al. (2008)). Hence one may want to extend the above strategy to such setups. We leave the derivation of (doubly-time uniform) joint concentration inequalities in this context as an open question.

Localization When considering a sequence of multiple change points, coupling detection techniques with estimation (localization) can be beneficial. Indeed a detection procedure only raises an alarm if a change is detected, and is not intended to be informative about the time when the change occurred. On the other hand, a localization procedure builds, after a change point is detected by the detection procedure, an interval, say $[\tau^-, \tau^+]$ that contains the change point $\tau$ with high probability. Since localization errors can be of lower magnitude than detection delay, this makes the use of localization interesting in sequential decision making. We also leave this interesting related problem for future work.

Conclusion

In this paper, we have revisited the GLR change-point detection method for the class of mean piecewise process with sub-Gaussian observation noise. We provided two refinements. The first one is to make use of the Laplace method of mixture to derive novel concentration inequalities for the scan-statistics of the GLR test (Theorem 5). This enables to obtain results that hold, with high probability, doubly-uniformly on all time steps, thanks to a non-trivial extension of the Laplace method (Theorem 4) that is of independent interest. More importantly, this enables to obtain sharp, explicit and non-asymptotic bound on the detection delay, under a high probability control of the false alarm probability, hence giving insights much beyond the asymptotic case (that corresponds to easy detection regime). This technique also leads to an explicit tuning, that ensures the strategy asymptotically matches the lower achievable bounds for this problem, while enjoying finite-time detection guarantees. It also enables to avoid resorting to the more tedious and less optimal peeling technique previously used in other methods, hence simplifying both the analysis and threshold tuning.

Finally, in stark contrast with the existing analyses, we study the practically-relevant situation when undetectable changes may happen, and study the robustness of the GLR procedure to such undetectable changes in Theorem 11 and Theorem 12. This seems to be novel. We also believe such results to be especially useful in applications.
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Appendix A. Uniform confidence bounds from the Laplace method

Lemma 15 (Uniform confidence intervals) Let $Y_1, \ldots, Y_t$ be a sequence of $t$ i.i.d. real-valued random variables with mean $\mu$, such that $Y_t - \mu$ is $\sigma$-sub-Gaussian. Let $\mu_t = \frac{1}{t} \sum_{s=1}^{t} Y_s$ be the empirical mean estimate. Then, for all $\delta \in (0, 1)$, it holds

$$
\mathbb{P} \left( \exists t \in \mathbb{N}, \quad \mu_t - \mu \geq \sigma \sqrt{\frac{1}{t} \frac{2 \ln \left( 1 + t/\lambda \right)}{t}} \right) \leq \delta
$$

$$
\mathbb{P} \left( \exists t \in \mathbb{N}, \quad \mu_t - \mu \geq \sigma \sqrt{\frac{1}{t} \frac{2 \ln \left( 1 + t/\lambda \right)}{t}} \right) \leq \delta.
$$

(The “Laplace” method refers to using the Laplace method of integration for optimization)

\textbf{Proof of Lemma 15, equation (4):}

We introduce for a fixed $\delta \in [0, 1]$ the random variable

$$
\tau = \min \left\{ t \in \mathbb{N} : \mu_t - \mu \geq \sigma \sqrt{\frac{1}{t} \frac{2 \ln \left( 1 + t/\lambda \right)}{t}} \right\}.
$$

This quantity is a random stopping time for the filtration $\mathcal{F} = (\mathcal{F}_t)_t$, where $\mathcal{F}_t = \sigma(Y_1, \ldots, Y_t)$, since $\{ \tau \leq m \}$ is $\mathcal{F}_m$-measurable for all $m$. We want to show that $\mathbb{P}(\tau < \infty) \leq \delta$. To this end, for any $\lambda$ and $t$, we introduce the following quantity

$$
M_t^\lambda = \exp \left( \sum_{s=1}^{t} \left( \lambda(Y_s - \mu) - \frac{\lambda^2 \sigma^2}{2} \right) \right).
$$

By assumption, the centered random variables are $\sigma$-sub-Gaussian and it is immediate to show that $\{M_t^\lambda\}_{t \in \mathbb{N}}$ is a non-negative super-martingale that satisfies $\ln \mathbb{E}[M_t^\lambda] \leq 0$ for all $t$. It then follows that $M_t^\lambda = \lim_{t \to \infty} M_t^\lambda$ is almost surely well-defined and so, $M_t^\lambda$ as well. Further, let us introduce the stopped version $Q_t^\lambda = M_{\min(\tau,t)}^\lambda$. An application of Fatou’s lemma shows that $\mathbb{E}[Q_t^\lambda] = \mathbb{E}[\lim_{t \to \infty} Q_t^\lambda] \leq \lim_{t \to \infty} \mathbb{E}[Q_t^\lambda] \leq 1$. Thus, $\mathbb{E}[M_t^\lambda] \leq 1$.

The next step is to introduce the auxiliary variable $\Lambda = N(0, \sigma^{-2})$, independent of all other variables, and study the quantity $M_t = \mathbb{E}[M_{\tau,t}^\lambda | \mathcal{F}_\infty]$. Note that the standard deviation of $\Lambda$ is $\sigma^{-1}$ due to the fact we consider $\sigma$-sub-Gaussian random variables. We immediately get $\mathbb{E}[M_t] = \mathbb{E}[\mathbb{E}[M_{\Lambda,t}^\lambda | \Lambda]] \leq 1$. For convenience, let $S_t = t(\mu_t - \mu)$. By construction of $M_t$, we have

$$
M_t = \frac{1}{\sqrt{2\pi}\sigma^2} \int_{\mathbb{R}} \exp \left( \lambda S_t - \frac{\lambda^2 \sigma^2}{2} t - \frac{\lambda^2 \sigma^2}{2} \right) d\lambda
$$

$$
= \frac{1}{\sqrt{2\pi}\sigma^2} \int_{\mathbb{R}} \exp \left( - \left[ \lambda \sqrt{\frac{t+1}{2}} - \frac{S_t}{\sigma \sqrt{2(t+1)}} \right]^2 + \frac{S_t^2}{2\sigma^2(t+1)} \right) d\lambda
$$

$$
= \exp \left( \frac{S_t^2}{2\sigma^2(t+1)} \right) \frac{1}{\sqrt{2\pi}\sigma^2} \int_{\mathbb{R}} \exp \left( - \lambda^2 \sigma^2 \frac{t+1}{2} \right) d\lambda
$$

$$
= \exp \left( \frac{S_t^2}{2\sigma^2(t+1)} \right) \frac{\sqrt{2\pi}\sigma^{-2}/(t+1)}{\sqrt{2\pi}\sigma^{-2}}.
$$
Thus, we deduce that
\[ S_t = \sigma \sqrt{2(t + 1) \ln \left( \sqrt{t + 1} M_t \right)}. \]

We conclude by applying a simple Markov inequality:
\[ P \left( \tau (\mu_\tau - \mu) \geq \sigma \sqrt{2(\tau + 1) \ln \left( \sqrt{\tau + 1/\delta} \right)} \right) = P(M_\tau \geq 1/\delta) \leq \mathbb{E}[M_\tau] \delta. \]

\[ \square \]

We now consider an extension of this powerful result.

**Proof of Theorem 4 (equation (5))**:

To this end, we first note that \((t - t')(\mu_{1:t'} - \mu_{t't+1:t}) = \sum_{s=1}^t Z_s\) is the sum of \(t\) independent random variables, \(t'\) of which are \(\sigma(t - t')/t'\)-sub-Gaussian, and \(t - t'\) are \(\sigma\)-sub-Gaussian. We denote \(Z_s\) the \(s\)th term of the sum and introduce \(\sigma_s \overset{\text{def}}{=} \sigma(t - t')/t'\) if \(s \leq t'\), and \(\sigma_s = \sigma\) for \(s > t'\).

We then form, for each \(\lambda\), the following quantity
\[
M_t^\lambda = \exp \left( \sum_{s=1}^t \lambda Z_s - \frac{\lambda^2 \sigma_s^2}{2} \right) \\
= \exp \left( \sum_{s=1}^t \lambda Z_s - \sum_{s=1}^{t'} \frac{\lambda^2 \sigma_s^2}{2t'} (t - t')^2 - \sum_{s=t'+1}^t \frac{\lambda^2 \sigma_s^2}{2} \right) \\
= \exp \left( \sum_{s=1}^t \lambda Z_s - \frac{\lambda^2 \sigma^2}{2t'} (t - t')^2 - \frac{\lambda^2 \sigma^2}{2} (t - t') \right) \\
= \exp \left( \sum_{s=1}^t \lambda Z_s - \frac{\lambda^2 \sigma^2 (t/t' - 1)t}{2} \right),
\]

where we used in the last line that \(\frac{(t-t')^2}{t} + (t - t') = (t - t')(t/t') = (t/t' - 1)t\). Note that \(M_t^\lambda\) is not a super-martingale due to the fact that \(\sigma_s\) depends on \(t\) for \(s < t'\). However, it satisfies for each \(\lambda\) and each \(t > t'\ln \mathbb{E}[M_t^\lambda] \leq 0\) thanks to the sub-Gaussian assumption. More importantly, it can be shown that
\[
\mathbb{E}[M_{t+1}^\lambda | \mathcal{F}_t] \leq \exp \left[ \lambda (\mu_{1:t'} - \mathbb{E}[\mu_{1:t'}]) - \frac{\lambda^2 \sigma^2}{2t'} \right] \exp \left( -\frac{\lambda^2 \sigma^2 (t - t')}{t'} \right) M_t^\lambda.
\]

This positive factor \(\alpha_{t',t}\) is \(\mathcal{F}_{t'}\) measurable and satisfies \(P(\alpha_{t',t} \geq 1) \leq \exp \left( -\frac{\lambda^2 \sigma^2 (t - t')}{t'} \right) \).

Hence \(\mathbb{E}[M_{t+1}^\lambda | \mathcal{F}_t] \leq M_t^\lambda\) holds on an \(\mathcal{F}_{t'}\)-measurable event whose probability tends to \(1\) exponentially fast as \(t \to \infty\). This ensures that, although \(M_t^\lambda\) is not a super-martingale, it behaves
asymptotically as such and that \( M_\infty^\lambda = \lim_{t \to \infty} M_t^\lambda \) is still almost surely well-defined (following the same steps as for Doob’s upcrossing lemma, and using that \( \sup_n \sum_{s=t}^n \mathbb{E}[(\alpha_{s,t} - 1)_+] \) is finite). This ensures that \( M_\infty^\lambda \) is also well defined, whether or not \( \tau \) is finite.

We now apply similar steps as for the proof of Theorem 5, but for a slightly different quantity. Namely, we introduce the auxiliary variable \( \Lambda_t = \mathcal{N}(0, v_t^{-2}) \), where \( v_t = \sigma \sqrt{t/t' - 1} \) independent of all other variables, and study the quantity \( M_t = \mathbb{E}[M_t^\Lambda | \mathcal{F}_\infty] \). We note that \( \mathbb{E}[M_t] \leq 1 \) for all \( t \), since for each \( t \), \( \mathbb{E}[M_t^\Lambda] \leq 1 \) holds for all \( \lambda \in \mathbb{R} \). Further, let us introduce the stopped version \( Q_t = M_{\min(\tau,t)} \). An application of Fatou’s lemma shows that \( \mathbb{E}[\mathcal{M}_\tau] = \mathbb{E}[\liminf_{t \to \infty} Q_t] \leq \liminf_{t \to \infty} \mathbb{E}[Q_t] \leq 1 \). Thus, \( \mathbb{E}[\mathcal{M}_\tau] \leq 1 \).

For convenience, let \( S_t = (t - t')(\mu_{1:t'} - \mu_{1:t'} - \mathbb{E}[\mu_{1:t'} - \mu_{1:t'}]) \). By construction of \( M_t \), we have

\[
M_t = \frac{1}{\sqrt{2\pi v_t^{-2}}} \int_{\mathbb{R}} \exp \left( \lambda S_t - \frac{\lambda^2 \sigma^2 (t/t' - 1)^2}{2} - \frac{\lambda^2 v_t^2}{2} \right) d\lambda
\]

\[
= \frac{1}{\sqrt{2\pi v_t^{-2}}} \int_{\mathbb{R}} \exp \left( -\left[ \lambda \frac{\sqrt{2(t/t' - 1)(t + 1)}}{\sigma} - \frac{S_t}{\sigma \sqrt{2(t/t' - 1)(t + 1)}} \right]^2 + 2\sigma^2((t/t' - 1)(t + 1)) \right) d\lambda
\]

\[
= \exp \left( \frac{S_t^2}{2\sigma^2((t/t' - 1)(t + 1))} \right) \frac{1}{\sqrt{2\pi v_t^{-2}}} \int_{\mathbb{R}} \exp \left( -\frac{\lambda^2 \sigma^2 (t/t' - 1)(t + 1)}{2} \right) d\lambda
\]

\[
= \exp \left( \frac{S_t^2}{2\sigma^2((t/t' - 1)(t + 1))} \right) \sqrt{\frac{2\pi v_t^{-2}}{2(t/t' - 1)(t + 1)}} \frac{1}{2\pi v_t^{-2}}
\]

Thus, we deduce that

\[
S_t = \sigma \sqrt{2((t/t' - 1)(t + 1)) \ln \left( \sqrt{t + 1} M_t \right)}
\]

applying a simple Markov inequality, and reorganize the terms yields

\[
\mathbb{P} (\exists t' \in (t', \mu_{1:t'} - \mu_{1:t'} - \mathbb{E}[\mu_{1:t'} - \mu_{1:t'}]) \geq \sigma \sqrt{2\frac{(t/t' - 1)(t + 1)}{(t - t')^2} \ln \left( \sqrt{t + 1/\delta} \right)} \leq \delta
\]

We conclude by applying a similar argument to control the reverse inequality, and by remarking that

\[
\frac{(t/t' - 1)(t + 1)}{(t - t')^2} = \frac{t + 1}{t' - t'} = \frac{1}{t'} + \frac{1}{t - t'}(1 + \frac{1}{t})
\]

\[\square\]
Proof of Theorem 5:

We focus only on the joint case (the proof of the disjoint case uses similar steps). Using insights from the proof of Theorem 4, we denote \( S_{s:t} = (t - s)(\mu_{1:s} - \mu_{s+1:t} - \mathbb{E}[\mu_{1:s} - \mu_{s+1:t}]) \). Let us introduce the following quantity

\[
\tau = \min \left\{ t \in \mathbb{N} : \exists s < t : S_{s:t} \geq \sigma \sqrt{2((t/s - 1)(t + 1)) \ln(t + 1/\delta)} \right\}
\]

where the second line holds since \( S_{s:t} = \sigma \sqrt{2((t/s - 1)(t + 1)) \ln(t + 1/\delta)} \). \( \tau \) is random stopping time. Let us remark that since \( \mathbb{E}[M_{s:t}] \leq 1 \) holds for all \( s, t \), then for all \( t \), we also have \( \mathbb{E}\left[ \max_{s<t} \frac{M_{s:t}}{\tau} \right] \leq \mathbb{E}\left[ \sum_{s=0}^{t-1} \frac{M_{s:t}}{\tau} \right] \leq 1 \). Similarly to \( M_{s:t} \), \( \sum_{s=0}^{t-1} \frac{M_{s:t}}{\tau} \) is almost surely well-defined, since the quantity behaves asymptotically like a super-martingale. Hence \( \sum_{s=0}^{t-1} \frac{M_{s:t}}{\tau} \) and \( \max_{s<\tau} \frac{M_{s:t}}{\tau} \) are also well-defined, whether or not \( \tau \) is finite. Further, it can be shown that

\[
\mathbb{E}\left[ \max_{s<\tau} \frac{M_{s:t}}{\tau} \right] \leq 1.
\]

Hence, we deduce that

\[
\mathbb{P}\left( \forall t, \exists s < t : S_{s:t} \geq \sigma \sqrt{2((t/s - 1)(t + 1)) \ln(t + 1/\delta)} \right) = \mathbb{P}(\exists s < t : S_{s:t} \geq \tau/\delta) \leq \mathbb{P}\left( \frac{\max_{s<\tau} M_{s:t}}{\tau} \geq 1/\delta \right) \leq \mathbb{E}\left[ \max_{s<\tau} \frac{M_{s:t}}{\tau} \right] \delta \leq \delta.
\]

Appendix B. Other time-uniform concentration bounds

It is worth discussing how the Laplace bound of Lemma 15 relates to other alternatives. We show below the Laplace method leads to confidence bounds up to twice smaller than more common alternative bounds, such as

(Union bound) \( \mathbb{P}(\exists t \in \mathbb{N}, \mu_t - \mathbb{E}[\mu_t] \geq \sigma \sqrt{\frac{2 \ln \left( \frac{t(t + 1)}{\delta} \right)}{t}} \leq \delta, \)

(Peeling method) \( \mathbb{P}(\exists t \in \mathbb{N}, \mu_t - \mathbb{E}[\mu_t] \geq \sigma \sqrt{\frac{2(1 + \eta) \ln \left( \frac{\ln(t) \ln(t(1+\eta))}{\delta \ln^2(1+\eta)} \right)}{t}} \leq \delta, \)

where \( \eta \leq 1 \) is any fixed constant not depending on \( t \). Indeed the bound obtained by a union bound is very crude, and even the a priori appealing \( \ln \ln(t) \) scaling of the bound obtained by the peeling method is however not better than the one derived by the Laplace method, unless for huge times \( t \) (\( t \geq 10^6 \), for \( \delta = 0.05 \) and any \( \eta \), see also Figure B). This should not be surprising, since neither methods make use of the fact that the variables are sub-Gaussian, contrary to the Laplace method.
Remark 16 (Comments regarding the alternative results) Let us provide a few hints about the last two inequalities for the interested reader. The one called (union bound) is trivially obtained by a union bound argument, using that $\sum_{t} \frac{1}{(t+1)} = 1$. The second one uses a peeling technique. Results for peeling have been obtained traditionally for the control of partial sums $S_n = \sum_{i=1}^{n} Y_i \xi_i$, where $Y_i$ is a real-valued random variable and $\xi = (\xi_i)_i$ is a predictable sequence of $\{0,1\}$-valued random variables. Introducing the random count $N_n = \sum_{i=1}^{n} \xi_i$, and localizing it in slices of exponentially increasing size $\alpha^k < N_n < \alpha^{k+1}$, for some $\alpha > 0$, the typical scaling obtained is of the form

$$P\left( \frac{1}{N_n} \sum_{i=1}^{n} (Y_i - \mu_i) \xi_i \geq \sigma \sqrt{\frac{2\alpha}{N_n} \ln \left( \frac{\ln(n)}{\ln(\alpha)} \right)} \right) \leq \delta.$$ 

See Garivier (2013) for similar results and a few variants. For large (huge) $n$, we reach the (asymptotic) $\ln \ln(n)$ regime of the law of iterated logarithm, and thus these bounds are un-improvable in this sense. However, although making appear a $\ln \ln(n)$ dependency instead of $\ln(\sqrt{n})$, these bounds are actually less tight than using Laplace method, unless $n$ and $N_n$ are huge. This is due to the non-adaptive parameter $\alpha$. Now, these bounds use the fact that $N_n$ is a random stopping time for the filtration induced by the $Y_i$, and, crucially, that $N_n$ is bounded by $n$. To obtain the (Peeling method) inequality, one should study instead $\sum_{i=1}^{\tau} Y_i$ for a random stopping time $\tau$ that is unfortunately not necessarily bounded a priori. The peeling method can be amended by summing now over an infinite number of slices instead of $\left\lceil \frac{\ln(n)}{\ln(\alpha)} \right\rceil$ and avoiding to use an a priori bound $n$.

Revisiting the proof, one can easily derive the desired result, by replacing $n$ with $\tau$ which comes at the price of slightly increasing the $\ln$ dependency to $\ln^2$. See more details in Maillard (2017).

Appendix C. Detection

C.1. Detection without perturbation

Proof of Theorem 6:
i) False detection By definition of the detection procedure, a detection occurs a time $t$ if $\exists s \in [t_0 : t)$ such that

$$|\mu_{t_0 : s} - \mu_{s+1 : t}| > b_{t_0}(s, t, \delta).$$

In the first case (i), since there is no change point before $\tau$, then for all $s, t \leq \tau$, $E[|\mu_{t_0 : s} - \mu_{s+1 : t}|] = 0$. Now, we observe that, thanks to the uniform concentration inequality, it holds

$$P\left( \exists t \in \mathbb{N}, s \in [t_0 : t), |\mu_{t_0 : s} - \mu_{s+1 : t} - E[|\mu_{t_0 : s} - \mu_{s+1 : t}|] \geq b_{t_0}(s, t, \delta) \right) \leq \delta.$$  

We deduce that on an event of probability higher than $1 - \delta$, no detection occurs for any $t \leq \tau$.

ii) Detection delay We now turn to the second case (ii). In the sequel, we consider that $t_0 = 1$. On the same event, it holds for all $t > \tau$ and $s < t$,

$$\mu_{t_0 : s} - \mu_{s+1 : t} \geq E[|\mu_{t_0 : s} - \mu_{s+1 : t}|] - b_{t_0}(s, t, \delta),$$

$$\mu_{s+1 : t} - \mu_{t_0 : s} \geq E[|\mu_{s+1 : t} - \mu_{t_0 : s}|] - b_{t_0}(s, t, \delta),$$

which implies that $|\Delta_{s, t}| \geq |\Delta_{s, t}| - b_{t_0}(s, t, \delta)$, where

$$\Delta_{s, t} \overset{\text{def}}{=} \Delta_{s, t} = E[|\mu_{t_0 : s} - \mu_{s+1 : t}|].$$

At this point, note that we have the relations

$$\forall t' > \tau, \quad \mu_{t_0 : t'} = \frac{\tau - t_0 + 1}{t' - t_0 + 1} \mu_{t_0 : \tau} + \frac{t' - \tau}{t' - t_0 + 1} \mu_{t_0 : \tau + t'},$$

$$\forall t' < \tau < t, \quad \mu_{t' + 1 : t} = \frac{\tau - t' + t - \tau}{t - t'} \mu_{t' + 1 : \tau} + \frac{t - \tau}{t - t'} \mu_{t' + 1 : \tau}.$$ 

Thus, taking the expectation on each side, this means that

$$E[|\mu_{t_0 : t'} - \mu_{t' + 1 : t}|] = \begin{cases} \frac{t' - \tau}{t'} (\mu_1 - \mu_2) & \text{if } t' \leq \tau \leq t \\ \frac{\tau - t_0 + 1}{t - t'} (\mu_1 - \mu_2) & \text{if } \tau \leq t' \leq t. \end{cases}$$

Hence, we get the following expression

$$|\Delta_{s, t}| = \left( \frac{t - \tau}{t - s} I\{s \leq \tau\} + \frac{\tau - t_0 + 1}{s - t_0 + 1} I\{s > \tau\} \right) \Delta.$$ 

Now, we note that for each $\delta'$, then

$$P\left( \exists s \in [t_0, t) : |\Delta_{s, t} - \Delta_{s, t}| \geq \tilde{b}_{t_0}(s, t, \delta') \right) \leq \delta'$$

where

$$\tilde{b}_{t_0}(s, t, \delta') = \sigma \sqrt{\frac{1}{s - t_0 + 1} + \frac{1}{t - s}} 2 \ln \left[ \frac{2(t - t_0)}{\delta} \right].$$

Hence, using this expression we deduce that with probability higher than $1 - \delta_t$, a detection occurs at most at time $t > \tau$ if for some $s < t$, $\Delta_{s, t} > b_{t_0}(s, t, \delta) + \tilde{b}_{t_0}(s, t, \delta_t)$, where

$$b_{t_0}(s, t, \delta) = \sigma \sqrt{\frac{1}{s - t_0 + 1} + \frac{1}{t - s}} \left( 1 + \frac{1}{t - t_0 + 1} \right) 2 \ln \left[ \frac{2(t - t_0) \sqrt{t - t_0 + 2}}{\delta} \right].$$
It is convenient to choose \( \delta_t(\varepsilon) = 2(t - t_0) \left( \frac{\delta}{2(t - t_0)\sqrt{t - t_0 + 2}} \right)^{\varepsilon^2(1 + \frac{1}{s-t_0+1})} \), and \( \delta_t(1) = \delta \).

For \( s > \tau \), this corresponds to the condition

\[
(t - t_0 + 1)\Delta > (1 + \varepsilon)\sigma \sqrt{\frac{2}{\min_{s\in[\tau+1:t-1]} \left( s - t_0 + 1 + \frac{(s - t_0 + 1)^2}{t - s} \right)}} \times \sqrt{\left(1 + \frac{1}{t - t_0 + 1}\right) \ln \left( \frac{2(t - t_0)\sqrt{t - t_0 + 2}}{\delta} \right)}
\]

which can be simplified into

\[
\frac{(t - t_0 + 1)^2\Delta^2}{(t - t_0 + 2)^2(1 + \varepsilon)^2\sigma^2} > \left(1 + \frac{\tau - t_0 + 2}{t - \tau - 1}\right) \frac{2(1 + \varepsilon)}{t - t_0 + 1} \ln \left( \frac{2(t - t_0)\sqrt{t - t_0 + 2}}{\delta} \right)
\]

Introducing the delay \( d = t - (\tau + 1) \), it comes

\[
\frac{(t - t_0 + 1)^2\Delta^2}{(t - t_0 + 2)^2(1 + \varepsilon)^2\sigma^2} > \left(\frac{d + \tau - t_0 + 3}{d + \tau - t_0 + 3}\right) \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right)
\]

Thus, if we introduce now the minimal integer \( d \in \mathbb{N} \) (if any) that satisfies

\[
d > \frac{2(1 + \varepsilon)^2\sigma^2 (1 + \frac{2}{\tau - t_0 + 1}) \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right)}{\frac{(t - t_0 + 1)^2\Delta^2}{(t - t_0 + 2)^2(1 + \varepsilon)^2\sigma^2} - \frac{2(1 + \varepsilon)^2\sigma^2}{\tau - t_0 + 1} \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right)}
\]

then a detection occurs at time \( t = \tau + 1 + d \) with probability higher than \( 1 - \delta_{d+\tau+1}(\varepsilon) \). We now detail the case of \( s \leq \tau \) that corresponds to the condition

\[
(t - \tau)^2\Delta^2 > 2(1 + \varepsilon)^2\sigma^2 \min_{s\in[\tau+1:t-1]} \left( s - t_0 + 2 \right) \ln \left( \frac{2(t - t_0)\sqrt{t - t_0 + 2}}{\delta} \right).
\]

which shows a detection occurs for the minimal \( t \) (if any) that satisfies

\[
\frac{(t - \tau)^2\Delta^2}{2(1 + \varepsilon)^2\sigma^2} > \frac{t - t_0 + 2}{\tau - t_0 + 1} \ln \left( \frac{2(t - t_0)\sqrt{t - t_0 + 2}}{\delta} \right).
\]

Thus, the detection delay must satisfy in this case

\[
\frac{(\tau - t_0 + 1)^2\Delta^2}{2(1 + \varepsilon)^2\sigma^2} > \left(1 + \frac{\tau - t_0 + 2}{d + 1}\right) \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right),
\]

That is

\[
d > \frac{2(1 + \varepsilon)^2\sigma^2 (1 + \frac{1}{\tau - t_0 + 1}) \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right)}{\Delta^2 - \frac{2(1 + \varepsilon)^2\sigma^2}{\tau - t_0 + 1} \ln \left( \frac{2(d + \tau - t_0 + 1)\sqrt{d + \tau - t_0 + 3}}{\delta} \right)} - 1.
\]
C.2. Detection with perturbation due to undetectable change points

Combining inequalities (7) and (8), the detection delay \( d = t - (\tau + 1) \), is not larger than

\[
\min \left\{ d' \in \mathbb{N} : d' \text{ satisfies (7) or (8)} \right\} \leq \min \left\{ d' \in \mathbb{N} : d' > \frac{2(1+\varepsilon)^2\sigma^2(1 + \frac{1}{t_{\tau+1}}) \ln \left[ \frac{2\sqrt{d'}}{\delta} \right]}{\Delta^2 - 2(1+\varepsilon)^2\sigma^2} \right\}.
\]

where \( x_d = (d+\tau-t_0+1)\sqrt{d+\tau-t_0+3} \), and detected with probability \( 1 - \delta_0(\varepsilon) \).

iii) Maximal no-detection gap It remains to handle the maximal not-detectable gap. Proceeding with similar steps, we have obtained that if a change occurs at \( \tau + 1 \), and \( t > \tau \) is such that

\[
\begin{align*}
either \quad & \Delta^2 > \frac{(t-t_0+2)(t-t_0+2)}{(t-t_0+1)^2} \ln \left[ \frac{2(t-t_0)\sqrt{t-t_0+2}}{\delta} \right] \\
or \quad & \Delta^2 > \frac{t-t_0+2}{(t-\tau)(t-t_0+1)} \ln \left[ \frac{2(t-t_0)\sqrt{t-t_0+2}}{\delta} \right].
\end{align*}
\]

then a detection occurs with probability higher than \( 1 - \delta_0(\varepsilon) \). Note also that if we replace \( \delta_0(\varepsilon) \) with \( \delta \), the same bounds holds with \( \varepsilon = 1 \). Hence, looking at the minimum of the left-hand side quantities, we deduce that if a change occurring at \( \tau + 1 \) is not detectable at level \( \delta \), where \( \tau = \tau_c \), then the change must be of magnitude \( \Delta \leq \min \{ \overline{\Delta}(\tau_c-1, \tau_c + 1, t), t \in [\tau_c + 1, \tau_c + 1] \} \), where we introduced the quantity

\[
\overline{\Delta}(t_0, \tau + 1, t) = \sigma \sqrt{\frac{(t-t_0+2)}{(t-\tau)(t-t_0+1)} \ln \left[ \frac{2(t-t_0)\sqrt{t-t_0+2}}{\delta} \right]}.
\]

C.2. Detection with perturbation due to undetectable change points

Proof of inequality (6):

In order to prove inequality (6), we use a union bound over all \( s \in [t_0, t] \) and \( r \in [t_0 - 1, s) \) of the bound given by (5). Indeed, for each \( s \in [t_0 : t], r \in [t_0 - 1 : s) \), we obtain by (5) that

\[
P \left( \exists t \in \mathbb{N}^+, \left| \mu_{t+1:t} - \mu_{s+1:t} - \mathbb{E}[\mu_{t+1:t} - \mu_{s+1:t}] \right| \geq \right)
\]

\[
\sigma \sqrt{\left( \frac{1}{s-r} + \frac{1}{t-s} \right) \left( 1 + \frac{1}{t-\tau} \right) 2 \ln \left[ \frac{2\sqrt{t-r+1}}{\delta} \right]} \leq \delta.
\]

By a union bound argument, it thus remains to control the following sum to conclude:

\[
\sum_{s=t_0}^{t-1} \sum_{r=t_0-1}^{s-1} \sqrt{t-r+1} \leq \sum_{s=t_0}^{t-1} (s-t_0+1)\sqrt{t-t_0+2} = \sum_{s=1}^{t-t_0} s\sqrt{t-t_0+2}.
\]

\[\square\]
Proof of Theorem 6:

First of all, (i) is a direct consequence of the time uniform concentration inequality. In order to prove (ii), let us first consider the case when \( t_0 \ll \tau_{c-1} + 1 \). Since the algorithm checks for a detection event for each starting time \( r \), then a test is performed in particular for \( r = \tau_{c-1} \geq t_0 - 1 \). Since only observations from time \( \tau_{c-1} + 1 \) are considered by such a test, the detection delay is thus at most \( d(\tau_{c-1} + 1, \tau_c + 1, \Delta_c) \) in this case. Now when \( \tau_c + 1 \geq t_0 > \tau_{c-1} + 1 \), then observations from previous pieces do not perturb the detection started at time \( t_0 \), and thus the delay is at most \( d(t_0, \tau_c + 1, \Delta_c) \).

\[ \square \]

Proof of Theorem 12:

We restart from point iii) in Theorem 6, that shows no change is detected before time \( t \) (with high probability), if the change at time \( \tau + 1 \) is of magnitude \( \Delta \leq \Delta(t_0, \tau + 1, t) \). Let \( \mu_1 \) be the mean before the change point \( \tau + 1 \), \( \mu_2 \) the mean on \( [\tau + 1, \tau_c) \), and \( \mu_3 \) the mean after \( \tau_c \). If there were no change point at \( \tau + 1 \), the mean of all observations on \( [t_0, \tau_c] \) would simply be \( \mu_2 \). Due to the undetectable change point \( \tau + 1 \), it is instead \( \mu_2 + \frac{\tau - t_0 + 1}{\tau - t_0 + 1} (\mu_1 - \mu_2) \). We thus observe a perturbation of the mean \( \mu_2 \). The maximal perturbation on the means that does not trigger a detection event can then be computed. Since \( \tau \) is undetectable by assumption, \( \Delta < \min_{t \in [\tau + 1, \tau_c]} \Delta(t_0, \tau + 1, t) = \Delta(t_0, \tau + 1, \tau_c) \) and the maximal perturbation of the mean \( \mu_2 \) that does not trigger a detection event up to time \( \tau_c \) is thus

\[
\max_{\tau} \frac{\tau - t_0 + 1}{\tau - t_0 + 1} \Delta(t_0, \tau + 1, \tau_c) = \max_{\tau \in [t_0, \tau_c]} \sigma \sqrt{\frac{(\tau - t_0 + 1)(\tau_c - t_0 + 2)}{(\tau_c - \tau)(\tau_c - t_0 + 1)^2}} \ln \left[ \frac{2(\tau_c - t_0)\sqrt{\tau_c - t_0 + 2}}{\delta} \right].
\]

Now, under Assumption 2 and Assumption 4, we know that since \( \tau \) is undetectable, it must be that \( t_0 - \tau \geq \eta(\tau_c - t_0 + 1) \). We can thus restrict the maximum in the above equality to such values of \( \tau \). We deduce that

\[
\max_{\tau} \frac{\tau - t_0 + 1}{\tau - t_0 + 1} \Delta(t_0, \tau + 1, \tau_c) \leq \Gamma_\eta(t_0, \tau_c) \quad \text{where}
\]

\[
\Gamma_\eta(t_0, \tau_c) = \sigma \sqrt{\frac{(1 - \eta)(\tau_c - t_0 + 2)}{\eta(\tau_c - t_0 + 1)^2}} \ln \left[ \frac{2(\tau_c - t_0)\sqrt{\tau_c - t_0 + 2}}{\delta} \right].
\]

The maximal perturbation \( \Gamma(t_0, \tau_c) \) of \( \mu_2 \) is thus of order \( O\left( \frac{\sigma}{\sqrt{\eta(\tau_c - t_0 + 1)}} \right) \), and the detection delay for \( \tau_c \) of the procedure started at time \( t_0 \) is at most \( d(\tau + 1, \tau_c + 1, \Delta_c - \Gamma_\eta(t_0, \tau_c)) \).

\[ \square \]