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ABSTRACT
This paper deals with strategies for LiDAR data analysis. While a large majority of studies first rasterize 3D point clouds onto regular 2D grids and then use 2D image processing tools for characterizing data, our work rather suggests to keep as long as possible the 3D structure by computing features on 3D data and rasterize later in the process. By this way, the vertical component is still taken into account. In practice, a voxelization step of raw data is performed in order to exploit mathematical tools defined on regular volumes. More precisely, we focus on attribute profiles that have been shown to be very efficient features to characterize remote sensing scenes. They require the computation of an underlying hierarchical structure (through a Max-Tree). Experimental results obtained on urban LiDAR data classification support the performances of this strategy compared with an early rasterization process.

Index Terms— LiDAR, land cover mapping, attribute profiles, max-tree, multiscale representation, voxelization

1. INTRODUCTION
Since a decade, LiDAR acquisitions are more and more exploited in a large variety of fields such as geosciences (flow, erosion, rock deformations, . . . ), computer graphics (3D reconstruction), urban environments analysis and of course Earth Observation (detection of trees, roads, buildings, . . . ).

Unlike images defined on regular 2D grids for which a large number of computer vision and image processing techniques are available, the non regular domain on which 3D point clouds are defined requires the conception of alternative and dedicated approaches. In addition, the multi-scale aspect of structures embedded in 3D LiDAR point clouds calls for the use of multi-scale techniques.

For that reason, many authors first project 3D data onto 2D regular grids (the so-called “rasterization” process) and then exploit the large panel of existing multi-scale tools. For example authors of [1] perform the segmentation and classification of urban point clouds with mathematical morphology after a projection of raw data on digital elevation model (DEM), and then re-project the results on point clouds. The same idea is used in [2] where a series of attribute profiles are computed on 2D grids containing various information related extracted during the mapping from 3D to 2D (number of points in a cell, first echo, last echo, . . . ).

Despite relevant results, the direct projection of raw data on a 2D grid prevents us from analysing into details the complete 3D structures. Conversely, it is possible to analyze the 3D point clouds by computing dedicated 3D features and then project these structures on 2D regular grids. We explore such strategy in this paper, since it provides rich 3D features as shown in Figure 1. For the sake of illustration, we focus here on attribute profiles that are popular feature in remote sensing. These features are extracted through morphological hierarchies that provide a rich and efficient multi-scale analysis framework. The overall process is schematized in Figure 2.

1.1. Attribute Profiles
Morphological attribute profiles are well-established pixel features that embed spatial information [3]. These features are built from the successive application of attribute filters, which aim to simplify the image by removing some of its connected components that do not fulfill a given criterion. More precisely, each connected component
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of the level sets is characterized by some attributes, and the simplification (or filtering) is achieved by comparing each attribute value to a predefined threshold. This framework is particularly appealing due to its high efficiency that is ensured by the underlying tree structure (or hierarchical image representation). Processing tree nodes instead of raw pixels leads to a severe decrease in terms of computational cost, allowing this framework to be relevant even for large-scale studies. Since their introduction in [3], attribute profiles have been widely used and several recent extensions have been proposed to strengthen their expressiveness [4] (e.g. we will use differential APs made of differences between successive values in the profile). We will use these features to characterize 2D or 3D structures.

1.2. Point Clouds and Mathematical Morphology

The study in [5] is interesting since authors perform mathematical morphology on points in a sound continuous mathematical framework. Their idea consist in computing a surface from the point cloud on which erosion/dilation and associated morphological features can be computed. Though very relevant, this approach can not be applied with multi-echo LiDAR data since surfaces can not be computed. Indeed, in this context we not only extract points related to the boundaries of objects but in some situations (vegetated areas for example), some points can be included inside embedding shapes. Therefore the reconstruction of a single surface for each object is impossible.

For that reason, many authors have tried to compute morphological features on regular 3D data (volumes) defined on voxels. Hence in [6] the authors extend 2D morphological algorithms to 3D voxels for LiDAR point clouds of trees. The density of points in each cell is kept for the value associated with each voxel, as in [7] for astronomical applications. In [8], the same principle is used on binary 3D images (1 if a point is inside the voxel, 0 elsewhere) for the segmentation of facades from urban point clouds, using morphology on DEM with specific filters related to elongation.

In a connected idea, the study in [9] performs segmentation and classification of urban point clouds with super-voxels. Such super-voxels are created on the basis of raw data (intensity, R, G, B, . . . ) and specific features (mean, variance of raw data, geometric organization, . . . ). Results are then re-projected by associating the same value to each point inside a voxel.

1.3. Trees and 3D images

Max-trees have been introduced for 2D data in [10]. They have then been extended in [11] to 3D voxels on medical images. Such trees are exploited for filtering objects on the basis of inertia attributes. In a similar way, the authors in [12–14] have proposed new 3D geometric attributes to isolate more complex structures (elongation, flatness, sphericity, roundness, sparseness, . . . ). Therefore a large variety of studies of been proposed based on mathematical morphology on voxels in the medical image community [15–18].

Surprisingly only few studies have been made in the EO context despite the fact that 3D data become here more and more important.

2. METHOD

Following the bottom of Figure 2, the overall methodology consists in: i) building a volume composed of regular voxels from the 3D point cloud; ii) computing 3D morphological features on this volume and using these features in a data analysis process (e.g., classification, clustering, filtering, . . . ); and iii) projecting the results back into a 2D grid. These steps are described below.

2.1. From LiDAR point clouds to 3D rasters

The voxelization process consists in putting in each voxel of the volume the information related to the 3D points embedded in this voxel. Depending on the application, such information can be a binary map related to the presence/absence of points, the number of LiDAR points into the voxel, the average/standard deviation of associated intensities, the average/standard deviation of associated elevations, the label in majority (for 3D labels), . . .

2.2. 3D hierarchical representations

Constructing min- and max-trees is then achieved following methods introduced in Section 1.3. We consider here a 26-connectivity (i.e. two voxels are neighbors if they share a plane, edge or vertex).

2.3. AP on 3D data

As already stated, we illustrate here the voxelization process with attribute profiles (APs) which have been introduced in Section 1.1. For the sake of simplicity, we associate to each voxel a scalar value on which an ordering relation (required to build the tree) can be straightforwardly defined. We consider several attributes: intensity distribution, volume, surface, bounding box, and moment-based. These attributes are then compared to a set of thresholds to filter the max-tree and then to generate the APs.

2.4. From 3D to 2D maps

In order to project the 3D information (defined on (X, Y, Z)) in 2D grids (defined on (X, Y)), one needs to transform volumes into maps and to summarize the vertical information in axis Z. Different strategies are possible depending on the data and are listed below:

Elevation rules:
1. Surface model: points with higher altitude in the vertical dimension (i.e. higher objects as trees or buildings appear first);
2. Terrain cover: points with lower altitude in the vertical dimension (i.e. ground and streets appear first);

Label rules:
3. Priority rule: labels are kept depending on their priority (e.g. cars first, then trees, then roads, . . . );
4. Majority rule: the majority label in the vertical axis is kept;

Value rules:
5. Average/standard deviation of each value in the vertical axis.

3. EXPERIMENTS

3.1. Dataset

Experiments have been conducted on the Paris Lille Dataset [19], which is made of a very high spatial resolution point cloud (approx 1000 ~ 2000 point per m²) available online. As the laser scan is performed from a car in the middle of the street, the density of points depends mainly on the distance with respect to the car but not on the nature of objects. Therefore, this quantity can not be taken into account. As for the intensity, which is usually of poor quality in such data, most of associated values are constant. Similarly to all LiDAR data, the intensity value also depends on the distance of objects w.r.t the scanner. Average intensities and elevations are the
two information kept in each voxel. The scene has been classified in 5 objects: cars, street, fences, trees and urban furniture.

3.2. Experimental setup

In each experiment, the volumes have been computed on a voxel grid of 10cm³ spatial resolution. APs (2D or 3D) have been computed with area and volume criteria. The thresholds have been empirically set to \( \Lambda_V = \{10, 50, 100, 200, 500, 1000, 1 \times 10^4, 2 \times 10^4, 1 \times 10^5\} \) for volume and \( \Lambda_A = (\sqrt{\pi})^2 \) for area. A first set of experiments related to 3D classification (with generic name \( TD \) for “Tri-Dimensions”) has been conducted to evaluate the benefits of 3D AP on 3D data: i) with intensity (noted \( TD_I \)); ii) with intensity and elevation (\( TD_{Ie} \)); iii) with APs built on intensity (\( TD_{Ai} \)); iv) with APs built on intensity and elevation (\( TD_{AiE} \)).

Then, a second set of experiments is devoted to the evaluation of 3D AP features for 2D classification (with generic name \( BD \) for “Bi-Dimension”). To this end, we keep the best 3D features for 3D classifications (issued from the first series) and we compare their performances in 2D and 3D versions for 2D classification. 3D labels are reprojected on 2D grids based on the majority label. Classification have been performed using Random Forest technique. Some illustrations of hierarchical representations using Differential-AP with various thresholds of volumes are visible in Figure 3. Validation criteria rely on Overall Accuracy and Cohen’s Kappa coefficient. During 3D to 2D projection, the majority label in the vertical component has been kept. In practice, training and validation data have been taken from various tiles of the dataset.

3.3. Results

3.3.1. Voxel grid classification

Evaluation measures for 3D classification are reported in Table 1. One can see that the elevation feature enables to improve the classification with intensity only, and that the use of APs enables to improve the overall accuracy of the classification (the overall accuracy and kappa of \( TD_{AiE} \) –resp. \( TD_{AiE} \)– is higher than the ones of experiment \( TD_I \)–resp. \( TD_{Ie} \)). The best combination \( TD_{AiE} \) provides really satisfying results and an illustration of classification is depicted in Figure 4. This first set of experiments justifies the use of APs and Random Forest for 3D data classification. Let us now evaluate the benefits of 3D features for 2D classification.

3.3.2. Pixel grid classification

In this second series of experiments, 2D classifications have been performed on the basis of the best 3D features in 2D and 3D versions. More precisely, we have computed 2D classification with APs computed on 2D intensity and elevation (noted \( BD_{2D_{AiE}} \)) and 2D classification with APs computed on 3D intensity and elevation and 2D reprojected in the pixel grid (noted \( BD_{3D_{AiE}} \)). Quantitative results are given in Table 2. It is interesting to observe that as expected the generation of 2D maps on the basis of 3D features enables to improve the quality (both in terms of overall accuracy and kappa) of the 2D classifications, which is a really interesting property. An illustration is visible on Figure 5.

4. CONCLUSION

In this paper, we have proposed to classify LiDAR data on the basis of 3D features. Unlike most studies that rasterize the 3D point cloud in a first step, we have suggested to rather voxelize the 3D point cloud, before computing some hierarchical features on this volume and performing a subsequent supervised classification. The rasterization is performed only in a final step. This process has the advantage to keep the 3D information of structures along the process instead of removing this information through early rasterization. The experimental results on 3D urban LiDAR data have quantitatively demonstrated the relevance of such an approach.

![Fig. 3: Visualisation of the hierarchical representation involved with APs using the derivative of attribute profiles (DAPs).](image)

![Table 1: Overall accuracy (OA) and Cohen’s Kappa coefficient (κ) in 3D voxel grid space, with and without AP.](image)

![Table 2: Overall accuracy (OA) and Cohen’s Kappa coefficient (κ) in 2D classification with the best features issued from Table 1 in 2D and 3D versions.](image)
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