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Induced polarization response of porous media with metallic particles — Part 9: Influence of permafrost
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ABSTRACT

We consider a mixture made of dispersed metallic particles immersed into a background material saturated by an electrolyte. Below the freezing temperature (typically 0°C to −4°C), a fraction of the liquid water in the pore space is transformed into ice, whereas the salt remains segregated into the liquid-pore water solution. Our goal is to understand how freezing affects the complex conductivity (induced polarization) of such mixtures. Complex conductivity measurements (96 spectra) are performed in a temperature-controlled bath equipped with a high-precision impedance meter. We cover the temperature range from +20°C to −15°C to −18°C and the frequency range from \(10^{-2}\) Hz to 45 kHz. The spectra are fitted with a double Cole-Cole complex conductivity model. A finite-element model is used to further analyze the mechanisms of polarization by considering an intragrain polarization mechanism for the metallic particles and a change of the conductivity of the background material modeled with an exponential freezing curve. This curve is used to relate the liquid water content to the temperature. In the context of freezing, we test all the aspects of the intragrain polarization model developed in the previous papers of this series, at least for a weakly polarizable background material. The Cole-Cole exponent and the chargeability are observed to be essentially independent of temperature including in freezing conditions. This means that all the relaxation times of the system follow the same temperature dependence and that the chargeability is controlled by the volume fraction of metal. The instantaneous conductivity (high-frequency conductivity) and the relaxation times depend on the temperature in a predictable way, and their product can be considered to be essentially temperature independent. The analytical and numerical models can reproduce the inverse relationship between the relaxation time and the instantaneous conductivity.

INTRODUCTION

Since its first quantitative study by Schlumberger (1920), induced polarization (IP) has emerged as the main geophysical technique used in mineral exploration to localize ore bodies. Therefore, it is not surprising that a vast literature has been devoted to understand the underlying physics behind this method (e.g., Pelton et al., 1978; Mahan et al., 1986; Chu and Bazant, 2006; Flekkøy, 2013). Additionally, tomographic methods have been developed to better image ore bodies. IP for ore localization is currently routinely performed on the subsurface of the earth (Liu et al., 2017) and also below the seafloor (Veeken et al., 2009). The IP method also has various applications in environmental studies from groundwater resource assessment to monitoring of the fate of organic and inorganic contaminants (e.g., Vaudelet et al., 2011; Kemna et al., 2012; Revil et al., 2012; Abdel Aal et al., 2014).
In the previous papers of this series, we developed an IP model in which metallic grains (in a broad sense, i.e., including metals such as copper, semiconductors such as pyrite and magnetite, and semimetals such as graphite) are embedded into a porous matrix formed by the insulating mineral grains coated by their electrical double layers with a pore space saturated by a liquid water solution (Revil et al., 2015a, 2015b, 2017a, 2017b; Mao et al., 2016; Misra et al., 2016a, 2016b). The polarization concept of the metallic grains is based on a recently developed intragrain polarization mechanism described by Revil et al. (2015a, 2015b), which is vastly different from the polarization models reported in the literature (see Wong, of the electrical double layer coating the grains (e.g., Rosen and the dynamic Stern layer model, the Stern layer being the inner part of the metallic particles themselves because of their finite dimensions. Past studies focused on the electrical double layer concepts associated with the external surface of the metallic grains and redox processes through this electrical double layer. Another feature of our approach is that the metallic grains are immersed in a polarizable background. This background polarization model is based on the dynamic Stern layer model, the Stern layer being the inner part of the electrical double layer coating the grains (e.g., Rosen and Saville, 1991). This concept of dynamic Stern layer was first conceptualized in colloidal chemistry by Zukoski and Saville (1986a, 1986b) and developed in geophysics by Revil et al. (2012) and Revil (2013). It implies that the hydrated counterions populating this layer are mobile under the action of an applied electrical field. This concept has been used to model the low-frequency complex conductivity/dielectric spectroscopy of colloidal suspensions by Rosen and Saville (1991) and Leroy et al. (2008).

Now that a quite general polarization model has been established, our goal is to test this model in more extreme conditions (see Revil et al., 2018). We see at least three reasons to investigate the IP of rocks and soils with metallic particles in freezing conditions. (1) This subject is terra incognita. Indeed, to the best of our knowledge, we have not been able to find any quantitative work in this direction. Earlier papers regarding the complex conductivity of porous media without metallic particles in freezing conditions (e.g., Parkhomenko, 1967; Melnikov et al., 1971; Sidoroa and Fridriksberg, 1973; Snegirev et al., 1973) were based on the mechanism of membrane polarization. However, the underlying physics based on the gradient of the Hittorf numbers through the pore space (Marshall and Madden, 1959) is not able to explain the observed complex conductivity spectra. Indeed, at high salinity, the gradient of the local Hittorf numbers through the pore space is expected to vanish, and the normalized chargeability and quadrature conductivity should go to zero. The data show that the normalized chargeability and quadrature conductivity increase with the salinity in agreement with the Stern layer polarization model (Revil and Flosch, 2010). (2) Valuable mineral resources can be hosted in permafrost, and, currently, IP is still the main method to locate ore bodies. Therefore, a better understanding of how spectral IP can be interpreted in permafrost is valuable to the mining industry. (3) By looking at more extreme conditions than we did so far in our previous papers, we can further test the heuristic aspects of our model.
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**Figure 1.** Double polarization mechanism of a metallic particle. (a) After the application of an electrical field $E_0$, all of the charge carriers (electrons and p-holes in the metallic particle and cations and anions in the pore water) are mobile. This defines the instantaneous conductivity $\sigma_0$. The metallic particle is highly conductive. (b) For a very long application of $E_0$, the metallic particle is polarized and behaves as an insulator. The generated surface charges are responsible for the formation of field-induced electrical DLS in the vicinity of the metallic particle. This situation defines the DC conductivity $\sigma_0$. (c) Relaxation of the internal charges in the electrolyte with a relaxation time of $\tau_e$. (d) Relaxation of the internal charges in the metallic particle with a relaxation time of $\tau_i$. There are therefore two relaxation effects.
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**Figure 2.** Evolution of the electrical conductivity as a function of the temperature $T$ (°C) for the background material (experiment 7). Below the freezing temperature, the fit is done with the exponential freezing curve as described earlier. Above the freezing temperature, the data are fitted by the linear relationship corresponding to equation 13. The change of slope through the freezing point is due to the formation of ice in the pore space of the material. The highest value of pore water conductivity corresponds to the value of the pore water used to saturate the sand. The lowest value corresponds to the value measured after 240 h of experiments including several cycles of freezing and thawing.
(especially regarding the underlying physics of the relaxation time) and better understand its strengths and potential weaknesses. Indeed, the changing temperature can be used to further assess the underlying mechanisms of IP as discussed in previous publications (e.g., Binley et al., 2010; Zisser et al., 2010).

THEORY AND NUMERICAL MODELING

Complex conductivity model above the freezing point

We consider a mixture made of dispersed metallic grains in a background porous material made of (insulating) mineral grains (coated by an electrical double layer) with a pore space initially entirely filled with a liquid electrolyte. For the sake of simplicity, the “mixture” described above is considered to be isotropic. Figure 1 shows that two polarization mechanisms for the metallic particles themselves may coexist in such mixtures. One is associated with the polarization of the metallic particle themselves, and the second one is associated with the formation of field-induced diffuse layers (DLs) around the metallic particle (Figure 1). Revil et al. (2018) show that, for large metallic particles (say >500 μm), the low-frequency dispersion is associated with the polarization of the metallic particles, whereas the high-frequency dispersion may be due to the field-induced DL polarization. This double polarization can be the basis for the double Cole-Cole polarization model discussed in Appendix A. In this section, we will essentially focus on the low-frequency polarization associated with the polarization of the metallic particles themselves for large metallic grains.

We write the complex conductivity of this mixture as \( \sigma^* = \sigma' + i\sigma'' \), where \( \sigma' \) and \( \sigma'' \) (S m\(^{-1}\)) represent the in-phase and quadrature components, respectively. These two properties describe the ability of the rock to conduct current and to reversibly store electrical charges, respectively. In addition, to keep things simple, the frequency dependence of the complex conductivity of the mixture is described in this paper by a simple Cole-Cole parametric model (see Cole and Cole, 1941):

\[
\sigma^* = \sigma_\infty \left(1 - \frac{M}{1 + (i\omega \tau_0)^c}\right),
\]

(or eventually a double Cole-Cole model as described in Appendix A).

In equation 1, \( c \) (dimensionless) denotes the Cole-Cole exponent, \( \tau_0 \) (s) denotes the Cole-Cole relaxation time, \( \sigma_\infty \) (S m\(^{-1}\)) denotes the instantaneous conductivity, and \( M = (\sigma_\infty - \sigma_0)/\sigma_\infty \) denotes the chargeability (dimensionless). It should be noted that equation 1 could easily be replaced by a more general equation valid for any distribution of the metallic grain sizes. The DC conductivity \( \sigma_0 < \sigma_\infty \) denotes the conductivity in steady-state conditions. In these conditions, the charges responsible for the polarization are not available for the conduction process (Figure 1). The instantaneous conductivity \( \sigma_\infty \) denotes the conductivity, when all the charge carriers are mobile (Figure 1). The Cole-Cole exponent \( c \) denotes the broadness of the distribution of relaxation times, when decomposed as a sum of Debye functions. It should be noted that the Cole-Cole probability distribution for the relaxation times indeed has a bell shape that looks like a log-normal distribution. Above freezing conditions because all the relaxation times are supposed to have the same temperature dependence, \( c \) is expected to be temperature independent (Revil et al., 2018).

The chargeability \( M \) (dimensionless) entering equation 1 is directly related to the (dimensionless) volume content of metallic particles \( \varphi_m \) by (see Revil et al., 2015a, 2015b)

\[
M \approx \frac{9}{2} \varphi_m + M_b, \tag{2}
\]

where \( M_b \) (dimensionless) denotes the chargeability of the background material defined by

\[
M_b = \frac{\sigma_\infty^b - \sigma_0^b}{\sigma_\infty^b}, \tag{3}
\]

where \( \sigma_\infty^b \) and \( \sigma_0^b \) denote the instantaneous and steady-state conductivities of the background (subscript \( b \)) material, respectively.

<p>| Table 1. Properties of the materials that we used. |</p>
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formation factor of clean sand</td>
<td>( F )</td>
<td>3.7 ± 0.2</td>
</tr>
<tr>
<td>Mean grain diameter of sand</td>
<td>( d )</td>
<td>200 ± 20 μm</td>
</tr>
<tr>
<td>Porosity of sand</td>
<td>( \varphi )</td>
<td>0.40 ± 0.03</td>
</tr>
<tr>
<td>Cementation exponent of sand</td>
<td>( m )</td>
<td>1.43</td>
</tr>
<tr>
<td>Grain diameter of pyrite</td>
<td>( a )</td>
<td>1.4 ± 0.2 cm</td>
</tr>
<tr>
<td>Grain diameter of graphite</td>
<td>( a )</td>
<td>(9 ± 0.2) cm (3 ± 0.2) cm</td>
</tr>
<tr>
<td>Grain diameter of galena</td>
<td>( a )</td>
<td>(5.4 ± 0.2) cm (2.8 ± 0.2) cm</td>
</tr>
<tr>
<td>Grain diameter of magnetite</td>
<td>( a )</td>
<td>1 ± 0.2 cm</td>
</tr>
<tr>
<td>Mass density of pyrite</td>
<td>( \rho_m )</td>
<td>4400 kg m(^{-3})</td>
</tr>
<tr>
<td>Mass density of magnetite</td>
<td>( \rho_m )</td>
<td>5200 kg m(^{-3})</td>
</tr>
<tr>
<td>Mass density of graphite</td>
<td>( \rho_m )</td>
<td>2110 kg m(^{-3})</td>
</tr>
<tr>
<td>Mass density of galena</td>
<td>( \rho_m )</td>
<td>6860 kg m(^{-3})</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. List of the eight experiments performed in the study.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

Note: The quantity \( \varphi_m \) denotes the volumetric content of metallic particles in the material (sand included). The block of chalcopyrite is a mixture of pure chalcopyrite and silica. We have determined its grade as 32% using its mass density. The volume fraction of the block is 35% in volume, which leads to the total volume fraction of chalcopyrite in experiment 1 to 0.11.
infinity and zero subscripts denote high frequency and low frequency, respectively. Equation 2 is valid as long as the volume fraction of metallic particles is smaller than 0.22 and $M \leq 1$. Explicit expressions for the two conductivities $\sigma_\infty^b$ and $\sigma_0^b$ are given below.

The instantaneous and the steady-state conductivities of the mixture are related to the instantaneous and steady-state conductivities of the background material according to (Revil et al., 2015a)

$$\sigma_\infty = \sigma_0^b (1 + 3\varphi_m + \cdots),$$  \hfill (4)

$$\sigma_0 = \sigma_0^b \left(1 - \frac{3}{2}\varphi_m + \cdots\right),$$  \hfill (5)

where $\varphi_m$ (dimensionless) denotes the volume fraction of metallic particles in the mixture. The underlying physics of these two conductivities is briefly outlined in Figure 1. The last parameter to investigate is the Cole-Cole relaxation time. In Revil et al. (2018), we inferred that for large metallic particles ($a \gg 500 \mu m$) the characteristic time constant for the polarization process is given by

$$\tau_0 = \frac{a^2}{D_m} \left(1 + \frac{\sigma_\infty}{\sigma_0}\right) \approx \frac{a^2}{D_m} \frac{\sigma_\infty^b}{\sigma_0^b}$$  \hfill (6)

where $D_m$ ($m^2 s^{-1}$) denotes the intrinsic diffusion coefficient of the charge carriers in the metallic particles, $a$ (m) denotes the radius of the metallic particles, and $\sigma_\infty^b$ (S m$^{-1}$) denotes the instantaneous conductivity of the metallic grain. The approximated term (the right-hand side of equation 6) is only valid in the case of $\sigma_\infty^b / \sigma_0^b \gg 1$, a generally valid assumption. Because $\sigma_\infty^b$ is expected to be proportional to the diffusion coefficient of the charge carriers, the relaxation time is expected to be independent of the diffusion coefficient of the charge carriers. The mobility of the charge carriers ($\beta_m$ in m$^2$ V$^{-1}$ s$^{-1}$) and $10^{-5}$ $10^{-4}$ $10^{-3}$ $10^{-2}$ $10^{-1}$ $10^0$ $10^1$ $10^2$ $10^3$ $10^4$ $10^5$

Figure 3. Results of experiment 1 with a block of chalcopyrite immersed in water-saturated sand. The coarse size of the metallic body is consistent with very low frequency at which the mixture polarizes.
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Figure 4. Results of experiment 2 with a piece of pure galena immersed in water-saturated sand. The spectra exhibit a single peak.

Experiment 2 — Galena

$\tau_0 = \frac{a^2}{D_m} \left(1 + \frac{\sigma_\infty}{\sigma_0}\right) \approx \frac{a^2}{D_m} \frac{\sigma_\infty^b}{\sigma_0^b}$
their diffusion coefficient \(D_m\) (in \(m^2 \text{s}^{-1}\)) are related to each other through the Einstein relationship \(D_m = \beta_m k_b T / e\), and the instantaneous conductivity of the particle is given by \(\sigma_m^\infty = e \beta_m C_m\), where \(k_b\) is the Boltzmann constant (1.38 \times 10^{-23} \text{ m}^2 \text{kg} \text{s}^{-2} \text{K}^{-1}), T\) is the absolute temperature (K), \(C_m\) (m^{-3}) denotes the concentration of the charge carriers in the solid metallic particle, and \(e\) is the elementary charge (1.6 \times 10^{-19} \text{ C}). Combining the equations \(D_m = \beta_m k_b T / e\) and \(\sigma_m^\infty = e \beta_m C_m\) with equation 6 yields the following expression for the relaxation time:

\[
\tau_0 \approx \frac{a^2 e^2 C_m}{k_b T \sigma_m^\infty}.
\]  

(7)

For semiconductors, the concentration of the charge carriers is temperature dependent and is given approximately by (e.g., Streetman and Banerjee, 2007, Chapter 3.3)

\[
C_m(T) \approx C_m^0 T \exp\left(-\frac{\Delta E}{RT}\right),
\]  

(8)

where \(\Delta E\) (kJ \text{mol}^{-1}) denotes the activation energy for the concentration of the charge carriers. Combining equations 7 and 8, the Cole-Cole relaxation time is given as

\[
\tau_0 \approx \frac{a^2 e^2 C_m^0 \exp\left(-\frac{\Delta E}{RT}\right)}{k_b \sigma_m^\infty}.
\]  

(9)

From equations 8 and 9, it is clear that the dependence of \(\tau_0\) on temperature comes from \(C_m(T)\) and \(\sigma_m^\infty\). For the temperature range considered in the present work, Streetman and Banerjee (2007, Chapter 3.3) show that the temperature dependence of the concentration of the

---

**Figure 5.** Results of experiment 3 with graphite immersed in water-saturated sand.

**Figure 6.** Results of experiment 4 with magnetite crystals immersed in water-saturated sand. Note that the spectra show two distinct peaks.
charge carriers can be neglected (i.e., \(\Delta E\) is small, and so we expect \(\tau_0\sigma_\infty^\infty\) to be essentially temperature independent). We discuss this point below.

**Background polarization model above the freezing point**

Revil (2013) obtains the following expressions for the high- and low-frequency conductivities of the background material (i.e., for the instantaneous conductivity and DC conductivity of the background material):

\[
\sigma_\infty^\infty = \frac{1}{F} \sigma_w + \left( \frac{1}{F \phi} \right) \rho_g B \text{CEC},
\]

where \(\sigma_w\) (S m\(^{-1}\)) is the pore water conductivity (which depends on salinity and temperature), \(F\) (dimensionless) is the intrinsic formation factor related to the connected porosity \(\phi\) (dimensionless) by the first Archie’s law \(F = \phi^{-m}\), where \(m\) is called the first Archie exponent or porosity exponent (Archie, 1942), \(\rho_g\) is the grain density (kg m\(^{-3}\), usually \(\rho_g = 2650\) kg m\(^{-3}\)), and \(\text{CEC}\) is the cation exchange capacity (C kg\(^{-1}\)) and often expressed in meq/100 g with 1 meq/100 g = 963.20 C kg\(^{-1}\)). Equations 10 and 11 clearly show the effect of surface conduction corresponding to the last terms of

Table 3. Relaxation time for experiment 1 (chalcopryite).

<table>
<thead>
<tr>
<th>(T) (°C)</th>
<th>(\tau_1) (s)</th>
<th>(\tau_2) (s)</th>
<th>(c_1) (−)</th>
<th>(c_2) (−)</th>
<th>(M) (−)</th>
<th>(\sigma_\infty) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.3308</td>
<td>0.00513</td>
<td>0.6198</td>
<td>0.5005</td>
<td>0.625</td>
<td>1.221</td>
<td>0.0688</td>
</tr>
<tr>
<td>15</td>
<td>0.3648</td>
<td>0.00637</td>
<td>0.6308</td>
<td>0.4881</td>
<td>0.625</td>
<td>1.087</td>
<td>0.0645</td>
</tr>
<tr>
<td>10</td>
<td>0.3189</td>
<td>0.00449</td>
<td>0.6212</td>
<td>0.4938</td>
<td>0.622</td>
<td>0.7724</td>
<td>0.0983</td>
</tr>
<tr>
<td>5</td>
<td>0.4110</td>
<td>0.00802</td>
<td>0.6480</td>
<td>0.4981</td>
<td>0.625</td>
<td>0.956</td>
<td>0.0936</td>
</tr>
<tr>
<td>-2</td>
<td>0.5261</td>
<td>0.01414</td>
<td>0.6785</td>
<td>0.4735</td>
<td>0.622</td>
<td>0.6846</td>
<td>0.09210</td>
</tr>
<tr>
<td>-4</td>
<td>0.7191</td>
<td>0.02113</td>
<td>0.6571</td>
<td>0.4502</td>
<td>0.637</td>
<td>0.4917</td>
<td>0.0883</td>
</tr>
<tr>
<td>-5</td>
<td>1.2464</td>
<td>0.03560</td>
<td>0.6853</td>
<td>0.4015</td>
<td>0.639</td>
<td>0.3211</td>
<td>0.0907</td>
</tr>
<tr>
<td>-8</td>
<td>1.685</td>
<td>0.06247</td>
<td>0.5896</td>
<td>0.3832</td>
<td>0.630</td>
<td>0.1911</td>
<td>0.1458</td>
</tr>
<tr>
<td>-10</td>
<td>2.445</td>
<td>0.17058</td>
<td>0.5634</td>
<td>0.3452</td>
<td>0.641</td>
<td>0.1285</td>
<td>0.1275</td>
</tr>
<tr>
<td>-12</td>
<td>3.3657</td>
<td>0.27062</td>
<td>0.4720</td>
<td>0.2124</td>
<td>0.721</td>
<td>0.0905</td>
<td>0.1820</td>
</tr>
<tr>
<td>-15</td>
<td>6.1286</td>
<td>0.36670</td>
<td>0.4860</td>
<td>0.2102</td>
<td>0.700</td>
<td>0.0577</td>
<td>0.1663</td>
</tr>
<tr>
<td>-18</td>
<td>14.0103</td>
<td>0.03075</td>
<td>0.4688</td>
<td>0.0376</td>
<td>0.1462</td>
<td>0.0907</td>
<td></td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using the double Cole-Cole model described in Appendix A.

Table 4. Relaxation time for experiment 2 (galena).

<table>
<thead>
<tr>
<th>(T) (°C)</th>
<th>(\tau_1) (s)</th>
<th>(c_1) (−)</th>
<th>(c_2) (−)</th>
<th>(M) (−)</th>
<th>(\sigma_\infty) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0876</td>
<td>0.711</td>
<td>0.55</td>
<td>0.869</td>
<td>0.12803</td>
<td>0.615</td>
</tr>
<tr>
<td>15</td>
<td>0.0773</td>
<td>0.694</td>
<td>0.583</td>
<td>0.885</td>
<td>0.16184</td>
<td>0.512</td>
</tr>
<tr>
<td>10</td>
<td>0.0866</td>
<td>0.7</td>
<td>0.478</td>
<td>0.868</td>
<td>0.15017</td>
<td>0.498</td>
</tr>
<tr>
<td>5</td>
<td>0.0984</td>
<td>0.691</td>
<td>0.548</td>
<td>0.883</td>
<td>0.13360</td>
<td>0.509</td>
</tr>
<tr>
<td>2</td>
<td>0.106</td>
<td>0.693</td>
<td>0.444</td>
<td>0.881</td>
<td>0.11937</td>
<td>0.469</td>
</tr>
<tr>
<td>0</td>
<td>0.118</td>
<td>0.688</td>
<td>0.558</td>
<td>0.878</td>
<td>0.10935</td>
<td>0.492</td>
</tr>
<tr>
<td>-2</td>
<td>0.126</td>
<td>0.686</td>
<td>0.417</td>
<td>0.876</td>
<td>0.10409</td>
<td>0.433</td>
</tr>
<tr>
<td>-5</td>
<td>1.24</td>
<td>0.702</td>
<td>0.521</td>
<td>0.902</td>
<td>0.020441</td>
<td>0.233</td>
</tr>
<tr>
<td>-10</td>
<td>4.08</td>
<td>0.71</td>
<td>0.681</td>
<td>0.923</td>
<td>0.007892</td>
<td>0.427</td>
</tr>
<tr>
<td>-15</td>
<td>8.03</td>
<td>0.757</td>
<td>0.919</td>
<td>0.901</td>
<td>0.0039019</td>
<td>2.23</td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using a double Cole-Cole function described in Appendix A. We have not reported the second time constant in this table because the second peak is not resolvable.
these two expressions. The CEC is mainly sensitive to the clay type (e.g., kaolinite, illite, and smectite) and the weight fraction of these clay minerals (Patchett, 1975). In equations 10 and 11, \( B \) (m\(^2\) s\(^{-1}\) V\(^{-1}\)) denotes the apparent mobility of the counterions for surface conduction and \( \lambda \) (m\(^2\) s\(^{-1}\) V\(^{-1}\)) denotes the apparent mobility of the counterions for the polarization associated with the quadrature conductivity (see Revil et al., 2017a). A dimensionless number \( R \) is also introduced by \( R = \lambda / B \) (for further explanations, see Revil et al., 2017a). From our previous studies (e.g., Ghorbani et al., 2018), we have \( B(Na^+ , 25^\circ C) = 3.1 \pm 0.3 \times 10^{-9} \text{ m}^2 \text{ s}^{-1} \text{ V}^{-1} \) and \( \lambda(Na^+ , 25^\circ C) = 3.0 \pm 0.7 \times 10^{-10} \text{ m}^2 \text{ s}^{-1} \text{ V}^{-1} \), and the dimensionless number \( R \) is typically approximately 0.09 \pm 0.01 (independent of the temperature and saturation). From equations 3, 10, and 11, the resulting expression of the chargeability of the background is given by

\[
M_b = \frac{\rho_g \lambda \text{CEC}}{\Phi \sigma_{w} + \rho_g \beta \text{CEC}},
\]

showing explicitly the dependence among the background chargeability, the pore water conductivity, and the CEC.

We now discuss the temperature dependence of the complex conductivity above the freezing temperature (typically but not necessarily at approximately 0°C). Following Vinegar and Waxman (1984) and Revil et al. (2017a), the pore water conductivity \( \sigma_w \) and mobilities \( B \) and \( \lambda \) have the same linear temperature dependence given by

\[
\Theta(T) = \Theta(T_0)[1 + \alpha_T(T - T_0)],
\]

where \( T_0 \) and \( T \) are the reference temperature (\( T_0 = 25^\circ C \)) and the temperature (°C), respectively, \( \Theta(T) \) corresponds to either \( \sigma_w(T), B(T), \) or \( \lambda(T) \). \( \Theta(T_0) \) corresponds to the same property at the reference temperature \( T_0 \), and the sensitivity \( \alpha_T \) is in the range of 0.019–0.022°C (e.g., Revil et al., 2018). Equation 13 has been developed as an alternative to the Arrhenius law to determine the effect of the temperature on the mobility of the charge carriers. Because, in a porous medium, liquid pore water exists down to the eutectic temperature, equation 13 still applies down to this temper-

### Table 6. Relaxation time for experiment 4 (magnetite).

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( \tau_1 ) (s)</th>
<th>( \tau_2 ) (s)</th>
<th>( c_1 ) (–)</th>
<th>( c_2 ) (–)</th>
<th>( M ) (–)</th>
<th>( \sigma_{po} ) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.4121</td>
<td>0.0002755</td>
<td>0.7847</td>
<td>0.5030</td>
<td>0.2378</td>
<td>0.8759</td>
<td>0.4290</td>
</tr>
<tr>
<td>15</td>
<td>0.4448</td>
<td>0.0002796</td>
<td>0.7882</td>
<td>0.5252</td>
<td>0.2409</td>
<td>0.7789</td>
<td>0.3976</td>
</tr>
<tr>
<td>10</td>
<td>0.5922</td>
<td>0.0003055</td>
<td>0.7848</td>
<td>0.4855</td>
<td>0.2456</td>
<td>0.6930</td>
<td>0.3992</td>
</tr>
<tr>
<td>5</td>
<td>0.5945</td>
<td>0.0003049</td>
<td>0.8283</td>
<td>0.4841</td>
<td>0.2463</td>
<td>0.5979</td>
<td>0.4183</td>
</tr>
<tr>
<td>2</td>
<td>0.5663</td>
<td>0.0003421</td>
<td>0.7692</td>
<td>0.5261</td>
<td>0.2441</td>
<td>0.5459</td>
<td>0.3305</td>
</tr>
<tr>
<td>0</td>
<td>0.6309</td>
<td>0.0003386</td>
<td>0.7569</td>
<td>0.5003</td>
<td>0.2419</td>
<td>0.5132</td>
<td>0.3499</td>
</tr>
<tr>
<td>−2</td>
<td>0.6998</td>
<td>0.0003605</td>
<td>0.7740</td>
<td>0.5092</td>
<td>0.2422</td>
<td>0.4834</td>
<td>0.2962</td>
</tr>
<tr>
<td>−4</td>
<td>0.7340</td>
<td>0.0003464</td>
<td>0.7695</td>
<td>0.5057</td>
<td>0.2431</td>
<td>0.4537</td>
<td>0.3287</td>
</tr>
<tr>
<td>−5</td>
<td>0.8601</td>
<td>0.0003986</td>
<td>0.7510</td>
<td>0.4800</td>
<td>0.2451</td>
<td>0.4404</td>
<td>0.4223</td>
</tr>
<tr>
<td>−8</td>
<td>1.696</td>
<td>0.001692</td>
<td>0.8347</td>
<td>0.4918</td>
<td>0.2393</td>
<td>0.1277</td>
<td>0.2204</td>
</tr>
<tr>
<td>−10</td>
<td>2.327</td>
<td>0.002266</td>
<td>0.7976</td>
<td>0.4842</td>
<td>0.2417</td>
<td>0.09825</td>
<td>0.1780</td>
</tr>
<tr>
<td>−12</td>
<td>3.425</td>
<td>0.003984</td>
<td>0.7765</td>
<td>0.4529</td>
<td>0.2494</td>
<td>0.06497</td>
<td>0.1932</td>
</tr>
<tr>
<td>−15</td>
<td>4.946</td>
<td>0.006974</td>
<td>0.7709</td>
<td>0.4276</td>
<td>0.2527</td>
<td>0.04436</td>
<td>0.3001</td>
</tr>
<tr>
<td>−18</td>
<td>6.418</td>
<td>0.01073</td>
<td>0.8101</td>
<td>0.4719</td>
<td>0.2500</td>
<td>0.02817</td>
<td>0.2730</td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using a double Cole-Cole function (see Appendix A).

### Table 7. Relaxation time for experiment 5 (graphitic-rich soil).

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( \tau_1 ) (s)</th>
<th>( \tau_2 ) (s)</th>
<th>( c_1 ) (–)</th>
<th>( c_2 ) (–)</th>
<th>( M ) (–)</th>
<th>( \sigma_{po} ) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>1.65e-05</td>
<td>0.996</td>
<td>0.0917</td>
<td>0.288</td>
<td>0.221</td>
<td>0.387</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>1.5e-05</td>
<td>0.959</td>
<td>0.0881</td>
<td>0.276</td>
<td>0.196</td>
<td>0.401</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.05e-05</td>
<td>0.894</td>
<td>0.0741</td>
<td>0.315</td>
<td>0.182</td>
<td>0.284</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.74e-05</td>
<td>0.964</td>
<td>0.0828</td>
<td>0.289</td>
<td>0.151</td>
<td>0.31</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.76e-05</td>
<td>0.954</td>
<td>0.0911</td>
<td>0.263</td>
<td>0.134</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>1.93e-05</td>
<td>0.965</td>
<td>0.118</td>
<td>0.237</td>
<td>0.12</td>
<td>0.346</td>
<td></td>
</tr>
<tr>
<td>−2</td>
<td>2.05e-05</td>
<td>0.971</td>
<td>0.0984</td>
<td>0.249</td>
<td>0.114</td>
<td>0.412</td>
<td></td>
</tr>
<tr>
<td>−4</td>
<td>4.14e-05</td>
<td>0.944</td>
<td>0.19</td>
<td>0.541</td>
<td>0.0159</td>
<td>0.312</td>
<td></td>
</tr>
<tr>
<td>−5</td>
<td>4.57e-05</td>
<td>0.904</td>
<td>0.191</td>
<td>0.558</td>
<td>0.0112</td>
<td>0.492</td>
<td></td>
</tr>
<tr>
<td>−8</td>
<td>0.000179</td>
<td>0.893</td>
<td>0.813</td>
<td>0.664</td>
<td>0.00584</td>
<td>0.487</td>
<td></td>
</tr>
<tr>
<td>−10</td>
<td>0.000283</td>
<td>0.899</td>
<td>0.85</td>
<td>0.716</td>
<td>0.00411</td>
<td>0.418</td>
<td></td>
</tr>
<tr>
<td>−12</td>
<td>0.000444</td>
<td>0.896</td>
<td>0.83</td>
<td>0.757</td>
<td>0.00295</td>
<td>0.538</td>
<td></td>
</tr>
<tr>
<td>−15</td>
<td>0.000652</td>
<td>0.895</td>
<td>0.917</td>
<td>0.772</td>
<td>0.00174</td>
<td>1.42</td>
<td></td>
</tr>
<tr>
<td>−18</td>
<td>0.000847</td>
<td>0.809</td>
<td>0.911</td>
<td>0.815</td>
<td>0.00112</td>
<td>1.22</td>
<td></td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using a double Cole-Cole function described in Appendix A.
ature. In this case, the value of \( \sigma_T \) can be fixed by the value of the eutectic temperature, i.e., the temperature at which all of the water and salt would crystallize. Indeed, at this temperature, the conductivity of the water is expected to go to zero. The eutectic temperature \( T_E \) is close to \(-21^\circ C\) for NaCl. This value of the eutectic temperature is exactly predicted for \( \sigma_T = 1/(T_E + \theta) = 0.0217^\circ C\). In equation 10, the temperature dependence of the pore water conductivity is controlled by the temperature dependence of the ionic mobilities of the cations and anions.

If the polarization of the background material is weak (e.g., sand), we will consider that its conductivity is given by equation 10 and that the chargeability of this background is much smaller than the chargeability associated with the metallic particles, i.e., \( M_b \ll (9/2)\rho_m \). Therefore, we will neglect this background chargeability below.

### Table 8. Relaxation time for experiment 6 (pyrite).

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( t_1 ) (s)</th>
<th>( t_2 ) (s)</th>
<th>( c_1 ) (−)</th>
<th>( c_2 ) (−)</th>
<th>( M ) (−)</th>
<th>( \sigma_{\infty} ) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.0681</td>
<td>1.19e+08</td>
<td>0.839</td>
<td>0.58</td>
<td>0.68</td>
<td>0.0618</td>
<td>0.575</td>
</tr>
<tr>
<td>15</td>
<td>0.0622</td>
<td>—</td>
<td>0.811</td>
<td>—</td>
<td>—</td>
<td>0.0566</td>
<td>0.7</td>
</tr>
<tr>
<td>10</td>
<td>0.0638</td>
<td>—</td>
<td>0.806</td>
<td>—</td>
<td>—</td>
<td>0.059</td>
<td>0.502</td>
</tr>
<tr>
<td>5</td>
<td>0.0677</td>
<td>2.2e-09</td>
<td>0.805</td>
<td>0.465</td>
<td>0.658</td>
<td>0.0467</td>
<td>0.446</td>
</tr>
<tr>
<td>2</td>
<td>0.0665</td>
<td>2.59e-09</td>
<td>0.801</td>
<td>0.552</td>
<td>0.665</td>
<td>0.0446</td>
<td>0.342</td>
</tr>
<tr>
<td>—</td>
<td>0.0711</td>
<td>15.7e-08</td>
<td>0.798</td>
<td>0.597</td>
<td>0.642</td>
<td>0.0405</td>
<td>0.467</td>
</tr>
<tr>
<td>—</td>
<td>0.0716</td>
<td>4.97e-08</td>
<td>0.811</td>
<td>0.686</td>
<td>0.64</td>
<td>0.0396</td>
<td>0.386</td>
</tr>
<tr>
<td>—</td>
<td>0.589</td>
<td>1.73e-06</td>
<td>0.802</td>
<td>0.888</td>
<td>0.729</td>
<td>0.00741</td>
<td>0.339</td>
</tr>
<tr>
<td>—</td>
<td>10.21</td>
<td>3.25e-06</td>
<td>0.783</td>
<td>0.929</td>
<td>0.814</td>
<td>0.00335</td>
<td>0.399</td>
</tr>
<tr>
<td>—</td>
<td>15.385</td>
<td>5.97e-06</td>
<td>0.887</td>
<td>0.998</td>
<td>0.799</td>
<td>0.00139</td>
<td>2.89</td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using a double Cole-Cole function described in Appendix A.

### Table 9. Relaxation time for experiment 8 (graphitic sandstone).

<table>
<thead>
<tr>
<th>( T ) (°C)</th>
<th>( t_1 ) (s)</th>
<th>( t_2 ) (s)</th>
<th>( c_1 ) (−)</th>
<th>( c_2 ) (−)</th>
<th>( M ) (−)</th>
<th>( \sigma_{\infty} ) (S/m)</th>
<th>rms (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>0.054961</td>
<td>0.000879</td>
<td>0.46509</td>
<td>0.84385</td>
<td>0.29342</td>
<td>0.17114</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.051829</td>
<td>0.000856</td>
<td>0.45682</td>
<td>0.82697</td>
<td>0.30064</td>
<td>0.00016592</td>
<td>0.14612</td>
</tr>
<tr>
<td>10</td>
<td>0.058884</td>
<td>0.000860</td>
<td>0.45879</td>
<td>0.84266</td>
<td>0.30662</td>
<td>0.00014181</td>
<td>0.012848</td>
</tr>
<tr>
<td>5</td>
<td>0.059955</td>
<td>0.000838</td>
<td>0.45704</td>
<td>0.84484</td>
<td>0.31615</td>
<td>0.00011946</td>
<td>0.011235</td>
</tr>
<tr>
<td>2</td>
<td>0.063294</td>
<td>0.000833</td>
<td>0.4508</td>
<td>0.84447</td>
<td>0.32226</td>
<td>0.00010731</td>
<td>0.010211</td>
</tr>
<tr>
<td>0</td>
<td>0.061448</td>
<td>0.000832</td>
<td>0.45294</td>
<td>0.84615</td>
<td>0.32646</td>
<td>9.9507e-05</td>
<td>9.8300e-03</td>
</tr>
<tr>
<td>—</td>
<td>0.060448</td>
<td>0.000808</td>
<td>0.45289</td>
<td>0.8495</td>
<td>0.33149</td>
<td>9.2355e-05</td>
<td>9.2800e-03</td>
</tr>
<tr>
<td>—</td>
<td>0.041363</td>
<td>0.000656</td>
<td>0.45829</td>
<td>0.87792</td>
<td>0.40098</td>
<td>3.9143e-05</td>
<td>5.0500e-03</td>
</tr>
<tr>
<td>—</td>
<td>0.036761</td>
<td>0.000577</td>
<td>0.44533</td>
<td>0.88877</td>
<td>0.46116</td>
<td>2.4550e-05</td>
<td>3.5300e-03</td>
</tr>
<tr>
<td>—</td>
<td>0.03418</td>
<td>0.000541</td>
<td>0.44304</td>
<td>0.89262</td>
<td>0.49590</td>
<td>1.8909e-05</td>
<td>2.8900e-03</td>
</tr>
<tr>
<td>—</td>
<td>0.031666</td>
<td>0.000487</td>
<td>0.43121</td>
<td>0.89689</td>
<td>0.59170</td>
<td>1.0245e-05</td>
<td>1.7800e-03</td>
</tr>
</tbody>
</table>

Note: The Cole-Cole parameters are determined using a double Cole-Cole function described in Appendix A.

### Extension of the background conductivity model in freezing conditions

In freezing conditions, several effects need to be accounted for. For instance, the mobilities and the pore-water conductivity depend linearly on temperature, and this dependence still holds below the freezing temperature. In addition, the saturation of the liquid pore water solution is expected to change and the salt is expected to remain segregated into the liquid pore water because there is low solubility of the salt in the ice (see Hobbs, 2010). In this paper, we assume that the salt remains totally segregated in the liquid water phase. We write \( s_w \) (dimensionless) as the saturation (\( s_w = 1 \) at full liquid water saturation) and \( \theta \) as the volumetric water content. Therefore, the conductivity of the pore water \( \sigma_w \) should be replaced by \( \sigma_w/s_w = \sigma_w \phi/\theta \) below the freezing temperature to account for the increase in the pore-water salinity when the saturation \( s_w \) decreases. In this equation, \( \theta \) denotes the liquid water content (dimensionless) and \( \sigma_w \) is the pore water conductivity at saturation (and therefore at the initial salinity and following the temperature dependence corresponding to equation 13) with the brine used initially for saturating the porous material. Only for temperatures lower than the eutectic temperature (approximately \(-21^\circ C\) for NaCl) are freezing and crystallization for the NaCl/water system simultaneously achieved in the pore space of the porous material.

At this stage, equations 10 and 11 need to show explicitly the dependence of the different properties with the water content. Assuming that the first and second Archie’s exponents of the background material are equal to each other, i.e., \( n = m \) (for further discussion, see Revil, 2013) and assuming the segregation of the salt in the liquid water phase, equations 10 and 11 can be written as

\[
\sigma_{\infty}^b = \theta^{m-1}(\phi \sigma_w + \rho_w \lambda B \lambda \sigma_{CEC}),
\]

\[
\sigma_{0}^b = \theta^{m-1}[\phi \sigma_w + \rho_w (B - \lambda) \lambda \sigma_{CEC}],
\]

\[
M_b = \frac{\rho_w \lambda \sigma_{CEC}}{\theta \sigma_w + \rho_w \lambda \sigma_{CEC}}.
\]

It should be noted that because \( \lambda, B, \) and \( \sigma_w \) have the same temperature dependence, the dependence of \( M_b \) with the temperature comes only from the dependence of the liquid water content \( \theta \) on the temperature below the freezing temperature. The instantaneous and DC conductivities of the mixture and its chargeability are related to the (liquid) water content by

\[
\sigma_{\infty} = \theta^{m-1}(\phi \sigma_w + \rho_w \lambda B \lambda \sigma_{CEC})(1 + 3 \theta m),
\]

\[
\sigma_0 = \theta^{m-1}(\phi \sigma_w + \rho_w (B - \lambda) \lambda \sigma_{CEC}) \times \left(1 - \frac{3}{2} \theta_m \right).
\]
\[ M = \frac{9}{2} \varphi_m + \frac{\rho_g \lambda \text{CEC}}{\theta \sigma_w + \rho_y B \text{CEC}}. \]  

(19)

If the background material is dominated by its bulk pore-water conduction and the background chargeability is small with respect to the chargeability contribution associated with the presence of metallic grains, we can further simplify these equations as

\[ \sigma_b = \theta^{-1} \varphi \sigma_w, \]  

(20)

\[ \sigma_{\infty} = \sigma_b (1 + 3 \varphi_m). \]  

(21)

\[ M \approx \frac{9}{2} \varphi_m. \]  

(22)

\[ \tau_0 \sigma_b \approx a^2 e^{C_0 \varphi / k_b} \exp \left( - \frac{\Delta E}{RT} \right). \]  

(23)

For the experiments reported in the present paper, these assumptions should be obeyed because we used sand as the background material for most of the experiments. Equation 22 indicates that the chargeability should be in the first approximation independent of the temperature. A small second-order effect would be expected because of the dependence of the water content with the temperature in the expression of the background chargeability. Equation 23 indicates that all the relaxation times should have the same temperature dependence.
and therefore that the Cole-Cole exponent should be temperature independent. We can further combine equations 20–23 to obtain the following easily testable equations:

\[
\sigma_\infty = \sigma_m^{-1} \phi (1 + 3\phi_m) \sigma_m (T_0)[1 + \alpha_T (T - T_0)].
\] (24)

\[
\tau_0 \sigma_\infty \approx \frac{d^2 \varepsilon^2 C_m^0}{k_b}(1 + 3\phi_m) \exp \left( -\frac{\Delta E}{RT} \right).
\] (25)

The last step of our approach is to connect the water content \(\theta\) to the temperature below the freezing point. Below freezing conditions, the water content of the liquid water is gradually changing into ice as the temperature decreases. This change can be described by a so-called freezing curve. Duvillard et al. (2018) use an empirical freezing curve to describe this constitutive law:

\[
\theta(T) = \begin{cases} 
(\phi - \theta_r) \exp \left( -\frac{T - T_F}{T_C} \right) + \theta_r, & T \leq T_F \\
\phi, & T > T_F
\end{cases}
\] (26)

to describe this transition with the temperatures expressed in °C. Equation 26 is purely empirical but will be of paramount importance to capture the change of the conductivity trend shown for instance in Figure 2. Because conductivity depends on the liquid water content and the liquid water content depends on temperature, equation 26 offers a bridge to connect electrical conductivity to temperature. In equation 26, \(\theta_r\) denotes the residual water content, when \(T < T_F\), \(T_F\) denotes the liquidus or freezing point/temperature, \(T_C\) denotes a characteristic temperature controlling the transition between the unfrozen state and the frozen state, and \(\phi - \theta_r\) denotes the maximum volumetric ice content at low temperatures. The residual water content \(\theta_r\) is dependent on the physicochemical properties of the soil such as specific surface area and the surface charge density (e.g., Anderson and Tice, 1972). Equation 26 supports the hypothesis that the residual water content is formed essentially by a sorbed water film (bound water) at the interface between the ice and the surface of the mineral grains (Dash et al., 1995). The residual pore water disappears at the eutectic temperature. The effect of the initial salt concentration on the freezing temperature \(T_F\) itself can be determined from the empirical equation proposed by Potter et al. (1978).

Based on a previous model, four predictions can be made, which are tested below in detail against our new experimental data. (1) The Cole-Cole exponent is temperature independent as long as all the relaxation times have the same temperature dependence. A small effect is expected if each relaxation time depends on the water content in each pore and if the liquid water content/temperature relationship depends on the pore size. (2) The chargeability is temperature independent as long as the effect of the background chargeability is negligible. Otherwise, we expect an effect of the temperature on the background chargeability through its dependence with the liquid water content (itself a function of temperature). In our experiments, we expect this effect to be small if not negligible because the amount of metallic particle is large. (3) The product of the instantaneous conductivity of the material (mixture) and the Cole-Cole relaxation time is expected to be weakly dependent on temperature. (4) The instantaneous conductivity of the mixture depends on temperature according to the exponential freezing curve combined with the effect of the temperature on the mobility of the charge carriers.

**Numerical modeling**

In addition to the analytical model described above, we performed numerical modeling of the problem by following the procedure of Abdulsalam et al. (2017) to solve the Poisson-Nernst-
Planck equations. For these 2D simulations, we considered a metallic particle surrounded by a background material undergoing freezing. The fundamental equations are summarized by Abdulmamad et al. (2017) and Revil et al. (2018) and will not be repeated here. They are solved with the finite-element method. We use equations 20 and 26 to model the effect of the temperature on the background conductivity.

MATERIALS AND METHODS

Materials

We use a new collection of eight samples described in Tables 1 and 2. These samples were chosen to cover a range of metallic particles including semiconductors (pyrite and magnetite), a semimetal (graphite), and a metal (lead with galena). We also considered fine...

Figure 12. Chargeability determined as the median of the chargeability data for the whole temperature range and the volume fraction of metallic particles mixed with sand (see Table 2). The two curves are labeled as 1 (with the polarizing background) and 2 (without the polarizing background), respectively (see equation 2 with and without $M_p$, respectively). The data from the present paper correspond to chalcopyrite (experiment 1), galena (experiment 2), graphite (experiment 3), magnetite (experiment 4), and pyrite (experiment 6). The new data correspond to the median values of $M$ for experiments 1–8. Reference data were taken from Pelton et al. (1978), Mahan et al. (1986), Phillips (2010), and Gurin et al. (2015).

Figure 13. Evolution of the Cole-Cole exponent $c_1$ as a function of the temperature for chalcopyrite (experiment 1), graphitic sandstone (experiment 8), galena (experiment 2), graphitic soil (experiment 5), and pyrite (experiment 6), all fitted with a double Cole-Cole function as described in Appendix A. The horizontal lines correspond to the mean value of the low-frequency Cole-Cole exponent $c_1$ determined above the freezing temperature. For the chalcopyrite and the graphitic soil, we observe a significant decrease in the low-frequency Cole-Cole exponent below the freezing temperature. Otherwise, the Cole-Cole exponent seems to be independent of the temperature.

Figure 14. Evolution of the Cole-Cole exponent as a function of the temperature for graphite and magnetite. The Cole-Cole exponents seem to be independent of the temperature.
and coarse particles that are supposed to polarize at high and low frequencies, respectively. For each sample, we investigated a single salinity; therefore, a total of eight experiments were performed (Table 2) and a total of 94 spectra were obtained.

Five experiments were performed by using sand as the background material (the properties are summarized in Table 1) mixed with either a block of chalcopyrite, galena, graphite, magnetite, or pyrite. Two additional experiments were performed with graphitic soil and graphitic sandstone, both taken at Val Thorens in the French Alps. Finally, one experiment was performed for the sand used as the background in the experiments mentioned above.

**Frequency-domain measurements**

The experiments were performed with a temperature-controlled bath (KISS K6, Huber, dimensions $210 \times 400 \times 546$ mm, bath volume 4.5 L). The spectra were obtained with a ZEL-SIP04-V02 impedance meter (Zimmermann et al., 2007). The frequency-domain measurements were performed from 10 mHz to 45 kHz. Because this instrument has been broadly described in our previous papers, we will keep the presentation of the metrological aspects to the minimum level in this paper. Interested readers can find more information in Revil et al. (2017a). The sample holder is a plastic tube with the two current electrodes A and B located at the end faces. The voltage electrodes are located on the side of the sample holder. The conversion of the measured impedance into the complex conductivity was performed using a geometric factor $K$ (m$^{-1}$) depending on the geometry of the electrodes ($K = L/A = 36.1$ m$^{-1}$ in the present case, where $A$ is the surface area of a cross section of the cylindrical core sample and $L$ is the distance between the two voltage electrodes M and N). For all of the experiments with the exception of graphite, we have a core sample with an inner diameter of $d = 4.6$ cm ($A = 16.6$ cm$^2$) and a length of $L = 6.0$ cm between M and N (for the graphite core sample, we have $d = 4.6$ cm, $L = 8.5$ cm, and $K = 51.15$ m$^{-1}$).

A voltage of 1 V was applied to the core samples during all of the measurements. The sample holder is placed in a heat-resistant insulating bag, which is itself immersed in the temperature-controlled bath described above. The temperature of this bath is controlled with a precision of approximately 0.1°C. Glycol is used as the heat carrying fluid. At each temperature, we allow enough time for the system to stabilize in temperature. This stabilization is checked by measuring the temperature over time using a set of thermocouples located in the bath, bag, and on the core sample holder.

The temperature range investigated in the present study is $+20$°C to $–15$°C, and for some experiments, below $–18$°C (for details, see

---

**Figure 15.** Evolution of the (total) chargeability $M$ as a function of the temperature for chalcopyrite (experiment 1), graphite (experiment 3), and magnetite (experiment 4), all fitted with a double Cole-Cole function described in Appendix A. The horizontal lines are determined from the mean chargeability values above the freezing temperature.

**Figure 16.** Evolution of the instantaneous conductivity as a function of the temperature. The data determined from the double Cole-Cole fit of the data on galena (experiment 2) and (experiment 6) are shown in blue below the freezing temperature and in red above the freezing temperature.
Table 2). Below the freezing temperature, the ice in the sample is supposed to be homogeneously distributed because we wait for thermal equilibrium. The conductivity of the background material is shown in Figure 2. The typical frequency-domain spectra are shown in Figures 3, 4, 5, 6, 7, 8, and 9. For chalcopyrite and graphite (experiments 1 and 3), the spectra exhibit two peaks, whereas the other investigated materials show a dominant peak. For experiment 6 (graphite-rich soil), the data show a high-frequency polarization mechanism.

The inversion of the complex conductivity spectra in terms of the Cole-Cole parameters was done with the approach discussed in Appendix A using a procedure based on a Bayesian technique. The Cole-Cole parameters for the seven experiments involving metallic particles are reported in Tables 3, 4, 5, 6, 7, 8, and 9. The two examples of the fit using a double Cole-Cole function for data exhibiting clearly a double peak are shown in Figures 10 (chalcopyrite) and 11 (graphite). The dependence between the chargeability (the median value over the whole temperature range) and the volume content of the metallic particles is shown in Figure 12 and agrees fairly well with the prediction of equation 2.

RESULTS

Cole-Cole exponent

The influence of the temperature on the Cole-Cole exponent is shown in Figures 13 and 14. In these figures, we plot the evolution of the Cole-Cole exponent against the temperature. Generally speaking, we observe no strong dependence of the Cole-Cole exponent with the temperature (with the exception of the chalcopyrite
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Figure 17. Evolution of the instantaneous conductivity as a function of the temperature. The data determined from the double Cole-Cole fit of the data on chalcopyrite (experiment 1) and graphite sandstone (experiment 8) are shown in blue below the freezing temperature and in red above the freezing temperature.

Figure 18. Evolution of the instantaneous conductivity as a function of temperature. The data determined from the double Cole-Cole fit of the data on graphite (experiment 3) and magnetite (experiment 4) are shown in blue below the freezing temperature and in red above the freezing temperature.
and the graphitic soils). When the Cole-Cole exponent is temperature independent, this means in turn that all of the relaxation times forming the relaxation time probability distribution have (at least roughly) the same temperature dependence.

**Chargeability**

In Figure 15, we plot the chargeability of the experiments performed with metallic particles as a function of the temperature. Again, we see that at first approximation, the chargeability does not depend on the temperature. The graphitic soil and the chalcopyrite show a small increase in their chargeability below the freezing temperature. The observations are therefore generally consistent with our model in which the chargeability is controlled by the volumetric content of metallic particles, a property that obviously does not depend on temperature.

**Instantaneous conductivity**

In Figures 16, 17, 18, and 19, we plot the instantaneous conductivity of the experiments with metallic particles as a function of the temperature. Here, as expected, we see a very strong effect of the freezing conditions regarding the slope of the trend between the conductivity and the temperature. This abrupt change is indeed very well observed in the data. According to our model, the change of slope is a direct effect of the change in the liquid water content and

![Figure 19](image1.png)  
Figure 19. Evolution of the instantaneous conductivity as a function of the temperature. The data determined from the double Cole-Cole fit of the data on the graphitic soil (experiment 5) are shown in blue below the freezing temperature and in red above the freezing temperature. The lower figure shows all of the data with the sand as a background and normalized by the value of the instantaneous conductivity at 20°C.

![Figure 20](image2.png)  
Figure 20. Evolution of relaxation times as a function of the temperature for magnetite (experiment 4) and galena (experiment 2). In this experiment, the main relaxation time is the high-frequency relaxation time. The gray band shows that the variation of the product of the instantaneous conductivity and the relaxation time is nearly constant with respect to the temperature. This indicates that the relaxation time depends on the inverse of the background conductivity. The arrows refer to the side of the graph regarding the numerical values.
the transformation of the liquid water into ice in the pore space of the material. We see that the data are very well fitted by the model. Above 0°C, we obtain a linear temperature dependence coefficient in the range 0.018–0.021/°C, whereas below the freezing temperature, the exponential freezing curve properly fits the observed data. The fitting parameters are reported in the figures. Figure 16, 17, 18 and 19 also shows that all of the data corresponding to the experiments performed with the sand as background can be superposed when normalized to the (instantaneous) conductivity at 20°C.

Relaxation time

The last parameter to investigate is the product of the instantaneous conductivity and the relaxation time as a function of the temperature. The results are shown in Figures 20, 21, and 22. We clearly observe that the relaxation time is a strong function of the temperature below the freezing point. More precisely, the relaxation time is observed to strongly increase when the instantaneous conductivity (proportional to the background conductivity) of the material strongly decreases. If we calculate the product of the instantaneous conductivity and the relaxation time, we observe that this product does not change too much with the temperature (at least by comparison with the dependence of the relaxation time alone with \( T \)) as expected from our model. This implies in turn that for the temperature range investigated, the concentration of the charge carrier is temperature independent and that the relaxation time does not depend on the mobility of the charge carriers in the metallic particles. Figures 23 and 24 show that the low-frequency relaxation time is essentially inversely proportional to the instantaneous conductivity of the background. The product of these two properties depends only on the product of the grain size of the metallic particle and the instantaneous conductivity.
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Figure 21. Evolution of the relaxation times as a function of the temperature for the graphitic soil (experiment 5) and pyrite (experiment 6). In this experiment, the main relaxation time is the low-frequency relaxation time. The gray band shows that the variation of the product of the instantaneous conductivity and the relaxation time is nearly constant with respect to the temperature. This indicates that the relaxation time depends on the inverse of the background conductivity.

Figure 22. Evolution of the relaxation times as a function of the temperature for chalcopyrite (experiment 1) and graphite (experiment 3). The gray band shows that the variation of the product of the instantaneous conductivity and the relaxation time is nearly constant with respect to the temperature.
and the charge concentration inside the metallic particles (see equation 25). However, this inverse relationship suffers some exceptions. For instance, the relationship between the Cole-Cole relaxation time and the instantaneous conductivity does not hold for the graphitic sandstone.

**Results of the numerical simulations**

The parameters used for the numerical simulations are reported in Table 10. In Figure 24, we observe the modeling of the spectral IP response in terms of the relationship between the relaxation time and the instantaneous conductivity of the metallic grain in the porous background. In Figure 25, we represent the instantaneous conductivity and the relaxation time versus the temperature. We see that the numerical modeling is consistent with the laboratory observations in showing that the relaxation time is inversely proportional to the instantaneous conductivity of the mixture.

**Figure 23.** Relationship between the instantaneous conductivity and the low-frequency relaxation time for all of the samples with sand as the background. We observe that at first approximation, the low-frequency relaxation time is inversely proportional to the instantaneous conductivity of the material. In the equation $\tau_1 = \frac{d}{\sigma_\infty}$, $d$ is a fitting constant for each material.

**Figure 24.** Relationship between the instantaneous conductivity and the low-frequency relaxation time for the graphitic soil and the graphitic sandstone from Val Thorens. We observe that at first approximation, the low-frequency relaxation time is inversely proportional to the instantaneous conductivity of the material.

**Figure 25.** Results of the finite element numerical model. (a) Instantaneous conductivity versus temperature. (b) Relaxation time versus temperature. We observe that these curves very well reproduce the experimental results.
Table 10. Parameters used for the finite-element simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_{(-)}$</td>
<td>$1.7 \times 10^{-9}$ m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$D_{(+)}$</td>
<td>$1.1 \times 10^{-9}$ m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$D^w_{(+)} = D^m_{(-)}$</td>
<td>$2.9 \times 10^{-5}$ m$^2$s$^{-1}$</td>
</tr>
<tr>
<td>$C^{w(+)} = C^{m(-)}$</td>
<td>$2.8 \times 10^{22}$ m$^{-3}$</td>
</tr>
<tr>
<td>$T_0$</td>
<td>298 K</td>
</tr>
<tr>
<td>$\varepsilon_0$</td>
<td>$8.81 \times 10^{-12}$ F/m</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>10.9$\varepsilon_0$</td>
</tr>
<tr>
<td>$\rho$</td>
<td>80$\varepsilon_0$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>0.05</td>
</tr>
<tr>
<td>$T_F$</td>
<td>$-2^\circ$C</td>
</tr>
<tr>
<td>$T_C$</td>
<td>$-1^\circ$C</td>
</tr>
<tr>
<td>$A$</td>
<td>500 µm</td>
</tr>
</tbody>
</table>

Note: The quantity $C^{m(+)}_{eq}$ denotes the charge concentration in the semiconductor grain at equilibrium state; $D^m_{(+)}$ denotes the diffusion coefficients of the charge carriers in the metallic particle; $D_{(+)}$ denotes the diffusion coefficients of cations and anions in the solution; and $\varepsilon_0, \varepsilon_S,$ and $\varepsilon_w$ denote the permittivity of the free space, the permittivity of the metallic grain, and the permittivity of the electrolyte, respectively (their temperature dependence is small and neglected). The quantity $\theta$ denotes the porosity of the background, and $T_F$ and $T_C$ denote the two temperatures in the exponential freezing law (equation 26). The instantaneous conductivity of the metallic grain is 10 S m$^{-1}$ (at 25°C), whereas the conductivity of the solution at 25°C is 1.1 mS m$^{-1}$ (background, and the Cole-Cole relaxation time is essentially constant with respect to the temperature). (4) The instantaneous conductivity of the metallic grain is temperature independent. (2) The chargeability is temperature independent. (3) Below the freezing temperature, the Cole-Cole relaxation time strongly increases when temperature decreases. The product of the instantaneous conductivity of the material (mixture) and the Cole-Cole relaxation time is essentially constant with respect to the temperature. (4) The instantaneous conductivity of the mixture depends on temperature according to the exponential freezing curve. Our experiments were performed with sand as the background to test the prediction of our model in a simple background. In the future, we could use a more realistic background to test further the predictions of the model including in crystalline rocks.

CONCLUSION

New complex conductivity measurements have been performed to determine the effect of freezing on the complex conductivity spectra in the frequency range in which properties of IP dominate. These spectra could be fitted with a Cole-Cole model; thus, most of the tests look at the effect of temperature higher and lower than the freezing point on the Cole-Cole parameters. In doing so, we have modeled the relationship between the (volumetric) water content and the temperature using an exponential freezing curve. We have further assumed that the salt remains segregated in the liquid water phase below the eutectic temperature. The results and theory mostly agree with respect to four predictions. (1) The Cole-Cole exponent is temperature independent. (2) The chargeability is temperature independent. (3) Below the freezing temperature, the Cole-Cole relaxation time strongly increases when temperature decreases. The product of the instantaneous conductivity of the material (mixture) and the Cole-Cole relaxation time is essentially constant with respect to the temperature. (4) The instantaneous conductivity of the mixture depends on temperature according to the exponential freezing curve. Our experiments were performed with sand as the background to test the prediction of our model in a simple background. In the future, we could use a more realistic background to test further the predictions of the model including in crystalline rocks.
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APPENDIX A

DOUBLE COLE-COLE PARAMETERIZATION

Because several types of double Cole-Cole models have been proposed in the literature, it is important to provide a complete description of the model that we used in this paper and the rationale for this model. As discussed in the main text and for a single polarization mechanism, a single Cole-Cole complex conductivity model is written as

$$\sigma^* = \sigma_\infty \left(1 - \frac{M}{(i\omega\tau_i)^{\alpha_i}}\right), \quad (A-1)$$

where $\sigma^*$ denotes the complex conductivity, $\omega$ is the angular frequency, $\sigma_\infty$ denotes the instantaneous conductivity (S/m), and $M = (\sigma_\infty - \sigma_0)/\sigma_\infty$ denotes the chargeability. A generalization of this equation for $K$ distributions is given by

$$\sigma^* = \sigma_\infty \left(1 - \sum_{k=1}^{K} \frac{M_k}{1 + (i\omega\tau_k)^{\alpha_k}}\right), \quad (A-2)$$

$$M_k = \frac{\sigma_k^\infty - \sigma_k^0}{\sigma_\infty}. \quad (A-3)$$

For two distinct polarization processes, we have

$$\sigma^* = \sigma_\infty \left(1 - \frac{M_1}{1 + (i\omega\tau_1)^{\alpha_1}} - \frac{M_2}{1 + (i\omega\tau_2)^{\alpha_2}}\right), \quad (A-4)$$

$$\sigma_\infty = \sigma_1^\infty + \sigma_2^\infty, \quad (A-5)$$

$$\sigma_0 = \sigma_1^0 + \sigma_2^0, \quad (A-6)$$

where $M_1$ and $M_2$ are the chargeabilities, $c_1$ and $c_2$ are the two Cole-Cole exponents (dimensionless), and $\tau_1$ and $\tau_2$ are the (relaxation) time constants (s). Indexes 1 and 2 refer to lower and higher frequency dispersions, respectively. If the global chargeability is defined by $M = (\sigma_\infty - \sigma_0)/\sigma_\infty$, we have

$$M_1 + M_2 = \frac{\sigma_1^\infty - \sigma_1^0}{\sigma_\infty} + \frac{\sigma_2^\infty - \sigma_2^0}{\sigma_\infty}. \quad (A-7)$$
\[ M_1 + M_2 = \frac{\sigma_1^2 + \sigma_2^2 - (\sigma_1^2 + \sigma_2^2)}{\sigma_0^2} = M, \] (A-8)

and because \( 0 \leq M \leq 1 \), we have \( 0 \leq M_1 + M_2 \leq 1 \). The two Cole-Cole distributions can be due to two different grain sizes. Another possibility is that the high-frequency polarization is from field-induced DL relaxations and the low-frequency polarization is from the polarization of the particle itself for large grains (see Figure 1). For small grains, the low-frequency polarization may be from the field-induced DL polarization.

The complex conductivity spectra can be inverted using this double Cole-Cole model and the nonlinear iterative method proposed by Mosegaard and Tarantola (1995), which is based on a Markov chain Monte Carlo sampling algorithm. The Bayesian approach describes the prior information that we have on the model vector, using a probability density \( P(m) \), where \( m \) denotes the model vector of unknown parameters \( m = [\log(\sigma_0); M_1; \log(c_1), \log(r_1); M_2; \log(c_2), \log(r_2)] \). Then, the algorithm combines this information with the observed data vector \( d_{\text{obs}} \) and with the information provided by the double Cole-Cole model, \( L(m) \), as described in equation A-1. In Bayesian theory, the posterior probability density \( \sigma(m) \) equals the prior probability density \( P(m) \) times a likelihood function \( L(m) \), which measures the fit between observed data and data predicted from the model vector \( m \), i.e., \( \sigma(m) = kP(m)L(m) \), where \( k \) is a normalization constant. We describe the complex conductivity results by a vector of observed values \( d_{\text{obs}} \) with Gaussian experimental uncertainties. We consider the case of independent, identically distributed Gaussian uncertainties. Then, the likelihood function describing the experimental uncertainties is given by

\[ L(m) = k \exp \left( -\frac{S(m)}{s^2} \right), \] (A-9)

where \( s^2 \) is the total noise variance and the misfit function is given by

\[ S(m) = \frac{1}{2} \sum_{i=1}^{n} (g'(m) - d_{\text{obs}}^i)^2, \] (A-10)

where \( d \) is the data vector, \( g(m) = \rho^* \) is the forward-modeling function, and \( s^2 \) is the same for all data values. The acceptance probability for a perturbed model then becomes

\[ P_{\text{accept}} = \begin{cases} 
\exp \left( -\frac{\Delta S}{s^2} \right) & \text{if } S(m_{\text{new}}) \leq S(m_{\text{old}}) \\
1 & \text{if } S(m_{\text{new}}) > S(m_{\text{old}})
\end{cases}, \] (A-11)

where \( \Delta S = S(m_{\text{new}}) - S(m_{\text{old}}) \). The observed data used in the inversion process were the real and imaginary parts of the complex conductivity calculated from the amplitude and phase values measured at different frequencies. We assume that the standard deviation \( s \) is equal to 10% of the measured complex resistivity values (i.e., corresponding to the maximum of the experimental error). Locally, uniform law (the probability distribution is constant over an interval \([0, 1]\) and vanishes elsewhere) is used to describe the prior probability density of the model parameters. The interval ranges for the Cole-Cole model parameters are \( \rho_0 = [0.01, 100] \), \( 2m, m_1, m_2, m_3, c_1, c_2, \) and \( c_3 \) have the same interval \([0, 1]\), \( \tau_1 = [10^{-3}, 10^3] \) s, \( \tau_2 = [10^{-6}, 10^1] \) s, and \( \tau_3 = [10^{-15}, 10^{-5}] \) s. At the end of the inversion algorithm, we compute the root-mean-square (rms) error to quantify the fit quality:

\[ \text{rms} = \frac{1}{n} \sqrt{\frac{1}{n} \sum_{i=1}^{n} (g'(m) - d_{\text{obs}}^i)^2}, \] (A-12)

where \( n \) denotes the number of measurements (see Tables 3–9).
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