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Abstract—Much progress can be expected in the domain of Unmanned Aerial Vehicle (UAV) communication by the next decade. The cooperation between multiple UAVs in the air exchanging data among themselves can naturally form a Flying Ad hoc Network (FANET). Such networks can be the key support to accomplish several kinds of missions while providing the required assistance to terrestrial networks. However, they are confronted with many challenges and difficulties, which are due to the high mobility of UAVs, the frequent packet losses, and the weak links between UAVs, all affecting the reliability of the data delivery. Furthermore, the unbalanced energy consumption may result in earlier UAV failure, and consequently, accelerate the decrease of the network lifetime, thus disrupting the overall network. This paper supports the use of the movement information and the residual energy level of each UAV to guarantee a high level of communication stability while predicting a sudden link breakage prior to its occurrence. A robust route discovery process is used to explore routing paths where the balanced energy consumption, the link breakage prediction, and the connectivity degree of the discovered paths are all considered. The performance of the scheme is evaluated through a series of simulations. The outcomes demonstrate the benefits of the proposed scheme in terms of increasing the lifetime of the network, minimizing the number of path failures, and decreasing the packet losses.

Index Terms—Routing, Energy efficiency, UAV, Connectivity, Simulation, Flooding process.

I. INTRODUCTION

Equipped with wireless communication modules and appropriate sensors, Unmanned Aerial Vehicles (UAVs) can be used as a single connected group and deployed in many civilian and military applications [1]. UAVs are characterized by their high mobility and their adjustable altitudes making them the appropriate candidates to be elected as wireless relays to improve the connectivity and to extend the coverage of a specific area [2], [3]. As a result, the cooperation in an ad hoc fashion between several UAVs to form a Flying Ad hoc Network (FANET) is becoming widely applicable, since most of the UAV applications require more flexibility and versatility in order to be easily deployed [4], [5]. Nevertheless, FANETs face numerous challenges, such as the frequent topology changes in a 3D space due to the high-speed ranges of UAVs resulting in unstable communications between them (i.e., communicating UAVs stay in range for a short period of time) [6]. Another challenging issue is that the lifetime of FANETs is strongly related to the energy constraints imposed by the weight, size, and power consumption of UAVs [7]. Moreover, the energy capacity of UAVs is highly restricted by their on-board batteries that are unable to power UAVs all the time.

Coming soon, the emergence of the fifth generation (5G) wireless systems can be a key support to FANET real-time applications in order to ensure stable and uninterrupted communications [8]. However, some other kinds of applications have a basic need of coordination between UAVs to be carried out efficiently, and in most cases, in a timely manner (e.g., rescue and search missions in disaster areas). Moreover, UAVs can be further exploited in the e-commerce industry [9]. Two critical problems arise: (i) weak connection links between UAVs due to their high mobility, where they can be subjected to packet losses and (ii) the limited energy capacity of UAVs, where the communication links would be frequently interrupted due to the insufficient transmission power. These problems are not simple to be solved due to the unique characteristics of FANETs, such as the dynamic altitude of UAVs, the adopted mobility models, and the network fragmentations [10]. No existing routing FANET solution has resolved these two problems together. For instance, the work in [11] organizes the network into clusters in order to reduce the energy consumption. The next hop cluster-heads (CHs) are selected based on many criteria, such as their energy levels at a given time and the distance separating them from the destination. Nevertheless, this technique does not consider the connectivity degree of the links and, in the case of disconnections, no recovery strategy is adopted. Moreover, as many communications transit via the cluster heads, they tend to be quickly lacking energy and may stop functioning. This disrupts the overall network and causes routing failures. In [12], a trade-off between the optimal number of UAVs to communicate with the destination (base station) and the energy-efficient communication links among the UAVs, in order to achieve optimal energy management. However, this technique does not use any connectivity measurement and it assumes that the UAV can reach any UAV using one-hop communication, which is not conceivable and realistic since
all UAVs have a limited transmission range and they can be far from each other.

Several other energy-efficient proposals adopted in other kinds of networks, such as Wireless Sensor Networks (WSNs) have been proposed in the literature. For instance, the work in [13] increases the wireless network performance by combining an energy-aware simultaneous wireless information and power transfer (SWIPT) routing algorithm with a multi-hop wireless strategy. The authors in [14] proposed an energy-efficient coverage control technique using Practical swarm optimization (PSO) for WSNs. This approach divides an area that comprises several sensors into multiple grids and adjusting their sensing radius according to their energy consumption. Similarly, an energy efficient routing scheme based on clustering is proposed in [15]. Indeed, each CH is elected based on two metrics, such as the residual energy and the distance that separates it from the source. The communications between the source nodes and their CHs are carried out using a single or multi-hop communication and the CHs that the closest ones to the mobile sink are selected to communicate with it. In another context, the work in [16] established the networking of wearable devices (i.e., Micro WSN) using the concept of minimal connected dominating sets (MCDSs) to organize nodes, establish a virtual backbone, transmit data to rescue teams, and reduce the energy consumption of the network. In [17], a combination of the problem of source, routing selection, and channel assignment in multi-source transmission in the interests of improving the throughput.

To overcome the different aforementioned issues and to be more inspired by the discussed proposals, a reliable routing strategy has to be defined while considering the different challenges of FANETs. The key ideas behind this routing strategy is to exploit UAVs in the network to efficiently anticipate path failures before their occurrence and select alternative next hops. Moreover, the strategy should have the ability to establish routing paths comprising UAVs with higher residual levels of energy while excluding UAVs with a low energy capacity. This allows to avoid that some UAVs will be unfairly burdened and to spare them from any participation in the data delivery, while excluding some exceptional cases. In response to these goals, a robust reactive routing protocol is proposed, namely ECaD (Energy-efficient Connectivity-aware Data Delivery). The novelties of ECaD’s scheme can be summarized as follows:

- To strengthen the established routing paths, a discovery process inspired from AODV [18] is adopted, which is enhanced to exploit control messages to have a global vision about the connectedness degree of the links and the energy levels of UAVs.
- To make the routing fault tolerant, an efficient maintenance process is used, which both avoids the re-initialization of the discovery process when there are unavoidable disconnections and provides alternative solutions to reach the destinations.
- To limit the overhead, a set of measures is taken into account, such as the use of static size routing packets to avoid recording the full routing paths and the necessity to avoid introducing both additional delays and a large amount of network traffic by minimizing the frequency of flooding.

To better understand the important processes of ECaD and its functionality, several contributions have been made in this paper as follows:

- We conducted a series of descriptions of the most relevant routing protocols in the literature along with their drawbacks. Also, we carry out a comparative study to examine the deficiencies between the studied protocols and our proposed scheme.
- We provided a detailed depiction of the different processes modeling the proposed scheme and how they are combined to provide an efficient and reliable routing path dealing with the energy restriction of UAVs.
- We validated the proposed protocol by studying its costs in terms of complexity after proving its loop freedom property.
- We performed a series of simulations to study the realistic effects of FANET environments on our proposed protocol. The obtained results show the efficiency of ECaD to deal with the unregulated energy consumption of UAVs and the frequent disconnections.

The rest of the paper is structured as follows. Section II reviews a series of related routing protocols which are relevant to our work. Section III presents the technical details of our work. Section IV provides a theoretical analysis of our proposed routing protocol. Section V verifies the technical details of our work. Section VI draws conclusions on this work and some future perspectives.

II. RELATED WORK

Research on routing protocols targeting FANET are still at its infancy, especially in the area of energy-efficient strategies. In this section, a review of the existing routing solutions dedicated for FANETs will be limited only to those adopting the route discovery, the greedy forwarding, the position prediction, and the energy efficiency. These categories are considered as the most relevant to shape our own routing protocol.

The route discovery is adopted only when a UAV wants to engage a communication and the position of the destination is supposed to be unknown. In [19], the route discovery tries to find the shortest path to the destination (i.e., minimum of hops). The novelty is that the destination’s position is included in the route reply (RREP) packet and it is shared with all intermediate nodes. When there is a disconnection, the greedy forwarding technique is used by UAVs until the destination. As a drawback, the links composing the selected path can be quickly broken since any connectivity factor is taken into account. This results in many route discoveries, and thus consuming more resources and energy. To address these issues, the work presented in [20] performs path discovery on-demand taking into account the connectivity factor among UAVs. Indeed, the sequence of UAVs close to each other is desirable to build a robust routing path. However, this protocol cannot deal with sudden link breakages occurred on multiple links constituting the path, since it cannot find several alternative solutions at once.
When a network is highly dense and the destination’s position is supposed to be known, the greedy forwarding is ideally suited. Nevertheless, the connectedness of FANET is not permanent since UAVs are highly mobile, which makes the greedy forwarding unreliable when it is misused. In [21], the mobility of UAVs follows the Gaussian Markov model which can help to easily predict the positions of neighboring UAVs, and thus the optimal forwarder towards the destination. In the case of multiple link failures, this technique cannot continue to operate normally causing severe packet losses. In [22], a prediction method based on the Gaussian distribution is used to predict the geographic position of a UAV at a given time $t_r$. This allows analyzing the persistent connection of the neighboring UAVs. In the case when any forwarder is found, the distance between each two hops neighbor and the destination is calculated in order to find another forwarder to the target destination. This technique can fail when the selected forwarder UAVs are in their low battery levels.

There is a necessity to predict how long wireless links would last between UAVs, and especially when UAVs are deployed in a highly dynamic 3D scenario. The authors in [23] developed a new variant of OLSR protocol to predict the link quality between UAVs. This technique favors UAVs that remain stable and close to each other during the routing phase. However, at each change of the topology, updates are broadcasted all over the network causing heavy traffic, and thus more energy consumption. To handle these issues, the work presented in [24] aims to compute multiple stable link-disjoint paths (i.e., different paths share no common links). In addition, a link stability metric is calculated by the source UAV to select the most stable path among the multiple link-disjoint cached paths. In the case of disconnections, the most stable cached path is selected for the data transmission. When the network is highly dense of UAVs, it can cause an extensive use of memory (e.g., storage of huge routing tables), thus consuming an important energy.

Unbalanced energy consumption among UAVs is considered as a serious problem. In [25], the network is organized into clusters, where a CH is elected based on the energy level, the relative velocity, and the degree of connectivity with its members. Member nodes use intra-cluster communications to communicate directly with each other. Otherwise, all communications transit through the CH since it has a sufficient residual energy to communicate with other CHs located a little far. Nevertheless, as successive communications transit through the CH, its residual energy tends to be minimized, and it will run out of energy sooner than other UAVs making this strategy fail. To overcome this problem, the work in [26] divides the network into clusters. For the uniform energy consumption, CHs are re-elected in subsequent rounds. However, this election is based on a probabilistic method using random number generation which is not suitable in the case when a cluster member is already in its critical level of energy. Another strategy is adopted in [11], where the locations of UAVs and their remaining energy levels are considered. The positions of undetermined UAVs are calculated based on the received signal strength indication (RSSI) between them. The energy consumption is improved by organizing the network into clusters. Based on the localization algorithm, the CHs are elected and can be selected as next hops based on several parameters. Nevertheless, a large amount of overhead is observed during both the formation of the clusters and the election of their CHs. The work in [27] tries to minimize the overhead by keeping the clustering formation along with a higher energy level. The transmission power (i.e., the communication range) is considered to be dynamic according to the distance separating the communicating UAVs. The clusters are formed based on the K-means density (i.e., the degree of the neighborhood) to select the adequate CH. As an inconvenience, this kind of routing protocols works well under a path planned mobility model, which is not the case in most of FANET applications. Other kinds of schemes are proposed to overcome the energy constraints of UAVs and in particular mobile nodes. For instance, the authors in [28] proposed an interesting charging/discharging strategy of electrical vehicles. In fact, this strategy takes into account the residual energy, the user charge habit, and the efficiency of the charging stations, with the aim to enhance the charging demand balance among different charging stations. Another kind of scheme is proposed in [29] where an efficient data gathering scheme based on neural network is applied to conduct the data fusion with the aim to improve the energy efficiency and the network throughput.

None of the prior studies have efficiently addressed the problem of spontaneous disconnections caused by many factors, such as the high mobility, a UAV failure due to its limited energy capacity, or both. Moreover, several realistic characteristics have been neglected during their evaluations. Table I provides a summary of features comparison among the previously described routing protocols with those considered by our routing protocol.

### TABLE I: Features comparison of the related routing protocols.

<table>
<thead>
<tr>
<th>Features</th>
<th>Discovery-based</th>
<th>Greedy-based</th>
<th>Prediction-based</th>
<th>Energy efficient</th>
<th>Our protocol</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link stability</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>×</td>
</tr>
<tr>
<td>Predictive</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Maintenance</td>
<td>×</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Discovery</td>
<td>✓</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Energy efficiency</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>Network</td>
<td>FANET</td>
<td>FANET</td>
<td>FANET</td>
<td>FANET</td>
<td>FANET</td>
</tr>
</tbody>
</table>
Figure 1). UAVs aim to cooperatively achieve a given mission requiring a unicast exchange of crucial messages between each other. To do so, we suppose that each UAV is aware of its own geographical position \((x, y, z)\) using GPS and it periodically updates both its routing table and table of neighbors. The links between two UAVs are considered to be bidirectional and operates in the 5 GHz wireless band [30]. IEEE 802.11a wireless interfaces are adopted at the MAC layer of each UAV, since they are considered as an efficient support to highly dynamic topologies and provide a wide coverage of wireless communications [31], [32].

![System model](image)

Fig. 1: System model.

Since our system only considers the air-to-air (A2A) channel model, the path loss is dominant with less fading and can be defined by the free-space propagation model. According to [33], the path loss for the air-to-air channel (PLAA) can be expressed as follows:

\[
PLAA(x) = \beta 10 \log_{10} x + \alpha. \tag{1}
\]

where \(\beta\) is the path loss exponent, \(x = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2 + (z_i - z_j)^2}\) is the distance between the communicating UAVs \(u_i\) and \(u_j\), \(\alpha\) represents the path loss at the reference point. According to the free-space propagation model, \(\beta = 2\) and \(\alpha = 10 \log_{10} \left(\frac{4\pi w}{\lambda}\right)\); where \(w\) is the carrier frequency and \(l = 3 \times 10^8 m/s\) is the light speed.

The FANET wireless communication hardwares are powered by the energy resources of UAVs, such as embedded batteries. Nevertheless, due to their weight constraints (or payload), their frequent wireless communications, their mobility, and their small battery sizes, the UAVs have a quite restricted energy capacity [34]. Consequently, these factors can be combined to calculate locally the residual energy of each UAV, but this calculation is out of the scope of this work. It is worthy to note that a threshold \((\tau)\) is set to a certain value to exclude any transmission when the residual energy of UAV \(u_i\) \((R_{ui})\) is below \(\tau\) \((R_{ui} < \tau)\), except in certain cases where \(\tau\) can be modified by \(u_i\) according to the priority of the data packets to send. This priority varies for different kinds of applications. Two fields are added into the Hello packet format, which contain the residual energy and the movement information of each UAV, in order to be aware of the remaining energy level of all neighboring UAVs and to predict any disconnection between them, respectively.

For the sake of clarity, Table II summarizes the major notations used in the rest of the paper.

### TABLE II: Summary of notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>(U)</td>
<td>A set of UAVs.</td>
</tr>
<tr>
<td>(u_i)</td>
<td>A UAV with an identifier (i).</td>
</tr>
<tr>
<td>(N(u_i))</td>
<td>Direct neighbors of (u_i).</td>
</tr>
<tr>
<td>(\tau)</td>
<td>A minimum threshold to make a data transmission.</td>
</tr>
<tr>
<td>(P_i(u_i, u_j))</td>
<td>Path (i) from (u_i) to (u_j).</td>
</tr>
<tr>
<td>(\overline{R}_{ui})</td>
<td>Direct link from (u_i) to (u_j), i.e., (u_i) and (u_j) are neighbors.</td>
</tr>
<tr>
<td>(CE)</td>
<td>Connectivity duration time of a given link.</td>
</tr>
<tr>
<td>(CE_{\overline{R}_{uij}})</td>
<td>Connectivity duration time of (\overline{R}_{uij}).</td>
</tr>
<tr>
<td>(EP_{P_i(u_i, u_j)})</td>
<td>Minimum energy of all succession of UA Vs.</td>
</tr>
<tr>
<td>(P_{ui})</td>
<td>Residual energy level of a given UAV.</td>
</tr>
<tr>
<td>(R_{P_i(u_i, u_j)})</td>
<td>Residual energy level of (u_i).</td>
</tr>
<tr>
<td>(R_{\text{RCC}})</td>
<td>Ratio of energy remaining capacity.</td>
</tr>
<tr>
<td>(Delay_{\overline{P}_{uij}})</td>
<td>Required time for a packet to transit (\overline{R}_{uij}).</td>
</tr>
<tr>
<td>(Delay_{P_{ui}})</td>
<td>Required time for a packet to transit (P_{ui}).</td>
</tr>
<tr>
<td>(CE_P)</td>
<td>Minimum connectivity expiration time of the path between two communicating nodes.</td>
</tr>
<tr>
<td>(R_P)</td>
<td>Lowest residual energy of all succession of UAVs constituting the path between two communicating nodes.</td>
</tr>
<tr>
<td>(RD_i)</td>
<td>Routing decision at the level (i).</td>
</tr>
<tr>
<td>(HOPS)</td>
<td>Number of hops.</td>
</tr>
<tr>
<td>(\overline{S}<em>{\overline{P}</em>{uij}})</td>
<td>Score of the path until (u_i) via the previous hop (u_j).</td>
</tr>
<tr>
<td>(RREQ)</td>
<td>Route REQuest.</td>
</tr>
<tr>
<td>(RREP)</td>
<td>Route REPLY.</td>
</tr>
<tr>
<td>(RERR)</td>
<td>Route ERROR.</td>
</tr>
</tbody>
</table>

### A. ECaD overview

We propose ECaD (Energy-efficient Connectivity-aware Data Delivery) which is a novel routing protocol based on an energy conserving technique and connectivity measurements. ECaD establishes an on-demand robust routing path between the communicating UAVs while taking into account the different constraints related to both the unstable mobility and the near-optimal exploitation of the energy resources of UAVs. The originality of ECaD is that it builds multiple paths towards the destination while considering at each hop both the robustness of links and the energy of UAVs. As shown in Figure 2, ECaD mainly relies on three processes in order to build, use, and maintain a routing path.

To achieve building, the requesting UAV initiates a discovery process by flooding a route request (RREQ) packet over the network to explore robust and energy-rich paths, while considering each UAV willingness to take part in this process on behalf of other UAVs. Each neighboring UAV \(u_i\) decides whether to accept broadcasting the intercepted RREQ or not depending on its residual energy \(R_{ui}\) and the defined \(\tau\). For instance, when \(R_{ui}\) is higher than \(\tau\), the RREQ is broadcasted, otherwise, the packet is dropped. The flooding results in a gradual construction of multiple routing paths along with a progressive calculation of important parameters, such as the connectivity expiration, the residual energy, and the delay of delivering of each discovered path. Each path is illustrated by a succession of UAVs, which is not stored neither in the control packets (RREQs and RREPs) nor locally in a
The maintenance process is initiated by the current UA V (s). To be tolerant to possible disconnections, the responsibility of the latter is the responsibility of the data delivery process sent back to the source through this path. The exploitation of the latter is carried out to pick out the most connected routing path with a reduced delay and follows an energy optimization strategy. Once a path is selected, an RREP packet is generated and continues delivering data packets to their target destinations.

To deeply understand the ECaD’s processes, we first need to describe the format of different packets used by ECaD. Then, we provide the calculation method of the connectivity expiration of a given path. After that, we illustrate the energy consumption management among UAVs based on different scenarios. Finally, a concrete example is provided in order to demonstrate the application of the ECaD’s functioning.

1) Packet format: The RREQ packet format consists of several fields illustrated in Figure 3. The Communication ID field identifies the discovery process to which the RREQ packet belongs. The DelayP is defined as the required time to transit the full path between the communicating nodes. It is the duration between the sending and the reception time, which are updated by the source and the destination, respectively. The Life time determines the maximum duration of a given flooding to reach the destination. Life time is continuously decremented until its expiration, and after that, all RREQs are dropped in order to make a restriction on the network flooding. The Source ID and Destination ID represent the identifiers of the communicating UAVs. The Previous ID field is updated at each intermediate UAV as the RREQ is flooded across the network. It represents the appropriate previous UAV in order to plot the routing path when the RREP is forwarded back to the source UAV. This field is stored locally in the routing table of each intermediate UAV in order to be used later during the data delivery.

The Motion Information includes the mobility details (i.e., position, speed, and velocity) of each transited UAV and it is used to calculate the connectivity expiration time of the link CE_{u,i}, between each successive pair of UAVs u, and so on, until we get the minimum connectivity expiration time of the integral path CE_{P}. The connectivity expiration of the routing path is the time when any link between two successive UAVs breaks, and consequently, the current path between the communicating UAVs also breaks. The HOPs is the number of transited intermediate UAVs. The CE_{P} is the residual energy of all succession of UAVs constituting the path. The Priority field can take different values according to the importance of the data packet or the application which belongs (i.e., 0 is the highest priority).

The RREP packet format is represented in Figure 4, where CE_{P} and R_{P} represent the Lowest connectivity expiration time (i.e., the weakest link of the path between two successive UAVs) and the residual energy of the selected path (i.e., the UAV with lowest remaining energy), respectively. In addition, the other fields are same as the fields included in the RREQ packet except for the Destination field. The latter contains both the position and the identifier of the destination, which are required during the maintenance process.

![Fig. 2: Processes of ECaD.](image-url)
Once the RREP packet is intercepted by the source UAV, the routing path is well traced and the data packet is generated and ready to be sent (c.f., Figure 5). The size of the data packet is set to \( m \) bytes which can be modified according to the amount of information to be sent. To know if it is possible to send other data packets across the time (i.e., the current path and if it is still valid or not), a header which does not exceed 16 bytes containing nearly the same fields as in the RREP has to be merged with the useful data frame. These fields are permanently checked before each data transmission to make the right forwarding decision and avoid packet losses.

![Data packet format](image)

**Fig. 5:** Data packet format.

2) **Link connectivity expiration:** Based on the same method used in [35], the link connectivity expiration time \( CE \) of any two UAVs deployed in a 3D scenario can be defined as the connectivity duration of the two UAVs within a fixed range \( Range \). As shown in Figure 6, let \( u_1 \) and \( u_2 \) be two UAVs with a Line-of-Sight (LoS) range of \( Range \), non zero speeds \( V_1 \) and \( V_2 \), their initial locations be \((X_1', Y_1', Z_1')\) and \((X_2', Y_2', Z_2')\), and their respective velocity angles \( \theta_1, \phi_1 \) and \( \theta_2, \phi_2 \).

![Link connectivity expiration](image)

**Fig. 6:** Link connectivity expiration.

After a period of time \( CE \), the distance \( D \) between \( u_1 \) and \( u_2 \) can be calculated using the equation (2):

\[
D^2 = (i + lCE)^2 + (j + mCE)^2 + (k + nCE)^2, \tag{2}
\]

\[
CE^2 (i^2 + m^2 + n^2) + CE (2il + 2jm + 2kn) + i^2 + j^2 + k^2 = D^2.
\]

where,

\[
i = (X_1' - X_2'),
\]

\[
j = (Y_1' - Y_2'),
\]

\[
k = (Z_1' - Z_2'),
\]

\[
l = (V_1 \sin \theta_1 \cos \phi_1 - V_2 \sin \theta_2 \cos \phi_2),
\]

\[
m = (V_1 \sin \theta_1 \sin \phi_1 - V_2 \sin \theta_2 \sin \phi_2),
\]

\[
n = (V_1 \cos \theta_1 - V_2 \cos \theta_2).
\]

To calculate connectivity expiration based on \textit{Range}, we assume that the maximum distance where two UAVs can communicate is when \( D = Range \). For this purpose, we suppose that after a period of time \( CE \), the distance between these two UAVs is the transmission range \( Range \). The equation (2) becomes as follows:

\[
CE^2 (i^2 + m^2 + n^2) + CE (2il + 2jm + 2kn) + i^2 + j^2 + k^2 = D^2 = 0. \tag{3}
\]

The connectivity expiration time of the link between these two UAVs can be calculated based on the following equation (4):

\[
CE = \frac{-y \pm \sqrt{y^2 - 4xz}}{2x}. \tag{4}
\]

where,

\[
x = l^2 + m^2 + n^2,
\]

\[
y = 2il + 2jm + 2kn,
\]

\[
z = i^2 + j^2 + k^2 - Range^2.
\]

Always based on Figure 6, we take the case when \( u_2 \) intercepts the RREQ packet broadcasted by \( u_1 \), it extracts the details included in the \textit{Motion Information} field (i.e., velocity angles, speed, and position). Based on this information, it calculates \( CE_{\text{ est}} \) of the link \( u_1u_2 \) that connects it with \( u_1 \) based on the equation (4). If the computed \( CE_{\text{ est}} \) is smaller than the \( CE_P \) already included in the intercepted RREQ packet, \( CE_P \) field is updated with the new value of \( CE_{\text{ est}} \), which is currently considered as the weakest link of the path. Otherwise, \( u_2 \) includes its own motion details, updates the other fields when it is needed and re-broadcasts the RREQ. This process is repeated until a routing path is built towards the target destination.

3) **Energy consumption management:** The wise management of remaining energy levels in UAVs is quite crucial for both the network lifetime and the reliable data delivery. Each UAV periodically calculates its \textit{ratio of energy remaining capacity} \( (R_{\text{erc}}) \) based on the following equation:

\[
R = R_{\text{erc}} \% = \frac{\text{Battery residual energy}}{\text{Battery full energy}} \times 100. \tag{5}
\]

Three intervals of remaining energy levels are defined: (i) High energy level \((R \geq 66\%)\), (ii) Medium energy level \((30\% \leq R \leq 66\%)\), and (iii) Low energy level \((R \leq 33\%)\). If a UAV has a low energy level (i.e., below \( \tau \)), none of the packets will be forwarded and they are immediately dropped, except...
data packets with high priorities (i.e., Priority = 0) or in the case where the UAV belongs to a path already established. Otherwise, upon receiving an RREQ packet, the UAV has to update the \( R_P \) field with its \( R \) value only when \( R_P > R \).

For each UAV, three distributions of energy consumption are assumed for our work (see Table III). First, in practice and according to [36], the energy consumption is dominated by the propulsion energy of UAVs. For our work, we assume that 70% is dedicated to the mobility of UAVs. Second, wireless communications with 25%, because most of the time the consumption peaks are distinguished particularly during forwarding and receiving packets [34]. Finally, the consumption during idling is estimated at 5% since UAVs continue making both the exchange of Hello packets and listen operations (not receiving data) while they are hovering the area. For simplicity, we ignore the UAV energy calculation and storage.

**TABLE III: Distributions of energy consumption in the UAV.**

<table>
<thead>
<tr>
<th>Energy consumption</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Propulsion energy</td>
<td>70%</td>
</tr>
<tr>
<td>Wireless communications</td>
<td>25%</td>
</tr>
<tr>
<td>Idle state</td>
<td>5%</td>
</tr>
</tbody>
</table>

**B. Discovery process**

To illustrate all the processes of ECaD, let us consider the network in Figure 7. When \( u_S \) wants to establish a low priority communication with \( u_D \), it initiates a route discovery (similar to AODV [18]) in the case when there is no connected path available in its routing table. An RREQ packet is generated and broadcasted across the network in order to establish a routing path towards \( u_D \). While crossing the network, the RREQ packet records a set of information, which determines the connectedness of routing paths while taking into account the balanced energy consumption among the UAVs. To reduce or to avoid the broadcast storm, the UAV checks whether it has received the same RREQ packet or not based on the Communication ID field. If, for instance, a received RREQ packet has the same Communication ID with a previously received one, it will be automatically dropped. Otherwise, some fields are updated, some others are cached in the current UAV’s routing table, and then, the RREQ packet is re-broadcasted. As an illustration, a set of routing tables is depicted in Figure 8.

A set of routing decisions (RDs) can be taken at different levels according to the network to designate the appropriate previous hops in order to trace the different possible paths between the communicating UAVs. As seen in Figure 7, four levels of RDs are carried out as follows:

---

**Fig. 7: Principle of flooding functioning.**
1) **RD1**: $u_S$ generates an RREQ packet that contains useful information, such as the Communication ID, the identifiers of the communicating UAVs (source and destination), and its motion information. Then, the RREQ is broadcasted to all its neighbors $N(u_S) = \{u_1, u_2, u_3\}$. The same routing entry is added in the routing tables of all $N(u_S)$ as soon as they receive the RREQ broadcasted by $u_S$, which indicates the previous hop u. Moreover, as for $u_S$, since it has no previous hop, it adds a different routing entry in its routing table indicating the identifiers of the destination and the communication (see fields highlighted in blue in Figures 8(a) and 8(b)). The values of certain fields are copied directly to their routing tables, such as the destination identifier, the Communication ID, and the broadcaster is initially identified as the previous hop. Each $u_i \in N(u_S)$ generates an RREQ packet in which the HOPs value is incremented, $R_P = \min(R_{u_S}, R_i)$, and $C_E = C_E_{\text{CE}}$. All this information is included in the newly generated RREQ packet, and then re-broadcasted. It is worthy to mention that $u_2$ in range only of $u_S$ and it cannot make the broadcast, since its battery is in low level ($R_{u_2} < \tau$) and it can only receive packets. Moreover, $u_S$ drops all RREQs broadcasted by $u_1$ and $u_3$. This is because $u_S$ has found itself as the designated previous hop of $u_1$ and $u_3$ and it has already a routing entry of the intercepted RREQs.

2) **RD2**: $u_4$ and $u_5$ intercept only one RREQ from $u_1$ and $u_3$, respectively. In this case, there is no routing decision to take and the broadcasters are directly elected as their previous hops. However, as for $u_S$ that has intercepted two RREQs, a routing decision has to be made to define the adequate previous UAV. If we suppose that $u_S$ initially intercepts the RREQ of $u_3$, it adds a new routing entry and designates $u_3$ as its previous hop. As for the second intercepted RREQ from $u_1$, $u_S$ finds that it has both a routing entry with the same Communication ID and it is not its previous hop. Consequently, the previous hop in its routing table has to be re-calculated based on a multi-criteria score using the following equation (6) for each previous hop:

$$ S_{min} = \frac{R_P}{HOPs} \times \left| \frac{C_E}{Delay_P} \right| . \quad (6) $$

Note, that from the equation (6), we notice the following remarks:

- $u_i$ is the current UAV, while $u_j$ is the broadcaster of the RREQ. $Delay_P = Delay_{P(u_S,u_j)}$ which is the required time for a packet to transit the path from $u_S$ until $u_i$ via $u_j$.
- $R_P = \min(R_{u_S}, R_i)$ and $C_E = min(C_E_{P(u_S,u_j)}, C_E_{P(u_S,u_j)})$, which represent the residual energy and the connectivity expiration of the path from the source $u_S$ through a given previous hop $u_j$ until the current UAV $u_i$, respectively.
- The floor of $\left\lfloor \frac{C_E}{Delay_P} \right\rfloor$ is a scalar that represents whether the routing path through a given previous hop still remains connected or not during the data delivery. Therefore, it grows only in the positive side and can $\left\lfloor \frac{C_E}{Delay_P} \right\rfloor = 0$ only when $C_E < Delay_P$ or $C_E = 0$, which means that the path is weakly connected during the data delivery and it can be disconnected at any time. However, if $\left\lfloor \frac{C_E}{Delay_P} \right\rfloor > 0$, it means that there is a high probability that this routing path through a given previous hop remains connected during the data delivery.
- $S_{min}$ is the score of the full path until the current $u_i$ through the previous hop $u_j$.
- $S_{min}$ has a proportional relationship with $R_P$ and $C_E$ which are progressively calculated until the current UAV during the discovery process.
- Previous hops with high scores are preferable because they do not belong to weakly connected paths which can be composed of UAVs having low energy levels.

![Routing Tables](image)

Fig. 8: Routing tables of UAVs.
In our case, \( u_3 \) obtains the best score and it is designated as the previous hop of \( u_5 \). Then, \( u_4, u_5, \) and \( u_6 \) update all required information in their newly generated RREQs and broadcast them to all their neighbors.

3) \( RD_3 \): two routing decisions are made at this level. Indeed, both \( u_7 \) and \( u_8 \) have designated \( u_3 \) as their previous hop using the same method as in \( RD_2 \).

4) \( RD_4 \): the destination \( u_D \) makes the final routing decision to designate the last previous hop, and thus plotting the full and single path that exists between the communicating UAVs. \( u_7 \) is designated as the previous hop of \( u_D \) and this information is added in the routing table of \( u_D \) (c.f., Figure 8(f)).

As a general rule, all UAVs having at least two previous UAVs calculate a score for each previous UAV in order to select the most adequate previous one. Table IV shows the different routing decisions made during the transition of the RREQ packet across the network shown in Figure 7. This can help to efficiently exploit the network lifetime and connectedness and to avoid critical situations where routing paths are weakly connected and do not achieve balanced energy consumption among UAVs. From Table IV, the suitable routing path can be deducted based on the sequence of previous hops until the source \( u_S \). Indeed, the destination \( u_D \) receives two different RREQ packets from \( u_7 \) and \( u_8 \) representing two different paths. Consequently, a routing decision has to be made to select the most appropriate previous hop. The destination selects \( u_7 \) as its previous hop, and as a result, a valid route is established between \( u_S \) and \( u_D \).

The RREQ packet will be handled by all nodes as shown in Algorithm 1:

An RREP packet is generated and unicastly sent back to the source through the sequence of the selected previous hops. At each hop of the RREP packet, a set of updates is made to the routing entry already added at each transited UAV during the flooding of the RREQ packet (fields highlighted in red in Figure 8). As shown in Figure 8(d), when \( u_7 \) intercepts the RREP packet, it adds the sender (destination) as the next hop, the connectivity expiration of the link \( CE_{u_3u_4} \), and the residual energy \( R_{u_D} \) of the destination (i.e., \( u_D \) periodically shares \( R_{u_D} \) through Hello packets). This can help to predict with a high accuracy a disconnection or a battery failure of each link composing the full routing path. \( CE_P \) and \( RP \) are also re-calculated, which allows both the source and intermediate UAVs to have an idea of the routing path validity and if it is possible to make other data transmission across the time.

The RREP packet will be handled by each transited UAV as shown in Algorithm 2:

### Algorithm 1: RREQ processing

**Input:** RREQ  
**Data:** \( u_i \), Current UAV  
**Data:** \( rtable_i \), Routing table of \( u_i \)  
**Data:** \( u_j \), Previous UAV

1. Temp ← \( rtable_i.search(\text{RREQ}.Communication\ ID) \)  
   // Same routing entry?  
2. if Temp then  
   3. \( rtable_i.add(\text{RREQ}) \)  
   // Reception of the RREQ.  
4. if \( R_{u_i} \geq \tau \) or \( \text{RREQ.Priority} = 0 \)  
5. and \( u_i \neq \text{RREQ.Destination} \) then  
6. | Rebroadcast(\text{RREQ})  
7. else  
8. | Drop(\text{RREQ})  
9. else  
10. // \( u_i \) is not the previous of \( u_i \).  
11. if \( u_j \neq rtable_i.\text{Previous hop} \) then  
12. | Calculate \( S_{u_iu_j} \):  
13. \( u_k \leftarrow rtable_i.\text{Previous hop}; \)  
14. if \( S_{u_iu_j} > S_{u_iu_k} \) then  
15. | \( rtable_i.\text{Previous hop} \leftarrow u_j; \)  
16. Drop(\text{RREQ});

### Algorithm 2: RREP processing

**Input:** RREP  
**Data:** \( u_i \), Current UAV  
**Data:** \( rtable_i \), Routing table of \( u_i \)  
**Data:** \( u_{i+1} \), Next UAV  
// \( u_i \) is not \( u_S \),

1. if RREP.Source \neq u_i then  
2. \( rtable_i.\text{Next hop} \leftarrow u_{i+1}; \)  
3. \( rtable_i.\text{CE}_iu_{i+1} \leftarrow CE_{u_iu_{i+1}}; \)  
4. \( rtable_i.R_{u_{i+1}} \leftarrow R_{u_{i+1}}; \)  
5. Forward(\text{RREP}.Previous hop)  
6. else  
7. // \( u_i \) is \( u_S \).  
8. Transmission(\text{Data packet})

### Table IV: Routing decisions during the discovery process.

<table>
<thead>
<tr>
<th>UAVs making selection of their previous hops</th>
<th>( u_S )</th>
<th>( u_1 )</th>
<th>( u_3 )</th>
<th>( u_4 )</th>
<th>( u_5 )</th>
<th>( u_6 )</th>
<th>( u_7 )</th>
<th>( u_8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prev. hops</td>
<td>( u_3 )</td>
<td>( u_3 )</td>
<td>( u_4 )</td>
<td>( u_5 )</td>
<td>( u_6 )</td>
<td>( u_7 )</td>
<td>( u_8 )</td>
<td></td>
</tr>
<tr>
<td>( CE_P(s) )</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>( RP )</td>
<td>80</td>
<td>50</td>
<td>40</td>
<td>80</td>
<td>80</td>
<td>50</td>
<td>60</td>
<td></td>
</tr>
<tr>
<td>( DCE_{u_iu_j}(s) )</td>
<td>0.3</td>
<td>0.3</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.45</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>( HOPS )</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>( S_{u_iu_j} )</td>
<td>800.00</td>
<td>333.33</td>
<td>296.29</td>
<td>355.55</td>
<td>355.55</td>
<td>148.14</td>
<td>150.00</td>
<td>104.16</td>
</tr>
</tbody>
</table>
C. Data Delivery process

After receiving the RREP packet, the source can start the data transmission through its next hop and the rest of the transition is carried out automatically until the target destination (see Figure 7). The routing tables are checked before each data transmission since the information of the routing tables can be updated at any time. Indeed, the energy consumption is different in each UAV, which indeed requires a permanent update of the routing tables (i.e., the $R$ field) based on the periodical exchange of Hello packets containing fresh information. This is useful to avoid the UAV with a low battery level and to find other alternative solutions. However, there is an exception for data packets in which their priorities are high, particularly those related to real-time applications where UAVs with low battery levels are tolerated to continue the transition process of data packets.

To illustrate the data delivery process, we always refer to Figure 7. We note that every time a UAV receives a data packet, it first checks its updated routing table. If, for instance, $u_5$ receives a data packet destined for $u_D$, it first checks its routing routing table (c.f., Figure 8(c)). After this verification, $u_5$ finds that $CE_{u_5}$ is not yet expired and $R_{u_7}$ of the next hop has a high energy level. Consequently, $u_5$ forwards directly the data packet to $u_7$ where the same process is repeated until the data packet will be delivered to $u_D$.

D. Maintenance Process

Several causes can be identified behind a disconnection, such as the high mobility of UAVs or a UAV failure due to its limited energy capacity. In this case, the current UAV can detect immediately this link failure based on $CE$ of this link, thus avoiding data packet losses. Consequently, the routing entry is considered to be not valid and has to be purged from the routing table. To find other alternative solutions, the current UAV checks its table of neighbors to find the suitable forwarder. In a general case, the closest neighbor to the target destination is selected to continue transiting the data packet. Nevertheless, another factor has to be taken into account which is the residual energy $R$ of each neighbor UAV. If the priority of the data packet is high, the geographically closest UAV to the target destination is selected even if its battery is in low level. Otherwise, only neighbor UAVs with at least medium energy levels are considered to select among them the closest one to the destination. When the network is poorly dense and there is no neighbor, an RERR packet is sent back to the source to re-initiate the discovery process to find other connected routing paths.

To provide a clear explanation, a concrete illustration is given in Figure 10 by zooming in Figure 7. We remark that the already established routing path was disconnected at $u_5u_7$. Two different cases can be distinguished, (i) A low priority data packet and (ii) A high priority data packet. In the first case, the closest neighbor of the target destination is selected, even if its battery is in low level. Otherwise, only neighbor UAVs with at least medium energy levels are considered to select among them the closest one to the destination.
case, $u_5$ checks its updated table of neighbors to find, if possible, the closest neighbor UAV to $u_D$ where preferably its battery is not in low level. As a result, $u_{10}$ is the adequate forwarder responding to the aforementioned condition (i.e., $u_{10}$ is a newly introduced UAV in the network). This process is repeated until the data packet reaches $u_D$. In the second case, $u_s$ selects the closest neighbor to $u_D$ regardless of its energy level. $u_8$ is found as the next forwarder where the data packet is transmitted, and so on until the data packet will be delivered to the target destination. This new transition results in a set of modifications in the routing tables of $u_8$ and $u_5$ (c.f., Figure 9). Indeed, $u_5$ and $u_8$ modify their next hops to $u_8$ and $u_5$, respectively, and include their residual energy levels as well as their connectivity expiration times as shown in Figures 9(a) and 9(b).

In conclusion, this method is only considered to supplement unexpected path failures because, in most cases, the primary established path has both the longest connectivity expiration and the longest lifetime duration. Hence, before the expiration of this primary path, data packets can be preserved from the loss by finding other alternative solutions. Effectively, they are not more appropriate, but better than the re-initialization of the discovery process. All data packets are handled according to Algorithm 3.

### Algorithm 3: Data packet processing

**Input:** Data  
**Data:** $u_i$, Current UAV  
**Data:** $rtable_i$, Routing table of $u_i$  
**Data:** $u_{i+1}$, Next UAV  
1 Temp ← $rtable_i$.search(Data, Communication ID)  
2 if Data.Destination = $u_i$ then  
   // $u_i$ is $u_D$.  
   Reception(Success)  
3 else  
   // $CE_{u_5,u_{i+2}}$ is still valid.  
   if Temp and $(rtable_i, CE_{u_5,u_{i+2}} > 0$ and $rtable_i, R_{u_{i+1}} \geq \tau$) then  
      Forward(Data, Next hop)  
6 else  
   // $CE_{u_5,u_{i+2}}$ is not valid.  
   Greedy forwarding(Data, Destination)

Thus far, ECaD considers multiple routing processes which can be executed simultaneously, and especially when there are many pairs of communicating UAVs. Consequently, we have to be sure that no routing loop occurs during the functioning of ECaD. Moreover, since we use an on-demand technique, the amount of packets and the elapsed time exploited over a communication session is variable from one case to another. This is why we need to analyze the different complexities of ECaD in worst cases.

### IV. THEORETICAL ANALYSIS OF ECAD

In this section, we prove the ECaD’s loop freedom property and we estimate its costs in terms of the amount of exchanged packets and time complexities. To this aim, we assume that $U = \{u_1, u_2, \ldots, u_n\}$ is a finite set of $n$ UAVs.

**Theorem 1.** ECaD is loop free.

**Proof.** We prove it by contradiction. Let us suppose that there exists a loop in the selected routing path, where $u_i$, $u_{i+1}$, and $u_{i+2}$ are in the circle, and the packets are forwarded from $u_{i+2}$ to $u_{i+1}$, $u_{i+1}$ to $u_i$, and then are routed back to $u_{i+2}$ (c.f., Figure 11).

Suppose that the source is $u_5$ and according to the routing algorithm of ECaD, a score is calculated for each link between UAVs forming the circle:

$$S_{\overline{u_i,u_{i+2}}} = \frac{R_{u_i}}{HOPS} \times \frac{CE_{u_i}}{Delay_{u_i}}$$

$$S_{\overline{u_{i+1},u_i}} = \frac{R_{u_{i+1}}}{HOPS + 1} \times \frac{CE_{u_{i+1}}}{Delay_{u_{i+1}}}$$

$$S_{\overline{u_{i+2},u_{i+1}}} = \frac{R_{u_{i+2}}}{HOPS + 2} \times \frac{CE_{u_{i+2}}}{Delay_{u_{i+2}}}$$

where,

$$R_{u_i} = R_{u_{i+1}} = R_{u_{i+2}} = \min(R_{u_i(u_i,u_{i+2})}, R_{u_i})$$

$$CE_{u_i} = CE_{u_{i+1}} = CE_{u_{i+2}} = \min(CE_{u_i(u_i,u_{i+2})}, CE_{u_{i+1}(u_i,u_{i+2})}, CE_{u_{i+2}(u_i,u_{i+2})})$$

$$Delay_{u_i} = Delay_{u_{i+1}u_i} + Delay_{u_{i+1}}$$

$$Delay_{u_{i+1}u_{i+2}} = Delay_{u_{i+1}u_i} + Delay_{u_{i+2}u_{i+1}}$$

$$Delay_{u_{i+2}u_i} < Delay_{u_{i+1}u_{i+2}} < Delay_{u_{i+1}}$$

$$HOPS < HOPS + 1 < HOPS + 2$$

Consequently, we deduce that:

$$S_{\overline{u_{i+2},u_i}} > S_{\overline{u_{i+1},u_i}} > S_{\overline{u_i,u_{i+2}}}$$

And so that $u_{i+2}$ be the previous of $u_i$ it is necessary that:

$$S_{\overline{u_i,u_{i+2}}} > S_{\overline{u_{i+2},u_i}}$$

Which is a contradiction, and thus ECaD is loop free. □

**Lemma 1.** (Upper boundary of ECaD time complexity). The time complexity is the sum of the time complexities of the $RREQ$ flooding, the $RREP$ forwarding, and the data delivery.

$$T_{ECaD} = T_{RREQ} \times 3$$ (7)
where,

\[ T_{RREQ} = N_{Hops} \times Delay_{min} \]
\[ N_{Hops} = \left\lfloor \frac{x}{Range} \right\rfloor \]

Proof. The execution time of ECaD depends strongly on the diameter of the network, where the diameter is the maximum number of hops between any two UA Vs. During the discovery process and in the worst case, we notice that the RREQ can be continuously flooded over the network until it reaches the target destination by transiting a given distance \( x \). Indeed, \( T_{RREQ} \) in the worst case is the longest succession of hops in which the distance between any two successive hops is equal to the communication range \( Range \). Based on these two parameters, it is easy to extract the required number hops \( N_{Hops} \) between any communicating UA Vs. It can be calculated by taking the floor of the division between the total distance and the communication range of UA Vs. We assume that the estimated delay between each pair of successive UA Vs \((u_i, u_{i+1} \in U)\) is \( Delay_{min} \). Consequently, the transition time of the RREQ, the RREP, and the data is the sum of intermediate times of all transited UA Vs multiplied by 3. Thus, the ECaD time complexity is given in Equation (7). It should be stressed that in the general case, the selected hops can be any neighbor within range (i.e. with a distance less than the communication range) which would be beneficial for the performance compared to the worst scenario. \( \square \)

Lemma 2. (Upper boundary of ECaD messages’ complexity). The messages’ complexity is the sum of the time complexities of the RREQ flooding, the RREP forwarding, and the data delivery.

\[ M_{ECaD} = 2 \times b + (n - 1) \] (8)

where,

\[ b = \left\lfloor \frac{x}{Range} \right\rfloor + 1 \]

Proof. The number of exchanged messages of ECaD depends on the number of nodes. When there is no path failure and in the worst case, the number of exchanged messages is equal to the number of all routing packets exchanged during the discovery process and the transition of the data packet. The maximum number of exchanged RREQs is where each UAV except the destination broadcasts and receives an RREQ from all UA Vs of the network and it is equal to \( n - 1 \). It should be stressed that the general case depends on the distance between the communicating nodes \((u_S \) and \( u_D)\). The path between the source and destination would comprise \( b = \left\lfloor \frac{x}{Range} \right\rfloor + 1 \) messages. To that effect, each of the RREP and the data require \( b \) messages. Regarding the RREQ messages, since we have considered a basic broadcast of RREQs, the number of exchanged messages always remains \( n - 1 \). \( \square \)

As for the computation overhead, in the worst case, the calculation of the score mentioned in Equation (6) can be carried out \( n - 3 \) times, which is explained by the received number of RREQs that can get each UAV during single data transmission. If we consider that a network comprises \( n \) UA Vs, the complexity of computation overhead in the whole network can be expressed as \( O(n^2) \).

Similarly, the complexity of route discovering process is based on a basic physical broadcast technique where each UAV in the network (except the destination) has to rebroadcast each received RREQ packet, that is a complexity of \( O(n) \). If we consider the whole network as a single system, that is a complexity of \( O(n^2) \).

V. PERFORMANCE EVALUATION

A set of experiments is carried out in NS-2 which is supported by MobiSim [37] to generate the movements of UA Vs. Indeed, a Random Way Point (RWP) mobility model is adopted for up to 100 UA Vs, which are fairly distributed in a region of \( 2 \times 2 \times 1 \) km\(^3\) for 300 (s) of simulated time (c.f., Figure 13).

![Fig. 13: Simulation scenario.](image)

We suppose that the altitude of all UA Vs is dynamic and does not exceed 1000 meters during the flight. It is worthy to mention that even if the RWP mobility model is not quite suitable for FANETs [38], it is used in our simulation to investigate the critical impact of random movements on routing protocols. For each UAV, the energy consumption is based on the distribution assumed in Table III. Several evaluation metrics are calculated, such as the ratio of energy remaining capacity \((R_{erc})\), the packet delivery ratio \((PDR)\), the end-to-end delay \((EED)\), the overhead \((OH)\), and the Path stability under different speeds and densities. UVAR-S [20], MPGR [22], LEPR [24], CBLADSR [25], and the proposed ECaD are all evaluated and compared. Ten pairs of UA Vs are randomly selected to communicate with each other. The tables of neighbors, as well as the routing tables, are updated using the periodical exchange of Hello packets (Hello interval=0.1(s)) and are purged after 10(s) of inactivity. Each point in the obtained results depicts the mean of 50 runs with a confidence interval of 95%. The rest of the parameter settings for simulations are shown in Table V.
### TABLE V: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PHY &amp; MAC</strong></td>
<td></td>
</tr>
<tr>
<td>Frequency Band</td>
<td>5 GHz</td>
</tr>
<tr>
<td>Transmit power</td>
<td>21.5 dBm</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>-81.5 dBm</td>
</tr>
<tr>
<td>Path loss model</td>
<td>Free-space</td>
</tr>
<tr>
<td>PHY model</td>
<td>IEEE 802.11a</td>
</tr>
<tr>
<td>Bitrate</td>
<td>6 Mbit/s</td>
</tr>
<tr>
<td><strong>Scenario</strong></td>
<td></td>
</tr>
<tr>
<td>Area size</td>
<td>2 x 2 km$^2$</td>
</tr>
<tr>
<td>Simulation time</td>
<td>300 s</td>
</tr>
<tr>
<td>Number of UAVs</td>
<td>[10, 100]</td>
</tr>
<tr>
<td>Speed range</td>
<td>[3, 30] m/s</td>
</tr>
<tr>
<td>Mobility generator</td>
<td>MobiSim [37]</td>
</tr>
<tr>
<td><strong>Routing</strong></td>
<td></td>
</tr>
<tr>
<td>Mobility model</td>
<td>RWP</td>
</tr>
<tr>
<td>Communication range</td>
<td>≈ 300</td>
</tr>
<tr>
<td>Data size</td>
<td>1 KB</td>
</tr>
<tr>
<td>Initial energy available</td>
<td>2000 J</td>
</tr>
<tr>
<td>Evaluation metrics</td>
<td>$R_{erc}$, PDR, EED, Path stability, and OH</td>
</tr>
</tbody>
</table>

### A. Ratio of energy remaining capacity ($R_{erc}$)

Initially, we investigate the contour of residual energy levels of 49 UAVs that are uniformly deployed over the selected area. This is carried out with all evaluated routing protocols at the end of the simulation. The graphs depicted in Figure 12 have been smoothed using simple interpolation. The x-axis and y-axis represent 2000m x 2000m of a simulated area in which the x-axis and y-axis represent the x-coordinates and y-coordinates of the deployed 49 UAVs. It is clearly shown in Figure 12(a) that ECaD achieves a well-balanced energy consumption across all UAVs. Indeed, for each data transmission, ECaD always selects the energy-rich routing path according to the priority of data packets to be sent. Moreover, even when the current path breaks, ECaD forwards data packets to the UAV where its $R$ is above $\tau$, thus avoiding UAVs with low $R$ levels. However, in UVAR-S (c.f., Figure 12(b)), the routing paths are built based only on their degree of connectedness while neglecting the remaining energy level in each transited UAV, causing the consumption of more energy of certain UAVs than others.

We also notice the unbalanced energy consumption among the UAVs in LEPR, CBLADSR, and MPGR as shown in Figures 12(c), 12(d), and 12(e), respectively. Firstly, because the discovery process of LEPR is based on a topology-based routing protocol which is inadequate for highly dynamic networks, such as FANETs resulting in frequent disconnections, and consequently, multiple route discoveries consuming more energy. Secondly, in CBLADSR, the energy consumption is practically unbalanced between the CHs and their members, which is due to the inter-cluster communications always transitng through CHs, thus consuming more energy. Finally, as MPGR selects the geographically closest UAV to the destination, it can sometimes happen that the same succession of UAVs is selected for more than one data transmission, and particularly when the UAVs move in the same direction. As a result, some UAVs consume less energy while others consume much more, which can provoke an early death of certain UAVs leading to a general breakdown of the network.

### B. Packet Delivery Ratio (PDR)

As Figures 14(a) and 14(d) show, ECaD increased the PDR by almost half compared to UVAR-S, LEPR, and MPGR and by more than 10% compared to CBLADSR. This is explained by the gradual number of the discovered paths between the communicating UAVs, which can also guarantee a constant
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Fig. 12: Contours of residual energy levels of 100 UAVs at the end of the simulation
increase of alternative solutions in the case of path failures. In addition, the mechanism of the link expiration in terms of both energy and connectivity can provide reliable long lifetime routing paths for more data packets to send. However, CBLADSR neglects the link connectivity, and especially between the CHs even if they assume long communication ranges, causing frequent disconnections and several packet losses. For the other protocols, the packet losses are high and are directly related to the unbalanced energy consumption among the UAVs, where the data packets can be suddenly lost at an intermediate UAV having an insufficient energy level to continue the data transmission.

C. End-to-End Delay (EED)

To investigate the EED of the evaluated protocols, we focus on how the average delivery delay varies from the packet was generated at the source UAV until it reaches the destination UAV, including the time of the route discovery if the protocol requires it. As shown in Figures 14(b) and 14(e), the average EED of ECaD and MPGR is ≈20% lower than those of all other protocols. In the case of ECaD, it is due to the primary selection of the most connected and energy-rich paths which remain still valid for other data transmissions without re-initializing route discoveries, thus saving more time. As for the outcomes of MPGR, in some cases, it is observed that they are more advantageous than those of ECaD, thus, it can be explained by the shortest distances transited by the data packets to the destination minimizing considerably the average delay by employing an enhanced greedy forwarding technique. Nevertheless, we can clearly distinguish the extra time taken by LEPR, CBLADSR, and UVAR-S, which is caused by the unreliable discovery process requiring its re-initialization at each broken path, the time needed to form each cluster, and the inefficient maintenance technique, respectively, thus wasting more time.

D. Overhead

In order to calculate the control overhead, the number of all extra routing packets generated during each data transmission is calculated, and then it is divided on the number of successfully received data packets at destinations. Figures 14(c) and 14(f) show that the control overhead of ECaD is lower than those of UVAR-S and LEPR in 80% of cases. The reason behind the minimization of the control overhead is due to the use of the most connected and energy-rich paths. With more connectedness and energy efficiency, the need for re-discovery is much reduced, and thus it results in less control overhead. This is not the case of LEPR and UVAR-S, which do not take into account the residual energy of the UAVs making the network more vulnerable to sudden disconnections. Therefore, the route discoveries are frequently made resulting in more control overhead. However, for CBLADSR and MPGR, we can see a small amount of control overhead, which is due to the formation of clusters and the exchange of hello packets, respectively.

E. Path stability and data reliability

Figs 15(a) and 15(b) show the path stability with respect to varying density and speed, respectively. ECaD demonstrates a high stability (i.e., a reduced number of broken paths) compared to that of all other protocols. This is because ECaD, and unlike the other protocols, takes the mobility, the energy consumption of all UAVs, and the delay of delivery into consideration, which are all used as cost metrics to find the
Fig. 15: Path stability and data reliability when varying the speed and the network scalability. (a) Path stability vs. Density (Speed=30m/s), (b) Path stability vs. Mobility (UAVs=50), and (c) Data reliability vs. Mobility (UAVs=50).

best routing path. In Figure 15(b), it is observed that as the speeds of UAVs are increased, the path stability deteriorates (i.e., higher rate of path failures occurs). Nevertheless, the paths selected by ECaD have much longer durations than those established by the other protocols, which results in fewer path breaks. According to the results of Figure 15(c), it is shown that the data reliability achieved by ECaD is better than the other protocols. This is due to the awareness of the movement information and the energy capacity of all UAVs, which increases the delivery ratio. The major enhancement in terms of data reliability appears evident, especially with high mobility situations proving again the strong achievement of ECaD.

VI. CONCLUSION

Position-based routing is a promising solution to manage the communications between UAVs. Nevertheless, various challenges can be faced in such networks, such as the high mobility of UAVs, the restricted energy, and the frequent disconnections that may occur. The route discovery process is the most traditional mechanism used to find both the destination’s position and the appropriate routing path leading to it. Most of the time, this process is not fully exploited to explore the most connected and durable paths, which can result in frequent disconnections and, hence, may introduce an important overhead affecting seriously the data transmission and increasing the delay of delivery. To overcome these problems, we proposed ECaD, which exploits the discovery phase to both predict link failures prior to their occurrence and achieve a balanced energy consumption among UAVs. In the case of path failures, a maintenance process is applied to explore the possibility of finding alternative solutions while considering the lifetime of the links and the residual energy of UAVs. The performance evaluation of ECaD is carried out based on simulations. Results clearly show the effectiveness of ECaD in terms of PDR, overhead, and end-to-end delay (see Figures 14 and 15). Furthermore, the energy usage is ideally distributed among UAVs during the functioning of ECaD (see Figure 12). As future perspectives, we plan to adapt our predictive technique for different mobility models. Also, it is believed that ECaD should be able to provide a long lifetime and stability for different applications requiring frequent communications between UAVs. Moreover, ECaD can be also crucial support for terrestrial networks, such as vehicular networks, where the assistance of communicating UAVs is required. For instance, the works in [39] and [40], proposed two techniques of relay-node selection with the aim to ensure fast dissemination of messages in a highly dense area and to achieve fast delivery of messages and full coverage of the curving road, respectively. However, important hops can be distinguished in these two techniques, which can be significantly improved by using an aerial UAV network adopting ECaD as a networking model.
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