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Abstract

We propose a coupled model for suspended and bedload sediment transport in the shallow water framework. The model is deduced under hydrostatic pressure assumptions and will not assume any Boussinesq hypothesis. The numerical resolution is carried out in a segregated way. First the underlying system of conservation laws is solved by using a first order path-conservative Riemann solver. Then, the source terms corresponding with the erosion and depositions rates are approximated in a semi-implicit way. The final scheme preserves the positivity of the density. Several numerical experiments were carried out in order to validate the model and the numerical scheme. The results obtained are in good agreement with the experimental data.
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1. Introduction

In geophysics and earth sciences the term fluvial is used to refer to the processes associated with the rivers or streams and erosion or deposits and the morphology created by them. The sediment is transported by the river current...
Knowledge of sediment transport can be applied in civil engineering, for example, to plan the extended life of a dam forming a reservoir. The sediment transport can be applied to solve environmental engineering problems, for example, it is important in providing habitat for fish in river or estuaries, sustaining a hygienic stream ecosystem. The sediment carried by a river is deposited downstream reducing the capacity of the river at that area, which can result in frequent floods at outskirts of the river.

The study of sediment transport focuses on understanding the relationship that exists between the movement of water and the movement of sedimentary materials. A first approach to model bedload transport is to couple the shallow water equations with the so-called Exner equation (See [2]). This equation depends on the empirical definition of the solid transport flux for the bedload transport. Several formulations have been proposed, see for instance [3, 4, 5, 6] among others. This approach has been extensively used to describe bedload transport, see [7, 8, 9, 10, 11, 12, 13], among many others.

Suspended load accounts for sedimentary particles which have been eroded from the bottom and remain floating on the current for some time until they are sedimented afterwards. In [14] was proposed a model with full considerations of the mass and momentum transfers due to the sediment exchange between the bottom and the water. This model includes the mass and momentum conservation equation for the water sediment mixture and the mass conservation of the sediment, but the bed deformation was not taken into account. In [15, 16] the mass conservation for the bed material was considered in order to incorporate the effects of the bed deformation on the fluid flux. Similar models have been used in [17, 18, 19, 20, 21, 22, 23]. All of these models are based on the assumption of hydrostatic pressure. A more recent work [24] introduces a non-hydrostatic model for sediment transport.

One of the assumptions that is usually done in sediment transport models is the Boussinesq hypothesis. This means that spatial variations of the density
of the water sediment mixture are ignored in the convective part and are only taken into account into the pressure term. This assumption is valid when the variations of density are small. This can be inaccurate in many situations. One objective of this work is to deduce a general mathematical model for sediment transport without such assumption. This model will be proposed under the shallow water framework and aims at accurately describing both bedload and suspended sediment transport. Up to our knowledge, sediment transport models based on the shallow water framework usually use Boussinesq hypothesis which makes the numerical computations easier. Nevertheless this may result in inaccurate results in situations where we are far from this assumption.

A second objective of this paper is to described an efficient and robust numerical approximation of the model. This will be done by using a a two-step algorithm, following similar ideas as in [25, 26, 27, 28]. During the first step, the hyperbolic part of the system will be solved using a path-conservative well-balanced numerical scheme (See [29, 30]). Moreover, both bedload and suspended load will be solved without decoupling the system. As shown in [31], a splitting technique may result into instabilities. During the second step, erosion-deposition terms are solved using a novel semi-implicit approach. This will allow to guarantee the positivity preserving of density and water-thickness.

This work is structured as follows: First, the mathematical model is deduced. In Section 3 a general compact formulation will be presented as well as a study of the hyperbolicity of the model and the characterization of some relevant stationary solutions. The numerical scheme to be used will be introduced in Section 4. In Section 5 the extension to the two-dimensional case will be briefly shown. Finally, in Section 6 several numerical experiments are carry out to validate the model and the numerical approach used.

2. Deduction of mathematical model

We consider a water flow over movable bottom $b(x, t)$ that contains suspended particles of diameter $d$ and density $\rho_s$. The movement of water is
characterized by the time evolution of both the water depth $h(x, t)$ and the velocity $u(x, t) = (u(x, t), v(x, t), w(x, t))$ where $x \in \mathbb{R}^3$. We shall denote by $\eta(x, t) = h(x, t) + b(x, t)$ the free surface of the fluid and by $\rho_0$ the density of water. The evolution of the bottom, assumed with porosity $p$, is the result of two processes: erosion-deposition of the bottom and bedload transport. The first one corresponds to a transfer of particles between the bottom and the suspended load in the fluid. This process gives a mixture of water and sediment with density $\rho(x, t)$ and volumetric sediment concentration $c(x, t)$. The erosion and deposition fluxes will be denoted by $F_e(x, t)$ and $F_d(x, t)$ respectively. The second process, called bedload transport, takes into account sedimentary particles which move along the bottom by rolling, sliding and jumping. This transport is measured by the bedload discharge $q_b(x, t)$. A one dimensional sketch of this phenomenon is shown in Figure 1.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{bed_load_sediment_transport.png}
\caption{Sketch of bed load and suspended-load sediment transport.}
\end{figure}

The mathematical model to be used is based on the Navier-Stokes equations:

\begin{align}
\frac{\partial}{\partial t} \rho + \text{div}(\rho u) &= 0, \\
\text{div}(\rho u) &= 0,
\end{align}
\[ \partial_t (\rho \mathbf{u}) + \text{div}(\rho \mathbf{u} \otimes \mathbf{u}) = -\nabla p + \nabla \cdot \mathbf{T} + \rho \mathbf{g}, \]  

(2.3)

where \( p(x, t) \) denotes the instantaneous pressure. The density of the mixture is given by

\[ \rho(x, t) = \rho_0 + c(x, t)(\rho_s - \rho_0), \]  

(2.4)

the vector \( \mathbf{g} = (0, 0, -g)^t \) is the gravity and

\[ \mathbf{T} = \mu(\nabla \mathbf{u} + (\nabla \mathbf{u})^t) \]  

(2.5)

is the stress tensor, with \( \mu \) the viscosity coefficient. We shall consider the kinematic boundary conditions

\[ \partial_t \eta + u|_{z=\eta} \partial_x \eta - w|_{z=\eta} = 0, \]  

(2.6)

\[ \partial_t b + u|_{z=b} \partial_x b - w|_{z=b} = -\tilde{\phi}_b, \]  

(2.7)

where \( \tilde{\phi}_b = (1 + (\partial_x b)^2)^{1/2} \phi^b \). Here \( \phi^b \) is the normal erosion-deposition rate.

For the sake of simplicity, we shall neglect the variations on the horizontal direction \( y \). Nevertheless everything said here is easily extended otherwise.

2.1. Vertical integration

In this section we shall consider that the horizontal effects are predominant with respect the vertical ones, and therefore, we suppose that the vertical variations of the velocity are small. Under this assumptions we proceed to do a vertical integration of the equations. We shall assume that the fluid is incompressible, that is,

\[ \text{div} \mathbf{u} = 0. \]  

(2.8)

By integrating from \( z = b \) up to \( z = \eta \) equation (2.1) we get

\[ \int_b^\eta \partial_t \rho \, dz + \int_b^\eta \partial_x (\rho u) \, dz = \rho w|_{z=b} - \rho w|_{z=\eta}. \]  

(2.9)

Using (2.6) and (2.7), equation (2.9) takes the form

\[ \partial_t \int_b^\eta \rho \, dz + \partial_x \int_b^\eta \rho u \, dz = \rho \tilde{\phi}_b. \]  

(2.10)
The momentum conservation equation (2.3) written in terms of its components reads

\begin{align*}
\partial_t(\rho u) + \partial_x(\rho u^2) + \partial_z(\rho w) &= -\partial_x p + \mu(2\partial_{xx} u + \partial_z \tilde{\tau}), \\ \partial_t(\rho w) + \partial_x(\rho w u) + \partial_z(\rho w^2) &= -\partial_z p + \mu(\partial_x \tilde{\tau} + 2\partial_{zz} w) - \rho g,
\end{align*}

where \( \tilde{\tau} = \partial_z w + \partial_z u \). As we have said, we shall assume that vertical effects in (2.11) and (2.12) are negligible. In particular, we shall assume that the pressure is hydrostatic so that (2.12) reduces to

\[ \partial_z p = -\rho g. \] (2.13)

Therefore, integrating (2.11) from \( b \) up to \( \eta \) and assuming \( \partial_{xx} u \approx 0 \) we get

\[ \int_b^\eta \partial_t(\rho u) \, dz + \int_b^\eta \partial_x(\rho u^2) \, dz + \int_b^\eta \partial_x p \, dz = \rho u|_{z=b} w|_{z=b} - \rho u|_{z=\eta} w|_{z=\eta} + \mu(\tilde{\tau}|_{z=\eta} - \tilde{\tau}|_{z=b}). \] (2.14)

Taking into account kinematic boundary condition, (2.14) becomes

\[ \partial_t \int_b^\eta \rho u \, dz + \partial_x \int_b^\eta \rho u^2 \, dz + \partial_x \int_b^\eta p \, dz = \rho u|_{z=b} \phi_b \]

\[ + \mu(\tilde{\tau}|_{z=\eta} - \tilde{\tau}|_{z=b}). \] (2.15)

**Definition 2.1.** For any function \( f(x, z, t) \), we define its mean on the vertical direction as

\[ \mathcal{F} = \frac{1}{\eta} \int_b^\eta f \, dz. \] (2.16)

The fluctuating part \( \hat{f} \) of \( f \) relative to the mean is defined as

\[ \hat{f} = f - \mathcal{F}. \] (2.17)

From definition (2.1) we can see that, given two functions \( f_1, f_2 \) we get

\[ h\mathcal{F}_1 \mathcal{F}_2 + \int_b^\eta \hat{f}_1 \hat{f}_2 \, dz = \int_b^\eta f_1 f_2 \, dz. \] (2.18)

Using definition (2.1) and (2.18), equation (2.10) writes

\[ \partial_t (\rho \bar{v}) + \partial_x \left( \rho \bar{v} \bar{u} + \int_b^\eta \hat{v} \, dz \right) = \rho \bar{\phi}_b. \] (2.19)
From (2.13) we get
\[ p(x, z, t) = g\hat{p}(\eta - z) + g\int_z^\eta \hat{\rho}dz', \] (2.20)

therefore
\[ \hat{c}_x p(x, z, t) = g\hat{p}\hat{c}_x\eta + g(\eta - z)\hat{c}_x\hat{p} + g\hat{c}_x \int_z^\eta \hat{\rho}dz'. \] (2.21)

Finally
\[ \int_b^\eta \hat{c}_x p dz = gh\hat{p}\hat{c}_x\eta + g\frac{h^2}{2}\hat{c}_x\hat{p} + g\int_b^\eta \left( \hat{c}_x \int_z^\eta \hat{\rho}dz' \right) dz. \] (2.22)

Taking into account (2.22), equation (2.15) takes the form
\[
\hat{c}_t \int_b^\eta (\rho u) dz + \hat{c}_x \int_b^\eta (\rho u^2) dz + gh\hat{p}\hat{c}_x\eta + g\frac{h^2}{2}\hat{c}_x\hat{p} + g\int_b^\eta \left( \hat{c}_x \int_z^\eta \hat{\rho}dz' \right) dz.
\]
\[ = \mu(\hat{\tau}|_{z=\eta} - \hat{\tau}|_{z=b}) + \rho u|_{z=b}\tilde{\phi}_b. \] (2.23)

Using definition (2.1) and equation (2.17) we get the averaged momentum equation
\[
\hat{c}_t (h\rho \bar{\Pi}) + \hat{c}_x h(\bar{\Pi} \bar{\Pi}^2) + \hat{c}_x \left( \frac{h^2}{2} \bar{\rho} \right) = -gh\hat{p}\hat{c}_x\bar{b}
\]
\[ + \mu(\hat{\tau}|_{z=\eta} - \hat{\tau}|_{z=b}) + \rho u|_{z=b}\tilde{\phi}_b - \hat{c}_t \int_b^\eta \hat{\rho} u dz \]
\[ - \hat{c}_x \int_b^\eta \hat{\rho} u^2 dz - g \int_b^\eta \left( \hat{c}_x \int_z^\eta \hat{\rho}dz' \right) dz. \] (2.24)

We shall assume that the fluctuating parts are negligible and we consider that the tensor stress can be expressed in terms of \( \bar{\Pi} \), so that, we write
\[ \mu(\hat{\tau}|_{z=\eta} - \hat{\tau}|_{z=b}) = \tau(\bar{\Pi}). \] (2.25)

We shall denote
\[ \tilde{\phi}_b = c \tilde{\phi}_b. \] (2.26)

It is usual to express the velocity at surface, \( u|_{z=\eta} \) and bottom \( u|_{z=b} \), in terms of mean velocity \( \bar{u} \). Entropy considerations leads us to assume \( u|_{z=\eta} = \bar{u} \).
and \( u|_{z=b} = \frac{1}{2} \nu \), see \[32, 33\]. Therefore, equations (2.19) and (2.24) take the form

\[
\partial_t (h \rho) + \partial_x (h \rho u) = \rho_0 \tilde{\phi}_b + \phi_b (\rho_s - \rho_0), \tag{2.27}
\]

\[
\partial_t (h \rho u) + \partial_x (h \rho u^2) + \partial_x \left( g \frac{h^2}{2} \nu \right) = -g h \nu \partial_x u + \tau (\nu) + \frac{\nu}{2} \phi_b. \tag{2.28}
\]

Henceforth we neglect the symbol \(-\). Following \[16\], in order to take into account the bed deformation, the density of sediment \( \rho_s \) in the source term is usually written in terms of the density of saturated bottom \( \rho_b \) given by

\[
\rho_b = \rho_0 p + \rho_s (1 - p), \tag{2.29}
\]

therefore (2.27) becomes

\[
\partial_t (h \rho) + \partial_x (h \rho u) = \tilde{\phi}_b \rho_b + \rho_0 \left( \tilde{\phi}_b - \phi_b \right). \tag{2.30}
\]

The dynamic of bedload sediment transport is modeled using the Exner equation, see \[34, 2\]. This equation states that the time variation of the sediment layer over a certain volume is due to the net variation of the solid transport through the boundaries of the volume. Exner equation reads

\[
\partial_t \rho_b + \frac{1}{1 - p} \partial_x q_b = -\frac{1}{1 - p} \phi_b, \tag{2.31}
\]

where \( q_b = q_b (h, h u) \) denotes the solid transport flux.

Let us consider the simple case where the sediment is confined in a closed domain, so that there is no exchange through boundaries. In particular, assume for simplicity the case where \( u = 0 \). Then, one should get that the total sediment mass in the interior of the domain is preserved, that is

\[
\partial_t (h \rho + \rho_b) = 0. \tag{2.32}
\]

Therefore from (2.30), (2.31) and (2.32) one should obtain

\[
\tilde{\phi}_b - \frac{\phi_b}{1 - p} = 0. \tag{2.33}
\]
From the integral averaged form of the continuity equation \((2.1)\), taking into account that the density is transported and considering \((2.33)\), we get the volume conservation equation

\[
\partial_t h + \partial_x (h u) = \frac{\phi_b}{1-p}.
\]

Let us remark that the deduction of the model does not use Boussinesq hypothesis. The final model then writes

\[
\partial_t h + \partial_x (hu) = \frac{\phi_b}{1-p},
\]

\[
\partial_t (h \rho) + \partial_x (h \rho u) = \frac{\phi_b \rho_b}{1-p},
\]

\[
\partial_t (h \rho u) + \partial_x (h \rho u^2) + \partial_x \left( g \frac{h^2}{2} \rho \right) = -gh \rho \partial_x b
\]

\[
+ \tau(u) + \rho \frac{u}{2} \phi_b,
\]

\[
\partial_t b + \frac{1}{1-p} \partial_x q_b = -\frac{1}{1-p} \phi_b.
\]

### 2.2. Erosion and deposition effects

To close the system the sediment exchange between the bottom and the water \((\phi_b)\) is determined from the rates of deposition \((F_d)\) and erosion \((F_e)\), namely

\[
\phi_b = F_e - F_d.
\]

#### 2.2.1. Deposition rate

The deposition rate is described as the product of the settling velocity of sediment (drop velocity of the particle under water at rest) \(v_s\), and the fractional concentration of suspension near by the bed \(c_b\),

\[
F_d = v_s c_b.
\]
In order to compute $c_b$ we shall use the formula proposed in [35], which states that

$$\frac{c_b}{c} = 0.4 \left( \frac{d}{D_{sg}} \right)^{1.64} + 1.64,$$  \hspace{1cm} (2.41)

where $D_{sg}$ denotes the geometric mean size of the suspended sediment mixture and $d$ is the sediment diameter.

The settling velocity of sediment may be obtained experimentally or using the formulation proposed by Zhang and Xie [36], which has been used in several works like [20, 23]

$$v_s = \sqrt{\left( \frac{13.95 \nu}{d} \right)^2 + 1.09 \, s \, g \, d - \frac{13.95 \nu}{d}},$$  \hspace{1cm} (2.42)

where $\nu$ denotes the kinematic viscosity of the water, $s = \frac{\rho_s}{\rho_0} - 1$ is the relative density and $s \, g$ is the specific gravity of the submerged sediment.

2.2.2. Erosion rate

The erosion rate from the bottom is computed using the following expression

$$F_e = v_s P E_s.$$ \hspace{1cm} (2.43)

The sediment entrainment coefficient $E_s$, is computed using the formulation developed by Garcia and Parker [37],

$$E_s = \frac{1.3 \times 10^{-7} Z^5}{1 + 4.3 \times 10^{-7} Z^5},$$  \hspace{1cm} (2.44)

where

$$Z = \alpha_1 \frac{\sqrt{C_D|u|}}{v_s} R_p^{\alpha_2},$$ \hspace{1cm} (2.45)

and

$$R_p = \frac{\sqrt{s \, g \, d}}{\nu}$$ \hspace{1cm} (2.46)

is the particle Reynold number. Several values have been proposed for the parameters ($\alpha_1, \alpha_2$) as it can be seen in [32, 35, 38, 39]. In this work we shall employ the values (1,0.6) if $R_p > 2.36$ and (0.586,1.23) when $R_p \leq 2.36$. The
constant \( P \) represents the volume fraction of the sediment in the bottom. In [40] it is said that if \( P \) represents the volumetric solids fraction of the sediment, then \( 1 - P \) denotes the porosity of the control volume.

### 2.2.3. Friction term

Following [16], the friction term is computed as

\[
\tau(u) = \rho u^2 \left( 1 + r_w \right),
\]

where \( u_\star \) is the bed shear velocity and it is computed as [15] by

\[
u^2 = \frac{g \mu_f u^2}{h^{1/3}},
\]

where \( \mu_f \) is the dimensionless Manning coefficient. The term \( r_w \) denotes the ratio of upper-interface resistance to bed resistance.

### 2.2.4. Bed load discharge

The computation of the bed load discharge \( q_b \) is based on empirical laws. Some of the most used ones were proposed Meyer-Peter and Müller [3], Grass [5], Van Rijn [6], among others. In this work we use the formulation proposed by Meyer-Peter and Müller, namely

\[
\frac{q_b}{Q} = 8 \text{sgn}(u) (\theta - \theta_c)^{3/2},
\]

where

\[
Q = d \sqrt{g s d}
\]

is the characteristic discharge, \( \theta \) denotes the Shields parameter (ratio between agitating and stabilizing forces on a sediment grain in the bottom)

\[
\theta = \frac{u^2}{s g d}
\]

and \( \theta_c \) is the critical Shields stress for incipient motion.
3. General formulation of the model

The system of partial differential equations (2.35)–(2.38) can be written in vectorial form as

\[
\partial_t W + \partial_x F(W) + B(W) \partial_x W = G(W) + S_\tau(W),
\]

where the vector of conservative variables takes the form \( W = (h, h\rho, h\rho u, b)^t \).

The physical flux \( F \), the non-conservative product matrix \( B \) and the source terms, \( G \) (erosion and deposition) and \( S_\tau \) (friction term), have the following forms

\[
F(W) = \begin{pmatrix}
  hu \\
h\rho u \\
h\rho u^2 \\
b/1-p
\end{pmatrix}, \quad
B(W) = \begin{pmatrix}
  0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 \\
  g/2 h\rho & g/2 h & gh\rho \\
  0 & 0 & 0 & 0
\end{pmatrix},
\]

(3.2)

\[
G(W) = \begin{pmatrix}
  \phi_b \\
  1/p - \phi_b \\
  1/p - \phi_b \\
  -\phi_b/1-p
\end{pmatrix}, \quad
S_\tau = \begin{pmatrix}
  0 \\
  0 \\
  \rho u^2/2 (1 + r_w) \\
  0
\end{pmatrix}.
\]

(3.3)

System (3.1) may also be written in quasi-linear form as

\[
\partial_t W + A(W) \partial_x W = G(W) + S_\tau(W),
\]

(3.4)

where \( A(W) = \frac{\partial F(W)}{\partial W} + B(W) \).

The problem to be solved can be formulated as follows. Given the initial condition \( W_0 \), we need to compute the state \( W_t, t > 0 \) by solving the system (3.4) on \( [0, L] \), where \( L \) is the length of channel, subject to some boundary conditions.
3.1. Hyperbolic character of the system

Given that the bed load discharge flux does not depend on the depth of bottom, we have $\partial_b q_b = 0$. Let us be consider the matrix

$$
A = \begin{pmatrix}
    u & -\frac{u}{\rho} & \frac{1}{\rho} & 0 \\
    0 & 0 & 1 & 0 \\
    \frac{g}{2} h \rho & \frac{g}{2} h - u^2 & 2 u & g h \rho \\
    \alpha & \beta & \delta & 0
\end{pmatrix},
$$

where

$$
\alpha = \partial_h q_h, \quad \beta = \partial_{h\rho} q_b, \quad \delta = \partial_{h\rho u} q_b.
$$

Following [31], bedload transport fluxes may be written as a function of the Shields parameter, that is,

$$
q_b = \text{sgn}(u) \Phi(\theta),
$$

for some function $\Phi$. In particular, if the Meyer-Peter&Müller formula is used, we have $\Phi(\theta) = 8Q(\theta - \theta_c)^{3/2}$. Nevertheless everything said here may be generalized for any other solid transport flux formula.

Therefore, we get

$$
\alpha = \text{sgn}(u) \Phi'(\theta) \partial \theta, \quad \beta = \text{sgn}(u) \Phi'(\theta) \partial_h \theta, \quad \delta = \text{sgn}(u) \Phi'(\theta) \partial_{h\rho u} \theta.
$$

Remark that from (2.50) we have

$$
\partial_h \theta = -\frac{1}{6} \rho u \partial_{h\rho u} \theta, \quad \partial_{h\rho} \theta = -u \partial_{h\rho u} \theta.
$$

Therefore

$$
\alpha = -\frac{1}{6} \rho u \delta, \quad \beta = -u \delta.
$$

Some straightforward calculations show that the characteristic polynomial of $A$ is

$$
p(\lambda) = -(u - \lambda)(\lambda^3 + a_2 \lambda^2 + a_1 \lambda + a_0),
$$
with

\[ a_2 = -2u, \]
\[ a_1 = -gh\rho \left( \delta + \frac{1}{2\rho} \right) + \left( \frac{g}{2h} - u^2 \right), \]
\[ a_0 = -gh\rho \left( \beta + \frac{\alpha}{\rho} \right). \]

Thus, \( u \) is an eigenvalue of the matrix \( A \). In order to prove the hyperbolicity of the system (3.4) we need to ensure that the cubic polynomial on the right hand side of (3.9) has three real roots. Remark that this polynomial may be written as

\[ P_A(\lambda) = f(\lambda) - d(\lambda), \]  
(3.10)

where

\[ f(\lambda) = \lambda \left( (u - \lambda)^2 - gh \right), \]  
(3.11)

\[ d(\lambda) = gh\rho \left( \lambda - \frac{7}{6}u \right) \delta. \]  
(3.12)

This means that we have three real roots whenever the line \( d(\lambda) \) intersects \( f(\lambda) \) in three points. In other words, we need to ensure that the root of \( d(\lambda) \), that is \( \frac{7}{6}u \) lies between the roots \( \alpha_{\pm} \) of \( d_{\pm}(\lambda) \), where \( d_{\pm}(\lambda) \) are the tangent straight lines to the curve \( f(\lambda) \) and parallel to \( d(\lambda) \). A sketch of this fact can be seen in Figure 2.

More explicitly, the lines \( d_{\pm}(\lambda) \) take the form

\[ d_{\pm}(\lambda) = f(\lambda_{\pm}) - gh\rho\delta(\lambda - \lambda_{\pm}), \]  
(3.13)

where

\[ \lambda_{\pm} = \frac{2u + \sqrt{u^2 + 3gh(1 - \rho\delta)}}{3}. \]  
(3.14)

The roots of the straight lines \( d_{\pm}(\lambda) \) are given by

\[ \alpha_{\pm} = \frac{f(\lambda_{\pm})}{gh\rho\delta} + \lambda_{\pm}. \]  
(3.15)

System (3.4) will be hyperbolic whenever the next relation is fulfilled:

\[ \alpha_- < \frac{7}{6}u < \alpha_+. \]  
(3.16)
Remark that a sufficient condition for the system to be hyperbolic is that $|u| < 6\sqrt{gh}$, which is in general true for physical situations. Indeed, one can check that in this case

$$\alpha_- < u - \sqrt{gh} < \frac{7}{6}u < u + \sqrt{gh} < \alpha_+. \tag{3.17}$$

In order to compute an approximation for characteristics velocities, we shall employ the following procedure, which is depicted in Figure 3:

- Let us consider
  
  $$S_- = u - \sqrt{gh}, \quad S_{mid} = 0, \quad \text{and} \quad S_+ = u + \sqrt{gh}, \tag{3.18}$$

  the roots of (3.11).

- We compute the tangent straight line $l_\pm(\lambda)$ to $f(\lambda)$ at point $(S_\pm, 0)$
  
  $$l_\pm(\lambda) = f'(\lambda) (\lambda - S_\pm). \tag{3.19}$$

- We solve the equation $l_\pm(\lambda) = -d(\lambda)$, whose solution is
  
  $$\lambda^*_\pm = \frac{f'(S_\pm)S_\pm - \frac{7}{6}gh\rho u\delta}{f'(S_\pm) - gh\rho\delta}. \tag{3.20}$$
We compute the tangent straight line $l_{mid}$ to $f(\lambda)$ at point $(0,0)$ and we solve the equation $l_{mid}(\lambda) = -d(\lambda)$, then we get

$$\lambda_m^* = -\frac{7}{6} \frac{ghu\delta}{u^2} - \frac{gh(1 + \rho\delta)}{u^2}.$$  \hspace{1cm} (3.21)

Let us consider $\lambda_1 < \lambda_2 < \lambda_3$ the roots of the polynomial (3.10). We shall use the approximations given by $\lambda_m^* < \lambda_m^* < \lambda_1^*$. The approximation $\lambda_1^*$, is an upper bound for $\lambda_3$, while $\lambda_1^*$ is a lower bound of $\lambda_1$.

3.2. Stationary solutions

In this section we briefly consider some relevant stationary solutions of the system (3.4), when the source term related to de sediment erosion and deposition processes and friction term are neglected. In that case, the momentum conservation equations writes

$$u(\partial_t (h\rho) + \partial_x (h\rho u)) + h\rho (\partial_t u + u\partial_x u) + \frac{g}{2} h^2 \partial_x \rho = -gh\rho \partial_x (\eta).$$  \hspace{1cm} (3.22)
Taking into account the mass conservation equation in \((3.4)\) and that stationary solutions are independent of time, we get

\[
\frac{\partial}{\partial x} \left( \frac{u^2}{2} \right) + \frac{gh}{2\rho} \frac{\partial}{\partial x} \rho + g \frac{\partial}{\partial x} \eta = 0.
\]

\((3.23)\)

Moreover the volume and mass conservation equation in \((3.4)\) results in

\[
\frac{\partial}{\partial x} (hu) = 0,
\]

\((3.24)\)

\[
\frac{\partial}{\partial x} (h\rho u) = 0.
\]

\((3.25)\)

In particular we are interested in those corresponding to \(u = 0\). In such case, two different families of stationary solutions appear, those corresponding to lake at rest given by

\[
u = 0; \quad \rho = \text{cte}; \quad \eta = \text{cte}.
\]

\((3.26)\)

In the case that the density is not a constant function, we get

\[
\frac{gh^2}{2} \frac{\partial}{\partial x} \rho + gh \rho \frac{\partial}{\partial x} \eta = 0.
\]

\((3.27)\)

Moreover, for the case of flat bottom, we get constant pressure steady states given by

\[
u = 0; \quad \frac{\rho h^2}{2} = \text{cte}; \quad b = \text{cte}.
\]

\((3.28)\)

3.2.1. Lake at rest solution with suspended sediment

It will be also interesting to pay special attention to the case where \(u = 0\) with suspended sediment in the fluid and the erosion and deposition source terms in \((3.4)\) are retained. No stationary solution appears now, but a simple physical solution is found that corresponds to a still water medium where sediment is progressively deposed. Under water at rest supposition \((u = 0)\), the
mathematical model reads

\[
\begin{align*}
\partial_t h &= \frac{\phi_b}{1 - p}, \\
\partial_t (h \rho) &= \frac{\phi_b \rho_b}{1 - p}, \\
\partial_x \left( \frac{1}{2} gh^2 \rho \right) &= -gh \rho \partial_x b, \\
\partial_t b &= -\frac{\phi_b}{1 - p}.
\end{align*}
\] (3.29) (3.30) (3.31) (3.32)

From equations (3.29) and (3.32) we get

\[
\partial_t (h + b) = 0,
\] (3.33)

this means that the water free surface does not change through the time.

Developing equation (3.31), the momentum conservation equation takes the form

\[
\partial_x (h + b) = -\frac{h}{2\rho} \partial_x \rho.
\] (3.34)

We remark that if \( \rho \) is a constant function, then the free surface of water does not change spatially.

Taking into account equations (3.30) and (3.29), we get that

\[
\partial_t \rho = \frac{\phi_b}{h(1 - p)} (\rho_b - \rho) \quad \text{if} \quad c < 1 - p.
\] (3.35)

From definition of \( \rho_b \) (2.29) and \( \rho \) (2.4), equation (3.36) given

\[
\partial_t \rho = \frac{\phi_b}{h(1 - p)} ((\rho_s - \rho_0)(1 - p - c)) \quad \text{if} \quad c > 1 - p.
\] (3.36)

It is expected that the suspended sediment under water at rest must be deposed at the bottom. At the same time, due to this deposit, the thickness of the bottom increases, water thickness decreases. This will modify the density of the water-sediment mixture as follows:

- The density of mixture is a decreasing function through the time if \( c < 1 - p \).
- The density of mixture is an increasing function through the time if \( c > 1 - p \).
- The density of mixture is a constant function if \( c = 1 - p \).
In this section we describe the first order numerical finite volume solver that we used to approximate the solutions of system (3.4).

The spatial discretization is done by means of a finite volume mesh composed by cells $C_i = [x_{i-1/2}, x_{i+1/2}]$, $i = 1, \cdots, N$. For the sake of simplicity we shall assume that these cells have a constant size $\Delta x$ and denote by $x_{i+1/2} = i \Delta x$ the intercells and $x_i = (i + \frac{1}{2}) \Delta x$ the center of the cells, see Figure 4. Let $\Delta t$ be the time step and $t^n = n \Delta t$.

![Figure 4: Finite volume mesh.](image)

We use a two-step algorithm to compute the solution of the system (3.4). Incorporating erosion and depositions effects in the second step as it is done in [25, 26, 27, 28].

On the first step, we solve the system

$$
\partial_t \mathbf{W} + \mathbf{A}(\mathbf{W}) \partial_x \mathbf{W} = \mathbf{0},
$$

using a finite volume well-balanced method and on the second step we solve the ordinary differential equation induced by the erosion deposition and friction source terms

$$
\partial_t \mathbf{W} = \mathbf{G}(\mathbf{W}) + \mathbf{S}_\tau(\mathbf{W}).
$$

In order to solve (4.1) we shall use the path-conservative framework. Remark that the system (4.1) contains non conservative products $\mathbf{A}(\mathbf{W}) \mathbf{W}_x$, which in general do not make sense within the framework of the theory of distributions. The theory described in [11] allows to give a rigorous definition of weak solutions using a family of Lipschitz continuous paths. This theory has been used to developed the so-called path conservative schemes, see [29].
Let \( W^n_i \) be the approximation of the cell averages of the exact solution at the cell \( C_i \) at time \( t^n \)

\[
W^n_i \approx \frac{1}{\Delta x} \int_{x_{i-1/2}}^{x_{i+1/2}} W(x, t^n) dx, \quad (4.3)
\]

One can write a numerical scheme in the form

\[
W^{n+1}_i = W^n_i - \frac{\Delta t}{\Delta x} \left( D^+_i - D^-_i \right), \quad (4.4)
\]

with

\[
D^+_i = D_+(W_i, W_{i+1}) = \frac{1}{2} \left( F(W^n_{i+1}) - F(W^n_i) + B_{i+\frac{1}{2}} (W^n_{i+1} - W^n_i) \right) \pm \frac{1}{2} Q_{i+\frac{1}{2}} (W^n_{i+1} - W^n_i), \quad (4.5)
\]

where the matrix \( Q_{i+\frac{1}{2}} \) represents a viscosity matrix that approximates \( |A_{i+\frac{1}{2}}| \), the absolute value of the Roe linearization for \( A \) at the intercell. In particular, we will use a PVM method as introduced in [42].

\[
Q_{i+\frac{1}{2}} = P^{r+1/2}_{\lambda} \left( A_{i+\frac{1}{2}} \right) \quad (4.6)
\]

where \( P^{r+1/2}(x) \) is a polynomial of degree \( r \), which approximates the absolute value function.

In this work we employ a parabolic approximation in order to compute the viscosity matrix \( Q_{i+\frac{1}{2}} \). Further details can be found in [43] [44],

\[
P^{r+1/2}_{\lambda} \left( A_{i+\frac{1}{2}} \right) = \alpha_0 I_d + \alpha_1 A_{i+\frac{1}{2}} + \alpha_2 A^2_{i+\frac{1}{2}}, \quad (4.7)
\]

where \( \alpha_1, \alpha_2, \alpha_3 \) are defined in terms of the eigenvalues \( \lambda_1 = \lambda_{min}, \lambda_2 = \lambda_{mid}, \lambda_3 = \lambda_{max} \) and they are computed by solving the linear system of equations

\[
\begin{pmatrix}
1 & \lambda_1 & \lambda_1^2 \\
1 & \lambda_2 & \lambda_2^2 \\
1 & \lambda_3 & \lambda_3^2
\end{pmatrix}
\begin{pmatrix}
\alpha_0 \\
\alpha_1 \\
\alpha_2
\end{pmatrix}
= \begin{pmatrix}
|\lambda_1| \\
|\lambda_2| \\
|\lambda_3|
\end{pmatrix}. \quad (4.8)
\]
Let us consider
\[ \gamma_1 = -\left(\lambda_3(\lambda_1^2 - \lambda_2^2 - \lambda_3^2) + \lambda_2(\lambda_3^2 - \lambda_2^2 - \lambda_3^2) + \lambda_1(\lambda_2^2 - \lambda_1^2 - \lambda_3^2)\right), \]
\[ \gamma_2 = \lambda_2(\lambda_1^2 - \lambda_2^2) + \lambda_1(\lambda_3^2 - \lambda_2^2) + \lambda_3(\lambda_2^2 - \lambda_1^2), \]
\[ \gamma_2 = -\left(\lambda_2(\lambda_1 - \lambda_3) + \lambda_1(\lambda_3 - \lambda_2) + \lambda_3(\lambda_2 - \lambda_1)\right), \]
\[ \gamma_4 = (\lambda_1 - \lambda_2)(\lambda_3(\lambda_3 - \lambda_1 - \lambda_2) + \lambda_1\lambda_2), \]
then the solution of the linear system (4.8) is given by
\[ \alpha_0 = \frac{\gamma_1}{\gamma_4}, \quad \alpha_1 = \frac{\gamma_2}{\gamma_4}, \quad \alpha_2 = \frac{\gamma_3}{\gamma_4}. \] (4.9)

Remark that here the approximation of the eigenvalues introduced in Section 3.1 shall be used.

In order to ensure the positivity of the numerical scheme, we proceed as follows: if \( h_{i+1/2} < \varepsilon \), where \( \varepsilon \) is threshold value, the viscosity matrix is computed by
\[ P_i^{i+1/2} \left( A_i + \frac{1}{2} \right) = \alpha_0 \text{Id} + \alpha_1 A_i + \frac{1}{2} \] (4.10)
where
\[ \alpha_0 = \frac{\lambda_3 |\lambda_1| - \lambda_1 |\lambda_3|}{\lambda_3 - \lambda_1} \quad \text{and} \quad \alpha_1 = \frac{|\lambda_3| - |\lambda_1|}{\lambda_3 - \lambda_1}. \]

This means that in a given interface where a wet-dry front is found, the selected PVM at such interface coincides with the HLL scheme. The choice of HLL scheme in such situations will grant the positivity of water and sediment thickness.

4.1. Numerical treatment of the erosion-deposition source term

The second step of the method employed is carried out as follows: Let \( W_{i}^* \) be the approximation computed using the numerical scheme (4.4). We shall compute \( W_{i}^{n+1} \) in a semi-implicit way as follows, first the erosion and deposition process are incorporated in the solution
The sediment flux is computed as \( \phi_{i}^* = F_{ei,i}^* - F_{di,i}^* \), being
\[ F_{ei,i}^* = K_{er,i}^*(1 - p), \quad \text{and} \quad F_{di,i}^* = K_{dep,i}^* \rho_i^* . \] (4.11)
where

\[ K_{er,i}^* = v_s E_{er,i}^*, \quad \text{and} \quad K_{dep,i}^* = \frac{v_s E_{dep,i}}{\rho_i^*} \left( 0.4 \left( \frac{d}{D_{sg}} \right)^{1.64} + 1.64 \right). \]  

(4.12)

The values \((h\rho)_i^{n+1}\) and \((1-p)b_i^{n+1}\) are defined by the following equations

\[
(h\rho)_i^{n+1} = (h\rho)_i^n + \frac{\Delta t}{1-p} \rho_b \left( K_{er,i}^* (1-p) \frac{b_i^{n+1}}{b_i^*} - \frac{(h\rho)_i^{n+1}}{h_i^*} K_{dep,i}^* \right) \]  

(4.13)

\[
(1-p)b_i^{n+1} = (1-p)b_i^n - \Delta t \left( K_{er,i}^* (1-p) \frac{b_i^{n+1}}{b_i^*} - \frac{(h\rho)_i^{n+1}}{h_i^*} K_{dep,i}^* \right) \]  

(4.14)

Let us be introduce the following notation

\[
a = \frac{\Delta t \rho_b}{1-p} K_{er,i}^*, \quad e = \frac{\Delta t \rho_b}{1-p} K_{dep,i}^*, \quad c = \frac{\Delta t K_{er,i}^*}{b_i^*}, \quad d = \frac{\Delta t K_{dep,i}^*}{h_i^*},
\]

\[
x = (h\rho)_i^{n+1} \quad \text{and} \quad y = (1-p)b_i^{n+1},
\]

and

\[
x_0 = (h\rho)_i^n \quad \text{and} \quad y_0 = (1-p)b_i^n,
\]

then the system of equations \((4.13)-(4.14)\) reduces to

\[
\begin{pmatrix}
1 + e & -a \\
-d & 1 + c
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
=
\begin{pmatrix}
x_0 \\
y_0
\end{pmatrix},
\]  

(4.15)

whose solution is given by:

\[
x = \frac{(1 + c)x_0 + ay_0}{1 + c + e},
\]  

(4.16)

\[
y = \frac{dx_0 + (1 + e)y_0}{1 + c + e}.
\]  

(4.17)

**Remark 4.1.** Notice that if \((h\rho)_i^n\) and \((1-p)b_i^n\) are positive then \((h\rho)_i^{n+1}\) and \((1-p)b_i^{n+1}\) will be positive. This is an improvement with respect a explicit approximation of the erosion-deposition terms which does not grant positivity, which would be a major drawback.

From equation \((4.13)\) we get

\[
\frac{\Delta}{1-p} \phi_b^{n+1} = \frac{1}{\rho_b} \left( (h\rho)_i^{n+1} - (h\rho)_i^n \right),
\]  

(4.18)

this relation is employed to update the values \(h^{n+1}\) and \((h\rho u)^{n+1}\). Finally the friction term is computed in a semi-implicit form.
Remark 4.2. Remark that the choice of PVM scheme results in the positivity preserving property of the first step of the numerical scheme. Moreover, the semi-implicit approach for the numerical treatment of the erosion and deposition source terms is also positiviy preserving. Therefore this will assure that the global scheme introduced here for the numerical resolution of system (3.4) is positivity preserving.

5. Extension to bidimensional case

The mathematical model (3.1) can be easily extended to the bidimensional case. For the sake of completeness we shall describe here the model and numerical scheme in the 2D case.

The model may be written in compact form as

\[
\partial_t \mathbf{W} + \mathbf{F}_1(\mathbf{W}) + \mathbf{F}_2(\mathbf{W}) = \mathbf{B}_1(\mathbf{W})\partial_x \mathbf{W} + \mathbf{B}_2(\mathbf{W})\partial_y \mathbf{W} + \mathbf{G}(\mathbf{W}) + \mathbf{S}_\tau(\mathbf{W}),
\]

(5.1)

where \( \mathbf{W} = (h, h\rho, h\rho u, h\rho v, b)^t \) and

\[
\mathbf{F}_1(\mathbf{W}) = \begin{pmatrix}
    hu \\
    h\rho u \\
    h\rho u^2 + \frac{1}{2}gh^2\rho \\
    h\rho uv \\
    \frac{1}{1-p}q_{bx}
\end{pmatrix} ; \quad \mathbf{F}_2(\mathbf{W}) = \begin{pmatrix}
    hv \\
    h\rho v \\
    h\rho uv \\
    h\rho v^2 + \frac{1}{2}gh^2\rho \\
    \frac{1}{1-p}q_{by}
\end{pmatrix}.
\]

(5.2)

\[
\mathbf{B}_1(\mathbf{W}) = -(g h\rho)e_{3,5}, \quad \mathbf{B}_2(\mathbf{W}) = -(g h\rho)e_{4,5},
\]

(5.3)

\[
\mathbf{G}(\mathbf{W}) = \begin{pmatrix}
    \phi_b \\
    \frac{1}{1-p} \\
    \rho_b \phi_b \\
    \frac{1}{1-p} \\
    \rho\frac{u}{\phi_b} \\
    \rho\frac{v}{\phi_b} \\
    \frac{1}{1-p} \phi_b
\end{pmatrix} ; \quad \mathbf{S}_\tau(\mathbf{W}) = \begin{pmatrix}
    0 \\
    0 \\
    \tau_u \\
    \tau_v \\
    0
\end{pmatrix}.
\]

(5.4)
where \( e_{r,s} \) is the canonical basis of square matrix of order 5.

The computation of \( \phi_b \) is made essentially using (2.39) but replacing the absolute value of the velocity \( |u| \) by the norm of the vector velocity \( |u| \). The components of friction term \( \tau_f = (\tau_u, \tau_v) \) are computed using (2.47) by taking into account the direction of velocity when the bed shear velocity (2.48) is computed.

The Meyer-Peter & Müller formulation for the two-dimensional solid transport flux is given by

\[
q_b = 8Q \text{sgn}(u)(\theta - \theta_c)^{3/2},
\]

where \( \text{sgn}(u) \) corresponds to \( u/|u| \). The Shields parameter, in this case, takes the form:

\[
\theta = \frac{\mu_f^2}{d(\rho_s - \rho_0)h^{1/3}} |u|.
\]

Straightforward computations allow us to prove that the system (5.1) is invariant under rotations (see [45]), that is to say, given a rotation matrix

\[
T_n = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & n_x & n_y & 0 \\
0 & 0 & -n_y & n_x & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix},
\]

where \( n = (n_x, n_y)^t \) is any unitary vector, if we considerer \( F_n = F_1(W)n_x + F_2(W)n_y \) and \( \mathcal{B}(W) = (B_1(W), B_2(W)) \) then, the following relations are fulfilled

\[
F_n(W) = T_n^{-1}F_1(T_nW),
\]
\[
\mathcal{B}(W) \cdot n = T_n^{-1}B_1(T_nW).
\]

Following [45] [46] we can see that \( T_nW \) verifies the system

\[
\partial_t(T_nW) + \partial_n F_1(T_nW) = B_1(T_nW)\partial_n W + Q_n, \tag{5.10}
\]

where \( Q_n = T_n(-\partial_n F_n(W)) + (\mathcal{B}(W) \cdot n \cdot \partial_n W) \) is the tangential term. This will allow us to easily extend the 1D numerical scheme to this case.
5.1. Numerical solution for the bidimensional model

The numerical scheme is built by using (5.10) at each edge the volumes of mesh. In order to solve (5.1), the computational domain is divided into finite volumes \( V_i \subset \mathbb{R}^2 \). In this work we use structured meshes made up by rectangular cells whose edges are parallel to the Cartesian axes. Given a finite volume \( V_i \), \( \mathcal{N}_i \) is the set of indexes \( j \) such that \( V_j \) is a neighbour of \( V_i \); \( E_{ij} \) is the common edge to two neighbour cells \( V_i \) and \( V_j \) and \( |E_{ij}| \) represents its length; \( \mathbf{n}_{ij} \) is the normal unit vector of the edge \( E_{ij} \) pointing towards to the cell \( V_j \); and \( |V_i| \) is the area of the finite volume \( V_i \).

The path conservative well balanced numerical scheme for the two dimensional model writes

\[
W_{i}^{n+1} = W_{i}^{n} - \frac{\Delta t}{|V_i|} \sum_{j \in \mathcal{N}_i} |E_{ij}| D^-_{ij} \left( W_{i}^{n}, W_{j}^{n} \right),
\]

where \( D^-_{ij} \left( W_{i}^{n}, W_{j}^{n} \right) \) is an approximation of the normal flux associated to the edge \( E_{ij} \). By using the invariant under rotation property (5.8) we can define

\[
D^-_{ij} \left( W_{i}^{n}, W_{j}^{n} \right) = T^{-1}_{n_{ij}} \left( T_{n_{ij}} W_{i}, T_{n_{ij}} W_{j} \right),
\]

where \( D^- \left( T_{n_{ij}} W_{i}, T_{n_{ij}} W_{j} \right) \) is the numerical flux function defined Section 4. In this case the one dimensional system is defined from Equation (5.10) by neglecting the tangential term \( Q_{n_i} \), further details can be seen in [45].

Erosion deposition and friction source terms are treated as it was done in Section 4.1.

6. Numerical simulations

In this section, several numerical experiments have been carried out in order to validate the model and the numerical scheme used.

6.1. Lake at rest

In this test we try to reproduce numerically the characteristics of lake at rest state, as described in Section 3.2.1 for the system (5.1). We consider a
closed flume with flat bottom and we consider that the flume is initially filled with a mixture of water and sediment. The density of sediment is $1.580\text{g/cm}^3$, the diameter of the particle is $3.9\text{mm}$ and the porosity is 0.47. The initial concentration of sediment is 0.2, the initial depth of bottom is $1.05\text{m}$ and the initial free surface of water is $3.0\text{m}$. The total time simulated is $30\text{s}$. The domain $\Omega = [-1,1] \times [-1,1]$ was discretized by using 100 points in the $x$ and $y$ directions, respectively. Free boundary conditions are considered in all boundaries of the domain.

Figure 5: Free surface and bottom at time $t = 0\text{s}$ (left) and free surface and bottom at $t = 30\text{s}$ (right).

Figure 5 shows, as expected, that the suspended sediment is deposed at the bottom, therefore the depth of bottom increases. We can notice that the free surface of water remains constant through the time. Remark that the models presented in [35, 47] do not verify this property. In those models, under lake at rest hypothesis, the freshwater mass is increased due to lack of a of a source term in the first equation, which makes that the free surface level does not remains constant through time. Figure 6 shows that the density of water sediment mixture decreases because we have selected a initial value of $c$ such that the relation $c < 1 - p$ is fulfilled. We can conclude that the numerical scheme
reproduces correctly the conditions of the lake at rest state for the system (5.1).

6.2. Dune evolution

In this test we shall consider bedload transport for the morphological evolution of a dune. We shall consider clear water at initial time and we shall impose an entrance of suspended sediment concentration at left boundary. In this experiment the erosion and deposition terms are neglected. We consider a sedimentary material with the same characteristics described in Section 6.1 and the same domain with the same discretization. The initial conditions are given by

\[
b(x, 0) = \begin{cases} 
1.1 + 0.05 \cos(10|x|), & \text{if } |x| < \frac{\pi}{10}, \\
1.05, & \text{Otherwise}.
\end{cases}
\]  

(6.1)

\[
h(x, 0) + b(x, 0) = 2.0, \quad h(x, 0) u(x, 0) = 1, \\
h(x, 0) v(x, 0) = 0, \quad \rho(x, 0) = \rho_0.
\]  

(6.2)

We have employed the Meyer-Peter & Mülller formulation to compute the bedload discharge (5.5), but in this case we have used

\[
Q = 2d \sqrt{\frac{g}{\rho_s - \rho_0} \frac{\rho_0}{\rho_0}}
\]
in order to see movement in the bottom at short times. We have imposed the following boundary conditions,
\[
\begin{align*}
  h(x, t) u(x, t) &= 1, & x &\in [-1, 1] \times \{-1, 1\}, & t &> 0, \\
  h(x, t) v(x, t) &= 0, & x &\in \{-1\} \times [-1, 1], & t &> 0.
\end{align*}
\] (6.3)

We shall impose a homogeneous boundary condition on suspended sediment concentration given by
\[
\rho(x, t) = \rho_0 + \frac{0.019 (\rho_s - \rho_0)}{h(x, t)}, \quad x \in \{-1\} \times [-1, 1], \ t > 0.
\] (6.4)

The remaining boundaries are considered with open boundary condition.

The final time is \( t = 40 \) s. The numerical results obtained at time \( t = 40 \) s can be seen in Figure 7.

We can see that the numerical scheme preserves the symmetry, with respect of \( x \) axe, of the water free surface, bottom, and discharge in \( x \) direction. Remark that the provided numerical solution is smooth. We can see that the bottom at the final time presents a star-shape form which agrees to what is expected (see [48]).

6.3. Simulations of one-dimensional dam breaks flows

In this section one dimensional experimental dam breaks are simulated in order to do a comparison between the experimental data and the numerical results.

6.3.1. Experiment 1

This dam break experiment was performed in the University of Taiwan, Taipei and it was reported in [49]. In this experiment the sediment particles considered were artificial spherical pearls covered with a shiny coating, with a diameter of \( d = 6.1 \) mm, density \( \rho_s = 1.048 g/cm^3 \), porosity \( p = 0.4 \), roughness manning coefficient \( \mu_f = 0.03 \), critical Shields parameter \( \theta_c = 0.045 \) and final time \( T = 5 t_0 \), where \( t_0 = \sqrt{h_0/g} \) is the hydrodynamic time scale, \( h_0 \) being the initial upstream depth of water. The domain \( \Omega = [-0.6, 0.6] \) is divided in 500
Figure 7: Numerical results at time $t = 40 \, s$; (a) Free surface, (b) Bottom, (c) Discharge on $x$ direction and (d) Discharge on $y$ direction.

points and the initial conditions are given by

$$h(x, 0) = \begin{cases} 
0.1, & \text{if } x \leq 0, \\
0, & \text{otherwise},
\end{cases} \quad u(x, 0) = 0, \quad \rho(x, 0) = 1, \quad b(x, 0) = 0. \quad (6.5)$$

Open boundary conditions are imposed in both ends of the channel. This is done by simply using the ghost cell technique.

A comparison between the numerical results obtained and the experimental data can be seen in Figures 8 to 10. From these figures we can see that the front of the wave is well captured. We notice that at time $3t_0$ the profile
of free surface of water is under-estimated while for times $4t_0$ and $5t_0$ the profile computed depicts successfully the shape of free surface provided by the experimental data. On the other hand, for the times $3t_0$ and $4t_0$ the erosion rate computed under-estimate the observed one in the numerical data, while for the time $5t_0$ the erosion rate agrees with the experimental one. As it was pointed out by [49], the non-hydrostatic effects, which are not taken into account by this model, can explain the discrepancies observed between the numerical results and the experimental data. The differences observed in the free surface may be explained by the rapid drop in the hydrostatic pressure. For instance, better approximations of the free surface for this case are achieved in [24] where a non-hydrostatic model is employed. The counterpart being that a non-hydrostatic model is computationally more expensive.

![Figure 8: Comparison between numerical results and experimental data at time $t = 3t_0$ s.](image)

6.3.2. Experiment 2

A small scale dam break flux was performed in the Université catholique de Louvain. This experiment was reported in [50]. The sediment considered was composed by cylindrical PVC pellet with diameter = $3.2\ mm$ and height = $2.8\ mm$ which is equivalent to a spherical diameter = $3.5\ mm$, the density $\rho_s = 1.540 g/cm^3$, the porosity is $p = 0.4$ , the roughness coefficient $\mu_f = 0.03$, the critical Shields parameter $\theta_c = 0.045$ and the total time $T = 10t_0$, where
Figure 9: Comparison between numerical results and experimental data at time $t = 4 t_0$ s.

Figure 10: Comparison between numerical results and experimental data at time $t = 5 t_0$ s.

$t_0 = \sqrt{h_0/g}$ is the hydrodynamic time scale, $h_0$ being the initial upstream depth of water. The domain $\Omega = [0, 2.5]$ is discretized using 500 points and the initial conditions are given by

$$h(x, 0) = \begin{cases} 
0.1 & \text{if } x \leq 1.25, \\
0 & \text{Otherwise,}
\end{cases} \quad u(x, 0) = 0, \rho(x, 0) = 1, b(x, 0) = 0. \quad (6.6)$$

Open boundary conditions are considered at upstream and downstream ends of the channel.

Figures [11] to [13] show that the numerical results capture successfully the advancing front of the water. The time evolution of bottom computed for times
$t = 5t_0$ and $t = 7.5t_0$ has a high degree of accuracy. The free surface for these computed times shows a good level of accuracy as well when compared with the reported experimental free surface. For time $t = 10t_0$ we can see that the upstream rate of sediment entrainment computed is greater than observed one in the experimental data, while the computed downstream rate of sediment entrainment approximates with a good level of accuracy the experimental data. Again, differences between the shape of the computed free surface and the reported one are associated with the hydrostatic pressure considered in the mathematical model. We remark that the numerical results obtained in this experiment improve the results obtained for instance in [18, 22].

Figure 11: Comparison between numerical results and experimental data at time $t = 5t_0$.

Figure 12: Comparison between numerical results and experimental data at time $t = 7.5t_0$. 
6.3.3. Experiment 3

This small scale dam break experiment was reported in [51]. In this experiment the sediment taken into account is characterised by a diameter of particle $d = 3.9\, \text{mm}$, density $\rho_s = 1.580\, \text{g/cm}^3$, porosity $p = 0.47$, the roughness coefficient $\mu_f = 0.0165$, the critical Shields parameter $\theta_c = 0.047$ and the total time of compute $T = 1.5\, \text{s}$. The domain for this experiment is $\Omega = [-3.0, 3.0]$ which has been divided into 500 points. The initial condition are give by

$$h(x,0) = \begin{cases} 0.35 & \text{if } x \leq 0, \\ 0 & \text{Otherwise}, \end{cases} \quad u(x,0) = 0, \rho(x,0) = 1, b(x,0) = 0. \quad (6.7)$$

Open boundary conditions are considered at the upstream and downstream ends of the channel.

In Figures 14 to 16 a high level of precision of the numerical results is observed. The shape of computed free surface recreates outstandingly the free surface given by the experimental data at all computed times. The computed shape of bottom approximates successfully the bottom reported by the data, for all computational times.
Figure 14: Comparison between numerical results and experimental data at time $t = 1.0 \text{ s}$.

Figure 15: Comparison between numerical results and experimental data at time $t = 1.25 \text{ s}$.

Figure 16: Comparison between numerical results and experimental data at time $t = 1.5 \text{ s}$.
6.4. Simulations of bi-dimensional dam-breaks flows

In this section we recreate numerically some bidimensional dam breaks experiments which have been reported in the literature.

6.4.1. Experiment 4

This experiment was carried out at the Hydraulics Laboratory of Université catholique de Louvain and it was reported in [52]. The sediment used was coarse, almost uniform sand with a median diameter of 1.72 mm, density $\rho_s = 2.63 \text{g/cm}^3$ and porosity of 39%, the roughness coefficient is $\mu_f = 0.025$. A fully saturated and compacted sand layer of thickness 0.10 m over whole flume is considered as initial condition for the bottom. The upstream condition for the clear water layer is 0.25 m and 0 m for the downstream. In Figure 17 we can see a sketch of the shape of the domain and the considered initial conditions. A free boundary condition is considered at right end of the channel while a wall boundary condition is assumed at remaining boundaries.

Figure 17: Experimental set-up and initial conditions: (a) Longitudinal profile and (b) plan view.

Figure 18 shows the free surface of the water and the depth of bottom at final simulation time $t = 12$ s. In Figures 19 to 21 we can see a comparison between the numerical results and the experimental data for the depth of bot-
tom at different cross sections. From Figure 19 we can see that the numerical results have the same shape than experimental data but with a difference of around 0.01 m. Figure 20 shows that the numerical results under-estimate the experimental data for $y = 0.25 m$, after that point the numerical results recreate good enough the tendency of the experimental data. The comparison at cross section $x = 1.6 m$ is showed in Figure 21, we can see that the numerical results adjust successfully the experimental data. Therefore we can conclude that the morphological evolution for this experiment is computed successfully.

![Figure 18: Free surface at $t = 12 s$ (left) and bottom at $t = 12 s$ (right).](image)

![Figure 19: Cross section at $x = 1.15 m$ at time $t = 12 s$.](image)
Figure 20: Cross section at $x = 1.3 \text{ m}$ at time $t = 12 \text{ s}$.

Figure 21: Cross section at $x = 1.6 \text{ m}$ at time $t = 12 \text{ s}$.

Figure 22 shows the comparison of temporal evolution of free surface of water, we can see that the evolution computed by the numerical results follows the shape of the temporal evolution given by the experimental data, little difference can be observed after the eighth second. In Figure 23 we can notice that before $t = 3 \text{ s}$ the numerical results depict correctly the time evolution of the experimental data, between $t = 3 \text{ s}$ and $t = 5 \text{ s}$ the numerical results under-estimate the values reported by the data, after $t = 6 \text{ s}$ we can see an over-estimation gives by the numerical results. It can be observed that the approach presented here improves the numerical results obtained in [53] for the bed evolution and they are comparable to the ones obtained in [22].
6.4.2. Experiment 5

This experiment has been conducted at the Hydraulics Unit of Mechanical and Civil Engineering Laboratory, Université de Louvain. The set-up of the flume and its dimensions can be seen in Figure 24. This experiment was reported in [54]. The sediment used was coarse sand characterized by a diameter $d = 1.61 \text{mm}$ with density $\rho_s = 2.63 \text{g/cm}^3$ and porosity $p = 0.42$, the manning roughness coefficient reported was $\mu_f = 0.0165 \text{s/m}^{1/3}$ for the movable bottom and $\mu_f = 0.010 \text{s/m}^{1/3}$ for the fixed bed. The boundary conditions consisted of a closed wall at the upstream of the flume and free boundary condition at the downstream of the flume. The remaining boundary conditions correspond to wall condition. The initial water level in the upstream is denoted by $\eta_0$, while the initial water level in the interval $0 < x < 9$ is defined by $\eta_1$, and initial
water level at interval $x > 9$ is denoted by $\eta_2$. The initial thickness of sand layer is $h_s = 0.085 \, m$, these initial conditions can be seen in Table [1]. During the experiment test repeatability was checked to measure its level of repeatability, further details can be found in [54].

Figure 24: Experimental set-up, flume dimensions: (a) plan view, (b) elevation and (c) cross-sections.

Figure 25 shows the final state for the free surface of water and the depth of bottom after 20 s of simulation. In Figures [26] to [28] we can see the comparison.
Table 1: Initial conditions for the level of water.

<table>
<thead>
<tr>
<th>$\eta_0$ (m)</th>
<th>$\eta_1$ (m)</th>
<th>$\eta_2$ (m)</th>
<th>$h_s$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4710</td>
<td>0.085</td>
<td>0.0</td>
<td>0.085</td>
</tr>
</tbody>
</table>

Figure 25: Free surface of water at $t = 20$ s (left) and bottom at $t = 20$ s (right).

between the numerical results and the experimental data for the final bottom at different longitudinal sections. In Figure 26 we can see that the morphological evolution is well recreated by the numerical results. Notice that in the interval $0 < x < 2$ the rate of erosion in the numerical results is greater than the observed one in the experimental data, but at the remaining comparison section the numerical results capture successfully the shape of experimental data. Figure 27 shows that the general shape of the experimental data is recovered by the numerical results, little differences can be observed at $1 < x < 2$, but the approximations computed have a good level of accuracy. In Figure 28 we can observe that the numerical results recreate successfully the experimental data. The deposition rate is well computed in the section $0 < x < 2$, after this interval the deposition rate is under-estimated (or the erosion rate is over-estimated).

During the experiment, the temporal evolution of water level was measured and the gauge positions are stated in Table 2. In Figures 29 to 32 we can see
Figure 26: Bottom surface at section $y = 0.2$ at time $t = 20$ s.

Figure 27: Bottom surface at section $y = 0.6$ at time $t = 20$ s.

Figure 28: Bottom surface at section $y = 1.45$ at time $t = 20$ s.
Table 2: Gauge locations.

<table>
<thead>
<tr>
<th>Gauge Id</th>
<th>x(m)</th>
<th>y(m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US1</td>
<td>0.640</td>
<td>-0.500</td>
</tr>
<tr>
<td>US3</td>
<td>0.640</td>
<td>0.165</td>
</tr>
<tr>
<td>US5</td>
<td>1.940</td>
<td>-0.990</td>
</tr>
<tr>
<td>US6</td>
<td>1.940</td>
<td>-0.330</td>
</tr>
</tbody>
</table>

the comparison between the experimental data and the numerical results for the
temporal evolution of the water level. We can see in Figures 29 and 30 that at
gauge US1 and US3 that the numerical results depicts successfully the temporal
evolution of the water level provided by the experimental data. On the other
hand from Figures 31 and 32 we notice that the numerical results approximate
in a good way the experimental data during the five second, after that time the
numerical results over-estimated the experimental data. In [54] the numerical
results provided by several models were compared with the experimental data.
These numerical results gave a good approximation for the bed evolution and
the water level. In comparison with these models, the approach presented here
improves the results at the sections \( y = 0.6 \) and \( y = 1.45 \) for the bed evolution.
The results for the water level are similar.

![Figure 29: Temporal evolution of free surface at point US1.](image)
Figure 30: Temporal evolution of free surface at point US3.

Figure 31: Temporal evolution of free surface at point US5.

Figure 32: Temporal evolution of free surface at point US6.
7. Conclusions

We have deduced a new model for suspended and bedload sediment transport under the shallow water hypothesis. The model does not make a Boussinesq type hypothesis. The numerical scheme proposed is based on a two-step algorithm. First the underlying hyperbolic system is solved using a PVM path conservative scheme, which is a fast and robust scheme. Then the source terms corresponding to erosion and deposition are applied. This is done by using a semi-implicit approach which allow us to guarantee that the computed densities remain positive, so that it results in a robust way of treating such terms.

From the comparison done between the numerical results and the experimental data we can conclude that the mathematical model and the numerical scheme proposed in this work provided successful results. Notice from the one dimensional experiments that a high level of accuracy in the results is obtained. The model captures correctly the advance of the front wave and the shape the of free surface. Regarding to the morphological evolution, a high level of accuracy is observed as well. Some differences may be observed, specially for small times, between the numerical and experimental results. These discrepancies may be explained by the presence of non hydrostatic effects which are not considered in the model. Doing so would make it more cumbersome and less efficient.

For the two dimensional experiments, on the one hand we can conclude that the morphological evolution is computed successfully, the rate of erosion and deposition are according with the observed ones in the experimental data, but the amplitudes were underestimated. On the other hand, the free surface of water was good enough computed in some gauge while for other a overestimation of that is obtained.

In general, the mathematical model and the numerical scheme proposed here is able to recreate transient flows over movable bottom in an accurate and efficient way.
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