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Abstract—In this paper we focus on the velocity estimation problem of a rigid body and how to improve it with magneto-inertial sensors-based theory. We provide a continuous-time model that describes the motion of the body and we augment it after by introducing a new magnetic field gradient equation instead of using its value directly as an input for the model, as done usually in the corresponding literature. We investigate the advantage of moving to higher order spatial derivatives of the magnetic field in the estimation of velocity. These derivatives are computed thanks to a determined arrangement of magnetometers array. Within this framework, a specific set configuration of Extended Kalman Filters (EKFs) is proposed to focus mainly on the estimation of velocity and attitude of the body, but includes also an estimation of the magnetic field and its gradient. Some simulations for a specific scenario are proposed to show the improvements that we bring to the velocity estimation.

Index Terms—Magnetic field gradient, spatial derivatives, velocity and attitude estimation, quaternion, EKF.

I. INTRODUCTION

In the last few years, indoor positioning has become an interest of many researchers as it brings a new challenge to the navigation field, especially with the unavailability of GPS information. However, a wide range of the proposed solutions to this problem requires a heavy infrastructure to work (Wireless Local Area Network (WLAN) [1], Radio Frequency Identification (RFID) [2], etc.), whereas others rely on optical [3] or multi-sensors [4], which can be inaccessible in certain applications that have cost and time constraints. More advanced and smart ways to get a velocity/position information have thus to be explored.

Inertial Measurement Units (IMUs), composed of inertial and magnetic sensors, have provided a promising solution for many of the encountered systems. Nevertheless, their huge drifts introduce another problem that needs to be treated with care. Some techniques have been proposed in literature to deal with these drawbacks. Some of them depend on foot-mounted dead reckoning method [5] which allows positioning in unknown environments by using the Zero-Velocity Update technique (ZUPT) in [6] and [7], for example. Other works exploit information about the structure of the building, namely by applying Heuristic Drift Elimination (HDE) method [8]. Others use magnetic fingerprinting in the purpose of identifying heading [9], by exploring the geomagnetic field anomalies. Yet, this requires the magnetic field to be mapped beforehand.

In addition, the magnetic field presents high disturbances in indoor environment, which is considered as a sufficient argument for ignoring it entirely as a source of heading information. The large disturbances of the magnetic field that are observed in buildings (typically yielding 30° of heading error) may generate significant misinterpretations in the determination of position. However, these disturbances are not in fact a simple random noise, on the contrary they are structured by physics equations, for instance, Maxwell’s equations [10] that represent the propagation of electromagnetic phenomena. The disturbances are due to all the metals used in buildings (door frames, Aluminum windows, etc.) and potentially to the strong electric currents propagating close-by. Therefore rich information lies in those disturbances. Based on these phenomena, magneto-inertial approaches are proposed recently in [11], [12], [13], [14] with different dynamic models. They preserve the main advantages of purely inertial technology: no prior mapping and signal are required. In these works, the magnetic field gradient is considered as a known input for the state-space model. This gradient is usually noisy and is subject to singularities. This influences negatively the estimation process and observability and leads to estimation errors. Contrarily in [15], the authors considered that measurements of the magnetic field gradient are not available, instead the gradient is moved to the state vector and is estimated by an observer. Nevertheless, the dynamic of this gradient is modeled with a white noise, which is a questionable choice in our knowledge. In this paper, we focused on how to improve velocity estimation starting from the same technique as in [15]. The proposed approach takes advantage of the magnetic disturbances, by using a set of spatially distributed magnetometers to monitor the magnetic field and its spatial derivatives (gradient and its first derivative).

The state-space model we considered in this work includes magnetic field gradient equation to describe its dynamic. A specific configuration of EKFs-based observer, to avoid some
nonlinearity issues, is proposed to estimate the velocity and eventually attitude of a rigid body in a magnetically disturbed environment, from a 3-axis magnetometers array, 3-axis gyroscope and 3-axis accelerometer. The proposed approach includes also the estimation of magnetic field and its gradient, which represents the main novelty to improve the velocity estimation. Simulation results show a notable improvement on velocity estimation compared to when the magnetic field gradient is employed directly as a noisy filter input. Improving velocity accuracy will be useful to reduce greatly the drifts of an inertial navigation technique, i.e. the position determination.

This paper is organized as follows. In Section II we introduce some preliminaries and notations and we state the principle of the magneto-inertial navigation problem, then we reveal how the magnetic field gradient dynamic equation is established. An EKFs-based observer is designed in Section III, where the magnetic field gradient equation is added, to tackle measurement noises and to estimate not only the velocity but also the attitude, the gradient equation is added, to tackle measurement noises and to estimate not only the velocity but also the attitude, the magnetic field gradient dynamic equation is established. Section IV presents some numerical simulations and displays the obtained results. While in Section V, we state some conclusions and potential future work.

II. PROBLEM STATEMENT

We consider the problem of velocity and attitude estimation of a rigid body using strapdown MEMS inertial sensors (composed of a triaxial gyroscope and accelerometer) and a spatially distributed triaxial magnetometer’s array (a set of gradiometers). Especially, we focused on how to improve velocity estimation of a rigid body located inside a magnetically disturbed area, through exploring spatial derivatives of the magnetic field, starting from the same technique as in [15]. The proposed EKFs-based observer includes also the estimation of the attitude, magnetic field and its gradient.

A. Preliminaries and notation

Let \( \mathbb{R}_n \) be an inertial frame and \( \mathbb{R}_b \) a body frame moving with the rigid body. Coordinates of vectors in \( \mathbb{R}_n \) (resp. \( \mathbb{R}_b \)) are denoted with the subscript \( n \) (resp. \( b \)).

Denote \( R_{b\rightarrow n} \) the rotation matrix between these two frames, from \( \mathbb{R}_n \) to \( \mathbb{R}_b \). Since \( R_{b\rightarrow n} \in SO(3) \), we have \( R_{b\rightarrow n} = R_{b\rightarrow n}^\top \).

We can represent \( R_{b\rightarrow n} \) with unit quaternion \( q = [q_0, q_1, q_2, q_3]^\top \in \mathbb{R}^{4\times 1} \) in the following way,

\[
R_{b\rightarrow n} = \begin{bmatrix}
2(q_0^2 + q_1^2) - 1 & 2(q_1q_2 + q_0q_3) & 2(q_1q_3 - q_0q_2) \\
2(q_1q_2 - q_0q_3) & 2(q_0^2 + q_2^2) - 1 & 2(q_0q_1 + q_2q_3) \\
2(q_0q_2 + q_1q_3) & 2(q_2q_3 - q_0q_1) & 2(q_0^2 + q_3^2) - 1
\end{bmatrix}
\]  

where values of \( q_{0\leq i\leq 3} \) are real and are between \(-1 \) and \( 1 \). More details about quaternion algebra can be found in [16].

We omitted in the rest of the paper the notation \( R_{b\rightarrow n} \) for a simplicity reason and we used rather \( R \).

We denote \( \omega \hat{=} = [\omega_x, \omega_y, \omega_z]^\top \in \mathbb{R}^{3\times 1} \), the angular velocity of \( \mathbb{R}_b \) with respect to \( \mathbb{R}_n \), that is measured by a triaxial gyroscope. We can define its skew-symmetric matrix such as,

\[
[\omega \times] = \begin{pmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{pmatrix}
\]  

The well-known kinematic equation can be used to describe the variation of attitude in terms of quaternion [17] and [18],

\[
\frac{dq}{dt} = \frac{1}{2}[\omega \times]q = \frac{1}{2} \begin{pmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{pmatrix} q
\]  

where \( \omega_q = [\omega_x, \omega_y, \omega_z]^\top \in \mathbb{R}^{4\times 1} \) and \([\omega_q \times] \) is its skew-symmetric matrix.

The rigid body under consideration can simultaneously translate and rotate in 3D space. Let \( P_b = [x_p, y_p, z_p]^\top \in \mathbb{R}^{3\times 1} \) denote the sensor board point of percussion, which is a fixed point in \( \mathbb{R}_b \). The trajectory of \( P_b \) can be represented by the position vector \( M_n = [x_m, y_m, z_m]^\top \in \mathbb{R}^{3\times 1} \) in \( \mathbb{R}_n \), such as we have,

\[
M_n = R^\top P_b + D_n
\]  

where \( D_n = [D_{nx}, D_{ny}, D_{nz}]^\top \in \mathbb{R}^{3\times 1} \) stands for the displacement (translation) of the rigid body in \( \mathbb{R}_n \).

Let \( v_n = \frac{dM_n}{dt} = [v_{nx}, v_{ny}, v_{nz}]^\top \in \mathbb{R}^{3\times 1} \) be the velocity vector of \( M_n \) in \( \mathbb{R}_n \), and \( a_n = \frac{dv_n}{dt} = [a_{nx}, a_{ny}, a_{nz}]^\top \in \mathbb{R}^{3\times 1} \) the associated acceleration vector.

The vectors \( v_n \) and \( a_n \) can also be expressed in body frame using the following multiplication by \( R \),

\[
v_b = Rv_n
\]  

and,

\[
a_b = Ra_n
\]  

We denote \( B_b = [B_{bx}, B_{by}, B_{bz}]^\top \in \mathbb{R}^{3\times 1} \) the magnetic field in \( \mathbb{R}_b \), which depends on time and space. The theoretical expression of a triaxial magnetometer output attached to a rigid body can be modeled by,

\[
B_b = RB_n
\]  

where \( B_n = [B_{nx}, B_{ny}, B_{nz}]^\top \in \mathbb{R}^{3\times 1} \) is the Earth’s magnetic field expressed in \( \mathbb{R}_n \).

The components of \( B_n \) can be determined using the World Magnetic Model (WMM) online calculator [19].

The Jacobian matrix of the magnetic field at \( P_b \) is defined as,

\[
\nabla B_b(P_b(t)) = \left[ \frac{\partial B_{bx}}{\partial x_p}, \frac{\partial B_{bx}}{\partial y_p}, \frac{\partial B_{bx}}{\partial z_p}, \frac{\partial B_{by}}{\partial x_p}, \frac{\partial B_{by}}{\partial y_p}, \frac{\partial B_{by}}{\partial z_p}, \frac{\partial B_{bz}}{\partial x_p}, \frac{\partial B_{bz}}{\partial y_p}, \frac{\partial B_{bz}}{\partial z_p} \right]
\]  

This Jacobian represents the magnetic field gradient and can be described with the following matrix,

\[
\nabla B_b = \left[ \begin{array}{cccc}
\frac{\partial B_{bx}}{\partial x_p} & \frac{\partial B_{bx}}{\partial y_p} & \frac{\partial B_{bx}}{\partial z_p} \\
\frac{\partial B_{by}}{\partial x_p} & \frac{\partial B_{by}}{\partial y_p} & \frac{\partial B_{by}}{\partial z_p} \\
\frac{\partial B_{bz}}{\partial x_p} & \frac{\partial B_{bz}}{\partial y_p} & \frac{\partial B_{bz}}{\partial z_p}
\end{array} \right] = (\alpha_{ij})_{1\leq i,j\leq 3}
\]
According to Maxwell’s equations [10], the Earth’s magnetic field in \( \mathbb{R}_b \) satisfies the following evolution equation\(^1\),

\[
\frac{dB_b}{dt} = -\omega \times B_b + \nabla B_b v_b \tag{10}
\]

As long as \( \nabla B_b \) is non-singular, we can observe and reconstruct the velocity vector \( v_b \) (see [15] for observability proof).

**B. Higher order spatial derivatives of magnetic field**

A set of spatially distributed magnetometers can deliver two measurements. First, this set gives \( B_b \) in \( \mathbb{R}_b \), measured by each sensor. Then, using the data provided by the set of sensors, \( \nabla B_b \) can be determined by a finite difference scheme. If higher order spatial derivatives are measurable (see [20]), an improvement on velocity estimation can be achieved by exploiting the following equation,

\[
\frac{d\nabla B_b(P_b(t))}{dt} = f(\frac{\partial \nabla B_b(P_b(t))}{\partial P_b(t)}, v_b) \tag{11}
\]

For that, we first introduce the temporal derivative of the magnetic field gradient in \( \mathbb{R}_n \) such as,

\[
\frac{d\nabla B_n}{dt} = \frac{d\nabla B_n}{dM_n} \frac{dM_n}{dt} = T_n v_n \tag{12}
\]

where \( T_n \in \mathbb{R}^{3 \times 3 \times 3} \) is a tensor representing the first spatial derivative of the magnetic field gradient in \( \mathbb{R}_n \).

\[
T_n = \frac{d\nabla B_n}{dM_n} = \begin{bmatrix}
\nabla \alpha_{11} & \nabla \alpha_{12} & \nabla \alpha_{13} \\
\nabla \alpha_{21} & \nabla \alpha_{22} & \nabla \alpha_{23} \\
\nabla \alpha_{31} & \nabla \alpha_{32} & \nabla \alpha_{33}
\end{bmatrix} \tag{13}
\]

and \( \nabla \alpha_{ij} = \frac{\partial \alpha_{ij}}{\partial x_p} \frac{\partial x_p}{\partial \rho} \) \( 1 \leq i,j \leq 3 \).

As all measurements from the magnetometer array are acquired in \( \mathbb{R}_b \), we must write (12) in \( \mathbb{R}_b \) rather than \( \mathbb{R}_n \). Thus, we have,

\[
\frac{d(R \nabla B_b R^T)}{dt} = \frac{dR}{dt} \nabla B_b R^T + R \frac{d\nabla B_b}{dt} R^T + R \nabla B_b \frac{dR^T}{dt} = \nabla B_b \frac{dR^T}{dt} + R \nabla B_b \frac{dR}{dt} + R \nabla B_b [-|\omega \times |R^T|] = T_n v_n \tag{14}
\]

In \( \mathbb{R}_b \) we obtain then,

\[
R \nabla B_b \frac{dR^T}{dt} = T_n v_n + R \nabla B_b [|\omega \times |R^T|] - R |\omega \times | \nabla B_b R^T \tag{15}
\]

By multiplying both sides of (15) by \( R^T \) and \( R \) respectively, we deduce the following equation,

\[
\frac{d\nabla B_b}{dt} = T_b v_b + \nabla B_b [\omega \times ] - [\omega \times | \nabla B_b \tag{16}
\]

where \( T_b \) is the first spatial derivative of the magnetic field gradient, with the same form as (13), represented in \( \mathbb{R}_b \). If the magnetic field is assumed to satisfy Maxwell’s equations for a source-free region of space, then \( \nabla B_b \) can be described with only 5 degrees of freedom. Maxwell’s equations imply that the magnetic field gradient is symmetric and traceless,

\[
\begin{bmatrix}
\partial_1 B_{b1} + \partial_2 B_{b2} + \partial_3 B_{b3} \\
\forall \ i,j \in \{1,2,3\}, \partial_i B_{bj} = \partial_j B_{bi}
\end{bmatrix} = 0 \tag{17}
\]

Therefore, the third column of \( \nabla B_b \) in (9) can be recovered from the first two columns. In other words, a 2 dimensional arrangement of sensors is sufficient to recover the full magnetic field gradient and its first spatial derivative.

Variations of the magnetic field on a small scale may not be easily measured, so the finite difference scheme can be inapplicable. One possibility to address this problem is to use the higher order spatial interpolation of the magnetic field. Yet, one might wonder if this interpolation is achievable using a planar arrangement of sensors. For this reason, we introduce the following two Lemmas, demonstrated in [11].

Assuming that all components of the magnetic field are of class \( C^n \) (i.e. n times differentiable and its n-th derivative is continuous). On the basis of (17) and thanks to Schwarz’s theorem [21], the following Lemma holds,

**Lemma 1.** Let \( \rho \) be a function from \( \{1,2,...n\} \) to \( \{1,2,3\} \). For any permutation \( \sigma \) on \( \{1,2,...n\} \), with \( n \geq 1 \), we have,

\[
\partial_{\rho(1)} \partial_{\rho(2)} ... \partial_{\rho(n-1)} B_{b\rho(n)} = \partial_{\rho(\sigma (1))} \partial_{\rho(\sigma(2))} ... \partial_{\rho(\sigma(n-1))} B_{b\rho(\sigma(n))} \tag{18}
\]

Using the lemma above and (17), the following lemma holds, **Lemma 2.** Expressions of the form \( \partial_{\rho(1)} \partial_{\rho(2)} ... \partial_{\rho(n-1)} B_{b\rho(n)} \) with \( \rho \) be a function from \( \{1,2,...n\} \) to \( \{1,2,3\} \), can be represented as a linear combination of these terms, such that any of them admits at most one index equal to 3.

Accordingly, both these lemmas suggest that knowing spatial derivatives to order \( n \) only along the first two spatial coordinates, with a planar arrangements of magnetometers, is enough to deduce all the rest of spatial derivatives of order \( n \). Then, we can identify then the number of sensors needed to compute these spatial derivatives by exploiting different second derivative calculus theorems and approximations (Taylor series, Schwarz’s theorem, etc.). We have been able to effectively compute the second derivative of the magnetic field with the optimal number of magnetometers. For that, we only estimate \( \alpha_{11}, \alpha_{12}, \alpha_{13}, \alpha_{21}, \alpha_{22}, \alpha_{23}, \alpha_{31}, \alpha_{32}, \alpha_{33} \), which correspond respectively to \( \frac{\partial^2 B_{b1}}{\partial x_1^2}, \frac{\partial^2 B_{b1}}{\partial x_2^2}, \frac{\partial^2 B_{b1}}{\partial x_3^2}, \frac{\partial^2 B_{b2}}{\partial x_1^2}, \frac{\partial^2 B_{b2}}{\partial x_2^2}, \frac{\partial^2 B_{b2}}{\partial x_3^2}, \frac{\partial^2 B_{b3}}{\partial x_1^2}, \frac{\partial^2 B_{b3}}{\partial x_2^2}, \frac{\partial^2 B_{b3}}{\partial x_3^2} \) and \( \frac{\partial^2 B_{b3}}{\partial y^2} \), \( \frac{\partial^2 B_{b3}}{\partial z^2} \), in (9), while the rest of elements of the magnetic field gradient are deduced using (17). As for \( T_b \), we need to measure only 8 from the 27 elements of this tensor, that are \( \frac{\partial^2 B_{b2}}{\partial y \partial x_1}, \frac{\partial^2 B_{b2}}{\partial y \partial x_2}, \frac{\partial^2 B_{b2}}{\partial y \partial x_3}, \frac{\partial^2 B_{b3}}{\partial z \partial x_1}, \frac{\partial^2 B_{b3}}{\partial z \partial x_2}, \frac{\partial^2 B_{b3}}{\partial z \partial x_3}, \frac{\partial^2 B_{b3}}{\partial y \partial z}, \frac{\partial^2 B_{b3}}{\partial z \partial y} \), while we deduce the other elements from (17).

**III. DESIGN OF THE EKFS-BASED OBSERVER**

In this section, we focused mainly on inertial velocity estimation and how to improve it according to the literature. A specific configuration of EKFs-based observer is proposed based on a 3-axis magnetometers array, 3-axis gyroscope and...
3-axis accelerometer. The proposed approach includes also the estimation of attitude, magnetic field and its gradient, which represents the main novelty to improve the velocity estimation. A discrete-time dynamic model and measurement one are provided in a first step, based on the considered continuous-time models.

A. Continuous-time dynamic and measurement models

The continuous-time dynamic model used to establish the EKFs-based observer can be written such as,

$$\begin{align*}
\frac{dp}{dt} &= \frac{1}{2} \left[ -q^T \right]_1 I_{3 \times 3} q_0 + [q_i \times]_{1 \leq i \leq 3} \omega^b \\
\frac{dv_b}{dt} &= -\omega^b \times v_b + a_b \\
\frac{dB_b}{dt} &= -\omega^b \times B_b + \nabla B_b v_b 
\end{align*}$$

(19)

The state vector for this dynamic model is $x = [q \ v_b \ B_b]^T \in \mathbb{R}^{10 \times 1}$, the input vector is $u = [\omega^b \ a_b \ \nabla B_b]^T \in \mathbb{R}^{11 \times 1}$, and the output (measurement) vector is $y = [a_b \ B_b]^T \in \mathbb{R}^{6 \times 1}$. This model is proven observable in [11], and by computing the observability matrix $O$, we have $\text{rank}(O) = n$, with $n = 10$ is the number of the states of the dynamic model.

The magnetic field measurements are usually noisy, then in the process of extracting higher order derivatives, this noise can get more important, with the addition of uncertainties that come from the different approximations taken into consideration to compute the higher order derivatives. It follows that the magnetic field gradient $\nabla B_b$ will also be affected by noise. This can cause unbounded velocity estimation errors especially when the magnetic field gradient have low values (More precise simulations on the matter are in [11]). For this reason, estimating/filtering $\nabla B_b$ instead of using it directly as an input in the EKFs-based observer will be of benefit to improve the velocity estimation. As the first spatial derivative $T_b$ (used in (16)) of the magnetic field gradient is measurable, we can add $\nabla B_b$ to the state vector.

One might think that adding (16) to the continuous-time model (19) is the best way to address this problem. However, we noticed that augmenting the state vector with 5 additional states (as deduced from (17)) implies higher error in the computation of Jacobians for the linearization process of the nonlinear model (19), and thus worse results for the estimation of velocity. We propose later a solution for this problem by estimating the magnetic field gradient $\nabla B_b$ separately in a primary EKF and then we feed the estimation result to the main EKF. The continuous-time model for this approach is represented in Fig. 1.

B. Discrete-time dynamic model

The discrete-time dynamic and measurement models, with Gaussian noises can be represented as following,

$$\begin{align*}
x[k] &= f(x[k - 1], u[k], \eta[k]) \\
z[k] &= h(x[k], u[k], \nu[k])
\end{align*}$$

(20)

where $x[k]$ is the state vector at time step $k$, $z[k]$ is the measurement vector, $u[k]$ is the input, $f(\cdot)$ is a nonlinear function that represents the state-space model, $h(\cdot)$ is a nonlinear function that represents the measurement model, and $\eta[k]$ and $\nu[k]$ are the process and measurement noises, respectively, and are assumed to be zero-mean, white, Gaussian and uncorrelated. The discretization is done through Euler approximation. We explicit, for example, the discrete-time magnetic field dynamic equation, in order to better understand the effect of gradient noise on velocity estimation. The rest of the discrete-time dynamic model equations follow the same discretization principle and are not stated here. We have then,

$$B_b[k + 1] = B_b[k] + 2\alpha + T(\nabla B_b[k] + \eta_{\nabla B_b}[k])v_b[k]$$

(21)

where $T$ is the sampling time, $\alpha = (-\omega^b[k] + \eta_\omega[k]) \times B_b[k]$, and $\eta_{\nabla B_b}[k]$, $\eta_\omega[k]$ are the magnetic field gradient and the angular velocity noises, respectively. We remark that the noise term $\eta_{\nabla B_b}[k]$ is multiplied by the velocity $v_b[k]$. This justifies again the need to consider filtering the magnetic field gradient $\nabla B_b$ before feeding it to the main EKF.

C. EKFs-based observer implementation

In the literature, it was shown that the EKF uses a two-step predictor-corrector algorithm [22]. First, it projects both the most recent state and the error covariance estimates, from a previous time, forwards in time, in order to compute a predicted (or a priori) estimate of the states at the current time. Next, we correct the predicted state in the first step by incorporating the last process measurements to generate an updated (or a posteriori) state and covariance estimates.

Yet, and because of the nonlinear nature of the system being estimated, the covariance prediction and update equations cannot use the state space model $f(\cdot)$ and the measurement $h(\cdot)$ directly, but instead, the Jacobians of these functions need
to be computed. They are defined as,
\[
F_k = \frac{\partial f}{\partial x} |_{\hat{x}_{k|k-1}, u_k} \quad H_k = \frac{\partial h}{\partial x} |_{\hat{x}_{k|k-1}}
\]  

(22)

To optimize the computation time and memory allocation, we calculate the Jacobians periodically instead of on each step, this provided us with nearly the same results on velocity estimation errors.

The prediction step is given by,
\[
\dot{x}_{k|k-1} = f(\dot{x}_{k|k-1}, u_k)
\]
\[
P_{k|k-1} = F_k P_{k|k-1} F_k^T + Q_k
\]  

while in the update step we start by computing the Kalman gain,
\[
K_k = P_{k|k-1} H_k^T S_k^{-1}
\]

(23)

(24)

Then, the correction step is done updating the state and the covariance estimates,
\[
\hat{x}_{k|k} = \hat{x}_{k|k-1} + K_k(z_k - h(\hat{x}_{k|k-1}))
\]
\[
P_{k|k} = (I - K_k H_k) P_{k|k-1}
\]  

(25)

It is known that the EKF is not optimal. In fact, if the process model is inaccurate because of the use of Jacobians $F_k$ and $H_k$ for the linearization of the models (including (16) for magnetic field gradient), the EKF may diverge or lead to unsuitable estimates.

For this reason, we avoided augmenting the state vector of the main EKF (related to (19)), and chose to estimate the magnetic field gradient on a separate primary EKF (related to (16)), as shown in Fig. 2.

![Diagram of EKF observer design](image)

Fig. 2. EKF observer design

IV. SIMULATION RESULTS

A. Preparing the framework for simulations

This section aims to illustrate the performance and accuracy of the designed EKFs-based observer. Some numerical simulations were carried out under MATLAB to estimate a rigid body velocity, attitude, magnetic field and its gradient, based on theoretical inertial and magnetic measurements. We consider an attitude variation example taken from angular velocity data over 200s. The following angular rate values are simulated,
\[
\begin{align*}
\omega_x &= -1.8 \sin(1.5t) \\
\omega_y &= 0.5 \cos(0.9t) \\
\omega_z &= 1.5 \sin(1.2t)
\end{align*}
\]  

(26)

where $t$ is the time varying until 200s. Then, the first kinematic equation in the dynamic model (19) is solved to obtain the continuous-time motion in quaternion using the angular velocity data in (26). The obtained quaternion is used as a reference to compare it with the estimated one from the proposed EKFs-based observer. The rotation matrix in (1) is then computed from the reference trajectory in quaternion coordinates. We simulate the sensor measurements $\omega_b$ and $B_b$, using (4), (6), (7) and the rotation matrix computed from the reference quaternion. We calculate also the magnetic field gradient and its derivative using Taylor approximations and Schwarz’s theorem (see Lemmas 1 and 2). A realistic simulation needs to consider sensor noises and the impact of spatial discretization since the spatial gradient of the magnetic field $\nabla B_b$ in $\mathbb{R}_b$ is not constant. To represent the sensor imperfections, an additive random zero-mean white Gaussian noise is considered for all measurements with a large standard deviation (see Table I).

<table>
<thead>
<tr>
<th>Sensors</th>
<th>Parameters</th>
<th>Standard deviations</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>3-axis accelerometer</td>
<td>$\eta_{\omega}$</td>
<td>0.1</td>
<td>ms$^{-2}$</td>
</tr>
<tr>
<td>3-axis gyroscope</td>
<td>$\eta_{\omega}$</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td>3-axis magnetometer</td>
<td>$\eta_{B_b}$</td>
<td>0.1</td>
<td>G</td>
</tr>
</tbody>
</table>

The process and the measurement covariances $R_{EKF}$ and $Q_{EKF}$, respectively, are set according to the considered sensor noise levels. In the proposed simulation, the dynamic model and the EKFs-based observer are initialized with different conditions. Notice that this choice allows us to illustrate the convergence of the two estimators (primary and main) even though it was initialized far from the actual states of the model.

B. Results

We have used Monte-Carlo simulation technique to run the algorithm for 100 times. This is done to give more precise results as we employ randomness in the noises generation and then mean-squared error values can change from one code execution to another under MATLAB. The EKFs-based observer uses the acceleration and the magnetic field to compensate for the slowly increasing drift from the time integral of angular velocity (see [23] for a detailed explanation). Fig. 3 shows the estimation error of the quaternion components for the first 10s of the simulation time interval (for figure clarity purposes). Note that the estimated quaternion components converge in less than 2s despite initializing the main EKF far from the theoretical quaternion scenario. By using (16) and (17), we estimated 5 elements of the magnetic field gradient $\nabla B_b$ and deduced the other 4 elements. Fig. 4 displays the estimation results for the magnetic field gradient. Note that the estimated gradient (in blue dashed line) is very close to the theoretical one (in red solid line). We note that the initialization was different as for the quaternion. This is clearly an advantage as employing the estimated gradient instead of the noisy one (in
Fig. 3. Estimation error on the quaternion components

We also see in Fig. 5 that the estimated magnetic field converges to the theoretical one despite the high standard deviation considered on its measurements, with a mean-squared error around $10^{-3}$ G (initialization was different as for the quaternion).

Fig. 6 shows the result of velocity estimation, where we can observe that the convergence (with different initialization) is obtained after few seconds with a small error due to the different uncertainties considered in the simulation scenario, i.e. the approximations taken into account to extract the spatial derivatives, the linearization process of the two EKFs, etc.

Table II displays the MSE for the velocity estimation with the implementation of the primary EKF for the magnetic field gradient estimation and without (the magnetic field gradient is used as a noisy input). The MSE has clearly decreased which is a very promising contribution in the future to better estimate the position.

### Table II

<table>
<thead>
<tr>
<th>MSE of Velocity Estimation</th>
<th>Primary EKF</th>
<th>Without</th>
</tr>
</thead>
<tbody>
<tr>
<td>Velocity MSE (ms$^{-1}$)</td>
<td>0.49</td>
<td>0.29</td>
</tr>
</tbody>
</table>

The same results can be outlined in Fig. 7 by computing the cumulative distribution function [24] in both cases (with and without the primary EKF). Fig. 7 shows how the proposed approach provides better results, in terms of error between the theoretical velocity and the estimated one. For instance, without using the primary EKF, only 30% of $v_x$ estimation error is inferior to 0.5ms$^{-1}$, contrarily to 60% when applying the primary EKF.
V. CONCLUSION AND FUTURE WORK

In this paper, it was shown that the information lying in the disturbances of the magnetic field is reliable enough to provide a better velocity estimate. Higher order derivatives were computed from a set of spatially distributed magnetometers in order to represent the dynamic of the magnetic field gradient. By designing a primary EKF, the noise in the magnetic field gradient was reduced and consequently velocity estimation errors decreased with the main EKF filter. Attitude has also been reconstructed by providing acceleration/angular velocity measurements in the body frame along with the magnetic field. Applying this approach on real experimental data is definitely the next step. Different set of trajectories need also to be tested, mainly static trajectories (constant attitude, zero velocity) where inertial sensor biases can be hard to identify. Position drift coming from integrating velocity errors should also be examined, especially in the case of unknown initial position.
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