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Abstract

Machine Learning and Data Mining build tools intended to help users solve data-related problems that are infeasible for “unaugmented” humans. Tools need manuals, however, and in the case of ML/DM methods, this means guidance w.r.t. which technique to choose, how to parameterize it, and how to interpret derived results to arrive at knowledge about the phenomena underlying the data.

While such information is available in the literature, it has not yet been collected in one place. We survey three types of work for clustering and pattern mining: 1) comparisons of existing techniques, 2) evaluations of different parameterization options and studies giving guidance for setting parameter values, and 3) work comparing mining results with the ground truth in the data. We find that although interesting results exist, as a whole the body of work on these questions is too limited. In addition, we survey recent studies in the field of community detection, as a contrasting example.

We argue that an objective obstacle for performing needed studies is a lack of data and survey the state of available data, pointing out certain limitations. As a solution, we propose to augment existing data by artificially generated data, review the state-of-the-art in data generation in unsupervised mining, and identify shortcomings. In more general terms, we call for the development of a true “Data Science” that – based on work in other domains, results in ML, and existing tools – develops needed data generators and builds up the knowledge needed to effectively employ unsupervised mining techniques.¹

¹This article is a significantly extended version of (Zimmermann, 2015).
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1 Introduction

An important aspect of Data Mining and Machine Learning research is its often applied or engineering nature. This does not mean that all work done therein does or should happen only in relation with a concretely defined real-life application, nor that such research cannot yield fundamental insights. But rather that we often build on results of other disciplines, be they mathematics, physics, or, particularly in connection with image recognition and machine learning, biology, to develop what should be understood as tools, devices and algorithms that make it easier for humans to perform certain tasks. Tasks such as automating decision making in situations where data overwhelm human cognitive abilities, finding hidden regularities in the data, identifying relationships that should be investigated more thoroughly in an off-line setting etc. Tools typically require guidelines to make the most of their usage, and in the case of DM/ML tools, a practitioner will require at least three pieces of information:

1. Which algorithm to use given the available data, and the purpose of the operation.

2. How to parameterize the algorithm, which includes not only concrete parameter settings but also the choice of quality criteria, for instance.

3. How to interpret the results in light of the purpose.

ML/DM tools come mainly in two forms: 1) supervised methods that learn from labeled data how to predict labels for unseen data or how to characterize predefined subsets, and 2) unsupervised methods. A second dimension along which to group them has to do with the scope of their results: a) they apply either to (almost) the entire data set – they are global in nature, such as classification models or clusterings, or b) being local, they refer only to a (non-predefined) subset of the data.

In practical terms, unsupervised methods hold arguably greater promise: labeling data is typically a time-consuming and expensive process, labeling errors cannot be avoided, and since the mechanisms leading to the label might change in the real world, one can rarely consider the work finally done. This can be alleviated by treating a variable as label that is already contained in the data, e.g. the amount of money a customer spends on a shopping
site, but this requires prior knowledge informing the data collection. Unsupervised methods avoid this bottle-neck.

The results of unsupervised mining can be exploited further in the domains whence the data were generated to, for instance, further research, improve logistics, or increase sales. A human expert might “just” need a well-defined subset of the data to turn his “I don’t know”\(^2\) into a much deeper insight into the field.

This notwithstanding, supervised model building – classification or regression – has seen the most progress, with occasional extensive evaluations performed and theories of learnability backing up empirical results. In addition, the presence of a label makes it often much easier to assess a method’s performance. As a result, there are well-understood methods for giving guidelines for the use of supervised tools. The supervised form of pattern mining, often referred to as Subgroup Discovery (Klösgen, 1996), also benefits from these aspects to a certain degree.

In unsupervised data mining, the most effective means for developing the guidelines mentioned above are systematic evaluations, comparing different techniques against each other, evaluating different ways of deciding on how to parameterize methods, and compare derived results against the data. Such evaluations become the more important, the more tools there are available, and the more generally they can be applied. The space of possible combinations of techniques, parameter settings, and data sets is a search space such as any other, and the more entities in each dimension, the larger that space, and the more extensive explorations of the space are necessary. In this survey, we therefore pull together the studies that have studied those questions, both for unsupervised pattern mining, introduced in the seminal paper on frequent itemset mining (FIM) (Agrawal & Srikant, 1994), and for clustering (Jain, Murty, & Flynn, 1999).

In line with our remarks above, we have split the survey into three main sections. Given the differences in techniques, and in ways they are evaluated, we always discuss pattern mining and clustering in dedicated subsections. In Section 3, we will review to what degree techniques for different pattern mining tasks and for clustering have been compared to each

\(^2\)http://www.realkd.org/subgroup-discovery/the-power-of-saying-i-dont-know-an-introduction-to-subgroup-discovery-and-local-modeling/
other, and draw conclusions from the current state of the art. That section is somewhat parameter-agnostic in that we take the parameters chosen by authors of original work as a given. In Section 4, however, we will take a closer look on the empirical relationships that have been established between methods, data, and parameter settings to arrive at good (or not so good) and interesting results. In Section 5, we review the challenges that crop up when trying to draw knowledge about the underlying processes from results resulting from even the best-chosen and -parameterized mining processes. Readers that are already familiar with the situation regarding the different questions for pattern mining or clustering could therefore skip those sections.

What we find is that while there is important information and intriguing results in the literature, the overall picture remains murky. In particular, there are three large gaps in our understanding of pattern mining and clustering:

1. **We do not know how most unsupervised techniques actually perform quantitatively compared to each other!** Many unsupervised pattern mining algorithms are rarely, if ever, evaluated on additional data after they have been published. Clustering algorithms are often evaluated time and again on the same data sets, typically in comparison to newer techniques. Algorithms are rarely extensively compared against each other.

2. **We do not know how data set characteristics affect data mining algorithms, nor how to parameterize them well!** Both running times/memory consumption and the interestingness of mined patterns and models are influenced by parameter settings and characteristics of the data. Yet there are not enough publications studying those relationships to give a comprehensive picture.

3. **We do not know how mined patterns/models relate to the generative processes underlying the data!** The current working interpretations of “interesting” recur to (objective or subjective) unexpectedness, or summarization/compression of the data. This undermines the interpretability of patterns and the applicability of derived knowledge to the real-life setting whence they originated.
These gaps in our knowledge undermine the necessary guidelines mentioned above: without an understanding of how data influence algorithm performance, a user is largely reduced to guessing which technique to use. Without an understanding of how to parameterize the method, an operation might be running for weeks on end, a user might be overwhelmed by the amount of patterns, or might miss truly interesting phenomena underlying her data. And without an understanding of the way in which results reflect the generative processes underlying the data, patterns and clusters are at best only a thought-starter, and at worst stay at a superficial level. There is therefore need for more, and more extensive, evaluations in both pattern mining and clustering.

In addition to practical considerations, there are scientific reasons to close these gaps. A number of research domains find themselves challenged by what has been called a “reproducibility crisis”, in particular the social sciences and psychology, but also life-sciences (Ioannidis, 2005). In short, this crisis refers to the fact that results, even ones published in highly reputable venues, turn out to be not verifiable or even get falsified shortly after having been published (Reaves, Sinha, Rabinowitz, Kruglyak, & Redfield, 2012). While there have been cases of outright forgery, e.g. by Diederik Stapel or Yoshitaka Fujii, in most cases the cause is more subtle, e.g. \textit{p-hacking} (removing certain data points that prevent the result from achieving statistical significance), or conscious or unconscious data selection. Falsification is necessarily an important aspect of scientific research but ideally it is hypotheses that are being falsified, not empirical results.

We are not the only ones who have noticed problems with data mining evaluations. In fact, a few months before the submission of this manuscript, Van Mechelen et al. (2018) uploaded a pre-print to arXiv decrying the lack of systematic evaluations in clustering research, and discussing challenges and best practices in detail. We discuss that paper, and how it relates to this survey, in some more detail in Section 6, after we have outlined the work that \textit{does} exist w.r.t. the evaluation of clustering methods.

One reason why those unverifiable results \textit{have} been identified in the first place is because of verification studies. Since it is obviously in the interest of the data mining community to avoid a reproducibility crisis of its own, reevaluating algorithms and comparing them against each other again on new data therefore renders an invaluable service to the community. In
line with this, when we illustrate the knowledge gaps in Sections 3 to 5, we will highlight those papers that have questioned published results, and what they found.

As an example of a subfield in which comparisons and evaluations are much more common, we discuss the situation of community detection separately in Section 7, even though community detection can be considered a form of network clustering, strictly speaking.

An obvious question to ask at this point is why there is a lack of such comparison studies in unsupervised mining and as we will argue, an important contributing factor is the lack of data in general, and of data with controlled, diverse characteristics and known ground truth in particular:

- A general lack of data necessarily limits experimental evaluations and if no new data is added to the portfolio, algorithms cannot be meaningfully reevaluated.

- A lack of diverse characteristics means that we have seen algorithmic behavior only over a relatively narrow range of settings, and that we lack understanding of how small changes in such characteristics affect behavior.

- The lack of data of which the ground truth is known, finally, is the main factor that makes it so hard to fill in the third gap: supervised data contains a certain amount of ground truth in the labels, while this is missing for unsupervised settings.

In the spirit of directing readers to available data sources, we therefore continue the survey by reviewing the state of data availability for the discussed tasks in Section 8.

Computer science offers a potential solution to the data scarcity problem – artificial data generation. In surveying the state of data generation in Section 9, we find that there are considerable weaknesses in existing generators. While developing generators that lead to data with different characteristics could turn out to be relatively easy, knowing what kind of generative processes can be expected to occur in real-life data will be more challenging and such knowledge will often not be found with data miners but with real-world practitioners. As an example that we will discuss in some more detail later, real-life data often follows power law distributions whereas existing data generators and assumptions underlying mining approaches often assume normal, Poisson, or binomial distributions. This has to be remedied if we want to do more than propose tools that might or might not work.
Hence, we conclude the paper (in Section 10) by arguing that we need to add a deeper understanding of data – “data science” so-to-say – to the data mining research portfolio, a task that will require the collaboration with researchers and practitioners of other fields that currently is too often more statement than fact. As a thought (and maybe research) starter, we round this off by surveying the attempts at data generation that have been made outside computer science research, point towards methods from supervised and semi-supervised machine learning that could be adapted, and existing tools that should ease this effort.

Given the breadth of the topics we discuss in this survey, it will clearly depend on the
reader on how they will navigate its contents. Figure 1 offers a number of options, showing a few short-cuts the informed reader could take. Before we begin the survey, however, we will outline the main concepts that we will discuss in this paper in the following section.

2 Preliminaries

This is a fairly non-technical survey, and we assume that readers are familiar with most of the main concepts of pattern mining and clustering. In this section, we will nevertheless clarify the context within which we survey work.

2.1 Mining and learning tasks

As we have mentioned in the preceding section, there are two main ways in which data mining and machine learning approaches can be differentiated: supervised vs unsupervised tasks, and modeling (or global) vs pattern mining (or local) tasks.

In the supervised setting, we assume that each data instance has at least one attached label, be it discrete, i.e. a class label, numerical, or ordinal. In unsupervised settings, the information contained in a data instance is limited to its representation.

In modeling, the result of the data mining operation is supposed to characterize the full data, whereas pattern mining finds partial representations, the patterns, that identify and describe subsets that exhibit different characteristics from the full data.

This leads directly to four problem settings: in supervised modeling, the goal is to find a relationship between the data representation and instances’ labels for the full data, often for predictive purposes, whereas supervised pattern mining finds descriptions of subsets of the data with an unusual label distribution.

Unsupervised modeling seeks to split the data into coherent subsets, which are assumed to have been generated by more or less distinct processes. Unsupervised pattern mining, finally, finds patterns that occur more (or less) frequently than one would expect based on the occurrence of their component parts, or that only occur in particular subsets of the data.
Supervised

Unsupervised

<table>
<thead>
<tr>
<th>Model</th>
<th>Classification</th>
<th>Regression</th>
<th>Anomaly Detection</th>
<th>Clustering</th>
</tr>
</thead>
<tbody>
<tr>
<td>(All data)</td>
<td></td>
<td></td>
<td></td>
<td>Semi-supervised learning</td>
</tr>
<tr>
<td>Pattern</td>
<td>Supervised Descriptive</td>
<td>Rule Discovery</td>
<td></td>
<td>Local Pattern Mining</td>
</tr>
<tr>
<td>(Some data)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The preceding table shows a few prominent mining and learning tasks falling into the four different categories. For a number of reasons, supervised settings are out of the scope of this survey, with the settings that we discuss in **bold**.

- Classification models the relation of *all data* to a *discrete* label, regression to a *numerical* one.

- Clustering is concerned with assigning *all data* to groups of *similar* instances, while summarization aims to represent the data in such a way that storing them takes less space and/or querying them takes less time.

- Supervised descriptive rule discovery is a term that has been coined in (Kralj Novak, Lavrač, & Webb, 2009) to summarize different supervised pattern mining settings, such as Subgroup Discovery, contrast set mining, and emerging pattern mining.

- Local pattern mining (Hand, 2002; Morik, Boulicaut, & Siebes, 2005), finally, groups a large range of different tasks, ranging from itemset mining to more complex representations, and from frequent pattern mining to the use of sophisticated measures.

We have placed anomaly detection at the intersection of the categories since different methods draw on different approaches, yet tilted towards unsupervised techniques since in many cases, no explicit labels for anomalies are available. There is also the case of semi-supervised learning, where only some instances of the data are labeled, and this information is exploited to deal with unlabeled data. Finally, the informed reader will notice that we ignore settings such as multi-label learning.
2.2 Evaluating mining techniques

There is a fundamental difference in how model building and pattern mining techniques are evaluated. The biggest difference is that the former attempt to find (an approximation to) a globally optimal model. The space of all possible models being very large, this can usually not be done in an exhaustive fashion but heuristics are employed instead. In clustering, one typically uses external evaluation measures that compare a found clustering to some pre-defined data partition (Rand, 1971), internal ones (Maulik & Bandyopadhyay, 2002), or both (He, Tan, Tan, & Sung, 2004; Kovács, Legány, & Babos, 2005). The second type often consists of calculating the sum of/average distance of objects within clusters and between clusters, a quantitative expression of the intuition that clusters should contain similar objects. External measures implicitly assume that there is an inherent structure in the data that the clustering technique should recover. In the case of summarization, better compression w.r.t. the full data is considered better. Notably, the truly minimal intra-cluster distance/best compression is typically not know.

The overwhelming majority of pattern mining techniques are guaranteed to find all local patterns satisfying certain constraints or quality requirements. They are therefore usually evaluated in terms of running times and memory consumption, and if they use heuristics (or sampling approaches), the result set can be compared to the set of exhaustively enumerated patterns to quantify how close to optimal it is. More recent work often has an optimization component, trying to find the (or a number of) best pattern(s). As in the case of heuristic mining, their results can be compared to exhaustively derived ones, and running times continue to be considered important. An important consideration in those types of evaluations is that point-wise comparisons, e.g. relative running times at a given parameter setting, can be misleading when compared to trend curves, e.g. how running times differences develop once a parameter valued is systematically varied.

3 (Re)evaluating and comparing mining techniques

There are fundamental insights into unsupervised data mining techniques. We know, for instance, a priori, that dense itemset data will lead to more frequent patterns and therefore
more computational effort than sparse data. We know that strict formal concept analysis on real-life data will probably not result in good output compression since real-life data contains noise. Dense data can reduce the amount of formal concepts (or closed patterns), however, so that an interaction of the two has unpredictable effects on closed pattern mining. We are also aware of the curse of dimensionality: once vector data becomes very high-dimensional, all data points look equally (dis)similar and cluster assignment risks becoming arbitrary. Finally, we know that for reasons of how instance membership to clusters is decided, the K-MEANS algorithm has difficulty identifying non-spherical clusters. If K-MEANS fails to find good clusters on high-dimensional data, however, we do not know whether the shape of the clusters or the dimensionality is to blame. As the reader will notice, these statements are rather broad, and will not tell us much about concrete algorithmic proposals for addressing mining tasks or improving existing techniques.

In this section, we mainly review reevaluations and systematic comparisons of unsupervised mining techniques with the goal of providing insight into which techniques are to be preferred given certain data. Newly proposed mining techniques are evaluated for the first time in the paper where they are introduced. The choice of the used data and availability of comparison techniques limits what we can know about a technique’s performance. Reevaluations occur mostly in papers in which other techniques are introduced, and compared to existing work. A new method is therefore typically compared against the most recently proposed method, which will have compared favorably to the one proposed before it, due to a positive-results bias in the field. This can become problematic both because it invites unjustified generalizations and it creates implied transitive chains of performance. If technique $B$ performs better than technique $A$ on certain data, and technique $C$ performs better than technique $B$, it is assumed that $C$ also performs better than $A$.

### 3.1 Local Pattern Mining

We first take a look at local pattern mining approaches, encompassing the four pattern classes itemsets, sequences, trees, and graphs (with an honorable mention of episodes). Even though this subfield is relatively young, there are already too many publications to discuss all of them, so the following paragraphs will highlight papers that introduced certain evaluation
modalities, those that reported results that contradicted or complemented existing results, and of course actual reevaluations and comparisons. We would like to stress that none of the following is intended to disparage authors’ work but only to illustrate how difficult it can be to draw definitive statements from the current state of the literature. As we mentioned in Section 2.2, the techniques discussed in this section return all patterns satisfying certain constraints, and evaluations have therefore been performed in the form of running time/memory consumption measurements.

3.1.1 Itemset mining

The seminal FIM paper (Agrawal & Srikant, 1994) used an artificial data generator to evaluate their approach, APRIORI, on more than 45 data sets, generated by varying parameters. Notably, all those data share a common characteristic – they are sparse. Zaki (2000) (which introduced ECLAT) used the same data generator to generate about half as many data sets, also all sparse. Han, Pei, and Yin (2000) (proposing FP-GROWTH), on the other hand, generated only two of those sparse data sets. Both (Zaki, 2000; Han, Pei, & Yin, 2000) reported better running times than APRIORI. That these were problematic results, was shown empirically by Zheng, Kohavi, and Mason (2001). When comparing the artificial data to real-life data at their disposal, Zheng et al. noticed that the latter had different characteristics, with Poisson-distributed transaction lengths in the artificial data, and distributions following power laws in the real data. An experimental comparison of the follow-up algorithms showed that claimed improvements in the literature did not transfer to the real-life data – the improvements had been an artefact of the data generation process.

A second interesting result from itemset mining is that of CHARM (Zaki & Hsiao, 1999), based on ECLAT, and CLOSE (J. Pei, Han, & Mao, 2000), based on FP-GROWTH. Both approaches mine closed frequent itemsets, a subset of frequent itemsets that carries the same amount of frequency information but can be mined more efficiently. Efficiency gains will be more pronounced for dense data and Zaki et al. therefore augmented three artificial data sets used with five real-life dense one. Pei et al. used only a subset of those data sets (one sparse artificial, two dense real-life) and reported run-time improvements over CHARM. In the journal version of the CHARM paper, Zaki and Hsiao (2002) reported that while CLOSE...
is faster than CHARM on the sparse data set and one of the dense sets used by Pei et al., an advantage that disappears when support is lowered, it is slower for the other data.

While we do not discuss supervised mining, we would like to quote from (Mutter, 2004) to illustrate the importance of implementations: “Our implementation of CBA cannot always reproduce the results out of the CBA paper [11]. Using the trick in line 17 of Figure 4.3 we are able to reproduce some of the results. In our opinion CBA uses other unpublished features as well. We have kindly received a latest copy of the CBA executable from Liu et al. [11]. The result obtained by using the executable and the results in the paper differ within a large scope and the result of the executable do not always outperform the paper results. In some cases the executable results are even worse.”

We show the relative results of these comparisons in Figure 2 (left-hand side). The graphs in this figure show what we have referred to as “transitive chains” before. They also show cycles, which indicate that, depending on the study, one algorithm was found to be superior or inferior to another one. Finally, undirected edges indicate that two techniques perform roughly the same. These graphs (and the ones that will follow) are mainly intended to quickly summarize the detailed information in the text, and to give some visual indication of non-straight-forward results.

The take-away message already from those early experiments on pattern mining is that algorithms should be evaluated on data having a wide range of characteristics, ideally defined in a more fine-grained manner than “dense” vs “sparse”, or “small” vs “large”. Additionally, comparing algorithms on those data to which they have not been applied yet can significantly add to our understanding. Unfortunately, this is not a trend observable even in FIM papers. Instead, many of them use only a few data sets without specifying the selection criteria.

An additional subtle problem is that we do not compare abstract algorithms but concrete implementations. The organizers of the two workshops on “Frequent Itemsets Mining Implementations” (FIMI) (Goethals & Zaki, 2003; Bayardo Jr., Goethals, & Zaki, 2004) clearly had this in mind, and some of the most informative comparisons can be found in the proceedings of those workshops. More recently, Kriegel, Schubert, and Zimek (2017) demonstrated
that different implementations of the same algorithm can exhibit running time differences of up to three orders of magnitude. The FIMI organizers required that all submissions be evaluated on the same collection of data sets: artificial data, the dense data sets used by Zaki et al. and the data introduced by Zheng et al. for comparison experiments. This includes the work introducing the LCM algorithm (Uno, Asai, Uchida, & Arimura, 2003). By comparing against five techniques, including Apriori, Eclat, and FP-Growth, they performed an informative reevaluation of existing work on new data, notably finding that while Eclat is typically more efficient than FP-Growth, this is not true for all data and occasionally depends on the minimum support. The relative performance graph is also shown in Figure 2 (center). Remarkably enough, though, while Uno et al. refer to Charm as the most efficient closed itemset miner at the time, they did not compare to it due to deadline reasons, nor to Closet. When proposing further improvements to LCM in the second FIMI workshop\(^3\) (Uno, Kiyomi, & Arimura, 2004), they compared to AFOPT and MAFIA, neither of which compared to Charm, breaking the transitive chain in this manner. They report results broken down by data density and show that this can change the order of algorithms, something that we attempt to capture on the right-hand side of Figure 2.

We have spent quite a few words on frequent itemset mining for two main reasons: the first is that this was the foundational pattern mining task, and that with the two FIMI workshops, there were clear attempts at systematic evaluations. The second is that the different algorithmic approaches developed early on have formed the foundation for more recent techniques that tackle different itemset mining problems, a trend that is also true for other pattern languages. Any insight into the differing performance of FIM techniques can therefore also inform our understanding of techniques that are based on them. In the following paragraphs, we will quickly discuss other pattern languages.

### 3.1.2 Sequence mining

Sequence mining was first formalized and proposed at roughly the same time as FIM by the same authors: Apriori-All (Agrawal & Srikant, 1995), and GSP (Srikant & Agrawal,

\(^3\)There were no further iterations of the FIMI workshop since: “LCM, implemented in C, is simply faster than anything else.” (Bart Goethals, personal communication).
Figure 2: Relative performance graphs for several FIM publications. A directed edge from an algorithm to another means that the first algorithm ran faster, an undirected edge that they perform similarly.
1996). Originally, the authors used a data generator, motivated by similar reasoning as in
(Agrawal & Srikant, 1994), with three real-life data sets added in the second publication. They generated fewer data sets than for the itemset case with the main difference between them being length and number of sequences. Sequence data sets are usually not discussed in terms of density but the data used in those two papers had between 10,000 (artificial data) and 71,000 items. Given the overall sampling procedure, one would therefore expect each item to occur relatively rarely, resulting in “sparse” data. To the best of our knowledge, the three real-life data sets are not in the public domain. Han, Pei, Mortazavi-Asl, et al. (2000) (FreeSpan) used only artificial data, and reported improvements over GSP. Zaki (2001) (Spade) used the artificial data and added a data set from a planning domain that can be considered “dense” (77 items). A notable finding of that comparison to GSP is that performance improvements are much more pronounced on the artificial data (up to factor 80) than on the planning data (factor 2). J. Pei et al. (2001) (PrefixSpan) also used only artificial data, and report improvements over GSP and FreeSpan. The journal version (J. Pei et al., 2004) added one relatively sparse real-life data set (Gazelle) and reports systematic run-time improvements over Spade, FreeSpan, and GSP. That work exploited the fact that artificial data allows arbitrary increases in data set size and remarkably enough, GSP becomes the fastest algorithm for one of those data sets at large data set sizes and 1% minimum support. As in the case of FIM, sequence mining also moved towards closed patterns. J. Wang and Han (2004) (Bide) used three real-life data sets: Gazelle as well as two much denser ones, which contain amino acid sequences. Not only are those two data sets much denser but also much smaller and contain much longer sequences. Contrary to the results in the PrefixSpan paper, however, they report that Spade is systematically faster than PrefixSpan on Gazelle and even faster than closed sequence mining techniques for certain support values. There was no comparison between Spade and the other techniques on dense data sets. As in the case of FIM methods, we have summarized this information in Figure 3.

To the best of our knowledge, the most comprehensive comparison of sequence mining techniques has been undertaken by Mabroukeh and Ezeife (2010). Unfortunately, while they survey thirteen techniques, they only compare six, representatives of the leaves in their
Figure 3: Relative performance graph of different FSM publications. Directed edges from one algorithm to another indicate that the former ran faster than the latter, edges without direction indicate similar behavior.

taxonomy. Most of the data is artificially generated but using at most 120 items (and as few as 20), i.e. rather dense data. Reported running times are only point estimates, and the results are too varied to discuss (or show) in detail but they report that SPAM (Ayres, Flannick, Gehrke, & Yiu, 2002), an algorithm that did not terminate at all on large data sets, becomes very competitive once the data is very dense and support thresholds not too low.

3.1.3 Episode mining

Sequence mining was transferred from the transactional setting to finding recurrent patterns – *episodes* – in single large data sequences by Mannila and Toivonen (1995), with follow-up work in (Mannila, Toivonen, & Verkamo, 1997). An interesting aspect of this subfield is that data are rarely reused and algorithms are often not compared to each other. In 1997, Mannila *et al.* used two proprietary data sets – telecommunication alarms and browsing data – together with public-domain data: two text data sets (the second of which is a filtered version of the first), and amino acid sequences, to compare two techniques they had proposed (**WinEpi** and **MinEpi**). Insights from that paper include that the two techniques give rise to different patterns, and behavior on the text data is very different from that on the alarm data. Casas-Garriga (2003) used the amino acid data and a different text data
set but did not directly compare their approach to the earlier techniques. Méger and Rigotti (2004) used publicly available earthquake monitoring data but did not compare to other approaches. Atallah, Gwadera, and Szpankowski (2004) used a publicly available Walmart data set and did not compare to any other technique. Laxman, Sastry, and Unnikrishnan (2005) compared their technique to WINEPI on artificially generated data in which short patterns are embedded in noise, and report large running time improvements. They claim improvements over MINEPI via transitivity. A proprietary GM data set is not used for comparison but only to report some quantitative results. The only work in which a data generator was used to generate data having a range of characteristics and compare different techniques is our own (Zimmermann, 2014), and we found that temporal constraints have more impact than pattern semantics, i.e. whether episodes have to be closed and/or can have over-lapping occurrences, contrary to claims in the literature. There are not enough pairwise comparisons to show a relative performance graph.

3.1.4 Tree mining

Tree mining is a field that has been somewhat under-explored. The seminal paper (Zaki, 2002) (TREEMinER) introduced an artificial data generator intended to mimic web browsing behavior and also used real-life browsing logs (CS-Log). In comparing their proposed approach to a baseline they report much more pronounced run time improvements on the artificial data. There exists a rather extensive comparison performed by Chi, Muntz, Nijssen, and Kok (2005), in which they compared a total of eight tree mining algorithms. There are different tree pattern definitions, and the comparison is therefore split accordingly. A first result is that TREEMinER performs much better than FREQT (Asai et al., 2004) on the artificial data down to a certain minimum support, below which both its running times, and memory consumption peak sharply. On CS-Log, three techniques, uFREQT-NEW, HYBRIDTREEMinER, and uFREQT perform very similarly in terms of running times, something that disappears on a dense NASA multicast data set (MBONE), where the order becomes PATHJOIN, uFREQT-NEW, HYBRIDTREEMinER, uFREQT from fastest to slowest. Their trend curves have the same shape, though. The same four algorithms on artificial data generated with a different data generator (introduced in (Chi, Yang, Xia, & Muntz, 2004)) perform very sim-
ilar to each other, except for \texttt{PathJoin}, which slows down significantly for relatively small maximal tree sizes. When increasing the size of the data set generated with Zaki’s generator, the running times of \texttt{uFreqT-new} and \texttt{HybridTreeMiner} stay almost flat, while that of \texttt{uFreqT} increases sub-linearly. In the third set of experiments, \texttt{HybridTreeMiner} runs out of memory on CS-Log below a certain threshold, while \texttt{FreeTreeMiner} can keep going but also has running times more than an order of magnitude worse. This is an interesting result in the sense that it completes the results of the original evaluation in the \texttt{HybridTreeMiner} publication. On a second artificial data set generated with Zaki’s generator, the authors report very similar running time trend lines for the three tree mining algorithms. When finally generating wide flat trees, running times of the depth-first \texttt{HybridTreeMiner} rises more sharply than that of the breadth-first \texttt{FreeTreeMiner} and eventually exceeds it. This comparison also cannot be summarized in a relative performance graph but for a different reason to the one mentioned above: where before we did not have enough pairwise comparisons, the current one is too detailed, breaking down into data characteristics, pattern semantics, and algorithmic frameworks.

3.1.5 Graph mining

The fourth well-explored pattern class is that of graph patterns. Kuramochi and Karypis (2001) introduced both the FSG algorithm and an artificial data generator inspired by the one used in (Agrawal & Srikant, 1994). Notably, while they mention AGM (Inokuchi, Washio, & Motoda, 2000), they did not compare to it. Yan and Han (2002) evaluated their newly introduced algorithm \texttt{gSpan} against FSG on those artificial data showing consistent running time improvements. However, those are point estimates, for a single fixed support value (0.01). In addition, they used a molecular data set, PTE, and report running time improvements between 15 and 100 times. FFSM was introduced by Huan, Wang, and Prins (2003), and the authors report consistent speed-ups over \texttt{gSpan} on artificial data and the two smaller subsets (active, moderately active) of the DTP AIDS data set. A peculiarity of that paper is that while the authors claim running time improvements on the moderately active subset, the figure contained in the paper shows \texttt{gSpan} to be faster. The authors of \texttt{Gaston} (Nijssen & Kok, 2004) performed a rather extensive initial evaluation, comparing on two
artificial data sets, the multicast data set, as well as five molecular data sets, ranging from very small (PTE: 340 molecules) to rather large (250k). They report significant run time improvements over GSPAN, especially for lower supports, which they conjecture to be due to their mining trees before graphs. In addition, they show FSG to be quickly overwhelmed on the real-life data, yet the differences in running time between FSG and GSPAN on PTE are much lower than in (Yan & Han, 2002), in the order of 2-3. In a parallel to the LCM papers mentioned above, the authors report not having been able to acquire an implementation of FFSM in time for a comparison they themselves deem “the most interesting one”.

That comparison came to pass in (Wörlein, Meinl, Fischer, & Philippsen, 2005), where the authors themselves implemented four algorithms: GSPAN, MOFA (Borgelt & Berthold, 2002), FFSM, and GASTON, and compared them on seven molecular data sets. All of these techniques explore the search space depth-first. The authors re-implemented the algorithms to be able to benchmark different algorithmic components but for the sake of this survey we only focus on the relative running time results. The most interesting result is that they find FFSM typically to be slower than GSPAN, contrary to the result in (Huan et al., 2003). GASTON is fastest, except for low support values on the largest data set. Using their own artificial data generator that allows them to control edge density, they report that MOFA shows steeply increasing running times while the other algorithms are virtually indistinguishable. In their conclusions, they challenge claims about algorithmic aspects that had been made in the literature. Chi et al. (2005) also evaluated graph mining algorithms, and report experiments in which GASTON runs out of memory on CS-Log below a certain threshold whereas FSG can continue, yet also has running times more an order of magnitude worse than the other technique. On a second artificial data set generated with Zaki’s generator, the authors report very similar running time trend lines for the three graph mining techniques, with GSPAN second-fastest after GASTON. When data set size is increased, however, FSG outperforms GSPAN. When finally generating wide flat trees, running times of the depth-first algorithms GASTON, GSPAN exceed those of the breadth-first FSG. Nijssen and Kok (2006), finally, generated artificial data and manipulated molecular data sets, and find for four out of six data sets that FFSM performs better than GSPAN, and even better than one GASTON variant. Their most notable finding is that there is no strong relation between run times and
Figure 4: Relative performance graph of different FGM publications. Directed edges from one algorithm to another indicate that the former ran faster than the latter, edges without direction indicate similar behavior.

the efficiency of the graph codes, as had been claimed in the literature, yet that GSPAN’s code is most efficient. We have summarized some results in the relative performance graph shown in Figure 4.

3.1.6 Pattern set mining

A relatively recent entry to the field is pattern set mining, where the goal is to reduce the often very large result set of a Pattern Mining operation to a smaller set of non-redundant, informative patterns. Pattern set mining is somewhat related to model building, particularly summarization, since it tries to identify an optimal pattern set. As a consequence, many pattern set mining techniques have taken inspiration from model building approaches. When we surveyed the state-of-the-art with colleagues in a 2011 tutorial (Bringmann, Nijssen, Tatti, Vreeken, & Zimmermann, 2011), we remarked that those techniques had not been compared to each other yet, and this situation has not changed much in intervening years. One study that did compare techniques for compressing itemset data, (Smets & Vreeken, 2012), evaluated two methods: 1) a two-phase approach that first mines frequent sequences and selects from the result in a second step. 2) an iterative one they
introduce that evaluates pairwise combinations of itemsets currently in the pattern set as candidates for extending the set. The authors use nineteen data sets in total, a mix of FIMI data, UCI data, text data, and others. They report that the iterative method outperforms the two-phase one in terms of compression, in particular for very dense data. In terms of running times, the iterative method pays for the better quality on ten of the data sets but the authors do not characterize the data sets that are harder for it.

A study looking at the same setting for sequential data is (Lam, Mörchen, Fradkin, & Calders, 2014). The authors introduced two methods, a two-phase one and a method heuristically finding an approximation to the best compressing pattern to add to a partial set. They compared the two methods among themselves and to a previously proposed approach called SQS on seven supervised data sets as well as two unsupervised data sets, a text data set representing abstracts of JMLR papers and an artificial one with embedded patterns. They report that SQS is slower than the two-phase method in large data or data with a large alphabet but faster otherwise, and that both approaches are slower than the heuristic approach. In terms of the quality of results, they report very similar results on the text data, and that SQS shows worse recall than the heuristic method for the artificial data. In terms of compression, which was not evaluated on the artificial data, they report improvement by the heuristic techniques over the two-phase one on four data sets, and roughly equivalent results on the other four.

3.1.7 Conclusion

As the preceding paragraphs show, systematic comparisons and reevaluations of pattern mining methods can give important insights into the relative running times of different local pattern mining methods. Strictly speaking, any information about the relative performance of two (or more) techniques is also limited to the data on which it was performed. Using new and additional data, moving from sparse to dense (or vice versa), or changing data set sizes can add to or even contradict the results derived from initial evaluations. While there are enough such studies in the field to pique one’s curiosity, there is as of now not enough information to draw clear conclusions about the relative superiority and applicability of different techniques. In particular, it is not clear how to unify those results: if there are
two studies reporting contradictory results, which one is to be believed? In the best case scenario, a third independent study backs one of the two others but even in that case, two-to-one does not exactly an iron-clad case make. Given that most of the comparative studies we discussed are relatively old, and that a variety of new techniques has been developed since, our understanding of how different pattern mining algorithms perform in terms of running times is spotty. Finally, especially for the more extensive comparisons, there are often almost as many techniques as data sets.

3.2 Clustering

Clustering is a much older research field, with first algorithms introduced in the late 50s (Steinhaus, 1956), and the collection of developed techniques much larger (Jain et al., 1999). This makes it both harder and more important to do large-scale comparisons time and again to provide road maps through the field. As we mentioned above, the white paper by Van Mechelen et al. (2018) decries the lack of systematic evaluations in clustering research, and discusses challenges and best practices in detail. We discuss that paper, and how it relates to this survey, in some more detail in Section 6. Fortunately, there have been a number of papers experimentally comparing different methods to each other, particularly in the context of document clustering. Since in most evaluations of clustering techniques, the focus has been on recovering the correct number of clusters, as well as correct cluster assignments of data points, we treat this as the default and mention explicitly if other criteria were used.

3.2.1 Vectorial data clustering

In a striking parallel to FIM, Milligan (1980) generated 108 error-free low-dimensional sets (at most 8 dimensions), showing relatively clear cluster structure, and then proceeded to introduce different types of errors: outliers, perturbations of the distances matrices, addition of random noise dimensions. He also evaluated the effect of non-Euclidean distances and variable standardization. He used those data to evaluate four variants of K-Means (MacQueen et al., 1967), and eleven hierarchical agglomerative (HAC) algorithms, i.e. al-
gorithms that produce *dendrograms*, cluster-trees, starting from clusters containing only a single object. The arguably most interesting result is that for error-free data, two variants of *k-Means* only achieved around 90% accuracy (with the MacQueen formulation falling below) whereas HAC performed much better. Outliers, however, throw the HAC methods off much more than the *k-Means* ones. For these particular data, internal criteria align rather well with external ones.

Mangiameli, Chen, and West (1996) used 252 artificially generated data sets to compare self-organizing maps (SOM) (Kohonen, 1990) to HAC algorithms. Introduced errors are similar to the ones in the preceding study. Their data is again low-dimensional. They report that the SOM approach *overwhelmingly turns out to be best* in terms of identifying actual clusters. Notably, they show that increasing cluster dispersion makes things harder for HAC methods while SOM stays relatively stable, and that SOM is resistant to outliers and irrelevant dimensions. This is an intriguing result, given that SOMs are not widely used for clustering nowadays, even though the age of deep learning has dawned.

Given the right kind of distance measure, clustering techniques can be applied to just about any data, and Steinbach, Karypis, and Kumar (2000) compare a hierarchical algorithm to *k-Means* on document data, using eight document data sets. They report that HAC methods perform poorly and explain this with *k-Means* implicitly using a global optimization function. Authors from the same group used twelve document data sets, including the eight from the previous work, to compare different hierarchical methods in (Zhao & Karypis, 2002). They define two differences between methods, the first being bisecting vs agglomerative methods, the second in the optimization function. Clusterings are evaluated w.r.t. clusters’ agreement with the classes defined in the data. Their main result is that *bisecting methods outperform agglomerative ones*, which is remarkable in itself given that bisecting hierarchical methods are rarely discussed nowadays for computational reasons. A second result is that what the authors call “constrained agglomerative trees”, i.e. approaches where a preliminary clustering is found via partitioning, and those clusters then combined, perform even better than purely bisecting ones. In a sense, this result anticipates the recently proposed COBRA system (Van Craenendonck, Dumancic, & Blockeel, 2017) and derived variants.
In (He et al., 2004), three different clustering paradigms, k-Means, SOM, and a neural network-based one (ART-C), are compared on two two-dimensional artificial data sets with clear cluster structure and one text data set contained in UCI (and used by Zhao et al.). The latter technique is evaluated w.r.t. four similarity measures. They report that one can identify the correct number of clusters for k-Means by interpreting internal criteria but caution that their approach is not easily generalizable. On the text data, they report SOM to perform slightly worse than k-Means. The ART-C approach created less homogeneous clusters but recovered document classes better.

In addition to comparing k-Means and DBScan (Ester, Kriegel, Sander, Xu, et al., 1996) on three artificially generated data sets of different difficulty, Kovács et al. (2005) also evaluate internal evaluation criteria for clustering results. They report that DBScan finds the correct clusters for the harder data sets, whereas k-Means does not, and that some criteria are not able to indicate when a clustering technique has correctly recovered the underlying clusters. The comparisons discussed so far are summarized on the right-hand side of Figure 5.

Verma and Meilä (2003) compare five spectral clustering algorithms and an single-link HAC baseline on one artificial and two real-life data sets, the NIST handwritten digits data set and gene expression data. The artificial data has ideal clustering structure but includes noise. On these data, multiway spectral algorithms perform best and are most resistant to noise, with the HAC method performing worse. For the real-life data, they report no significant difference between different spectral clustering methods, and on the gene expression data the HAC method is competitive with the spectral clustering approaches. The graph for this evaluation can be found on the right-hand side of Figure 5.

Halkidi and Vazirgiannis (2008) compared k-Means, Cure, DBScan, and a version of Chameleon (implemented in CLUTO) on three artificial data sets exhibiting challenging geometry, and report that DBScan recovers the underlying cluster structure best.

### 3.2.2 Graph clustering

Given that most clustering methods only need a similarity value between data points, one can also work directly on structured data, using alignment scores, distance measures, or kernels.
We have not found any comparisons of clustering algorithms on sets of non-vectorial data. There is a different setting, however, where a single large network is used, and the clustering task consists of segmenting it into sub-components.

It is this latter setting that has been evaluated in (Brandes, Gaertler, & Wagner, 2007), where the authors evaluate two methods, Markov Clustering (MCL) and Iterative Conductance Cutting (ICC), and a third one they proposed, Geometric MST Clustering (GMC), on a variety of artificially generated random networks, using different probabilities for inner/between cluster edges. They report that MCL is much slower than the other two techniques, and that ICC has a running time advantage on dense graphs. W.r.t. quality, they report that all techniques create clusterings of acceptable quality, with MCL and ICC somewhat better at recovering the original cluster structure, and GMC creating better-connected clusters.

In (Mishra, Shukla, Arora, & Kumar, 2011), two algorithms, MCL and Restricted Neighbourhood Search Clustering (RNSC), are evaluated and compared on 53 and 22 networks artificially generated by two different generators. Their evaluation is unusual since they focused on running times instead of cluster quality. They find that RNSC is faster than MCL for graphs of up to 1800 vertices, gets outperformed for up to 5000 vertices, after which MCL running times increase significantly. They also report that MCL profits from dense graphs.
Brohee and Van Helden (2006), finally, focused on protein-protein interaction networks, and compare four techniques, MCL, RNSC, Super Paramagnetic Clustering, Molecular Complex Detection, on 41 networks that they derived from ground-truth data by adding/deleting edges randomly, as well as six networks derived from high-throughput experiments. They report that MCL is robust to edge noise, that correctly choosing optimal parameter settings is less important for RNSC than for the other techniques, that MCL gives superior results on the six high-throughput networks, and that the other two methods are not competitive.

3.2.3 Current day challenges: Big Data and Stream Clustering

Focusing on algorithms that are able to handle Big Data, i.e. data exhibiting the three Vs – Volume, Variety, Velocity – the authors of a more recent work (Fahad et al., 2014) select five methods, Fuzzy-CMeans, Birch, Denclue, OptiGrid, EM, and evaluate them on ten data sets, most of which have a large number of points. Instead of fixing a single evaluation criteria, the authors report a number of them and include running time comparisons. A remarkable result is that the venerable EM algorithm (Dempster, Laird, & Rubin, 1977) does best in terms of external criteria, followed by Fuzzy-CMeans. EM also performs well w.r.t. internal criteria and is joined by Denclue and OptiGrid, with those three methods also doing well w.r.t. the stability of found solutions. As is to be expected, however, EM runs very slowly compared to other techniques, among which Denclue is fastest.

Pereira and de Mello (2011) evaluated three stream clustering techniques on ninety artificial data sets falling into three categories: low-dimensional, low-dimensional with concept drift, and high-dimensional. The clusters in the data were elliptical and rather well-separated. They report that CluStream does best but is computationally more expensive. Carnein, Assenmacher, and Trautmann (2017) evaluated ten stream clustering algorithms on four two-dimensional artificial data sets of differing difficulty, as well as three large and relatively high-dimensional real-life data sets. Since the artificial data are not conceived as streaming data, they process the instances one by one in a random order, repeating this several times to avoid bias. They use the adjusted Rand index (ARI) to evaluate cluster agreements. The result are too varied to be easily summarized but they report that DBStream, which does worst on one artificial data set, consistently performs best on the other
three, but also that its results depend heavily on the processing order. On the KDD99 Cup data, it is instead BICO that performs best, whereas D-Stream and DBStream show the best quality on a sensor data set. In their final conclusion, they stress the good performance of DBStream.

3.2.4 Conclusion

As in the case of Pattern Mining evaluations, there are intriguing results to be found in systematic evaluations and comparisons of clustering methods, such as conflicting results or the information that methods that have fallen into disregard have been evaluated as performing very well in the past. But also as in the case of pattern mining, there is not enough overlap w.r.t. used data and evaluated methods to synthesize the results into a holistic view on the applicability of different clustering techniques. This impacts more strongly on our understanding of the relative performance of clustering methods since there is a much larger range of methods available.

4 Configuration/parameterization

Let us entertain a thought experiment for a moment, assuming that the situation surveyed in the preceding section has been rectified and we have a good understanding of which algorithm is most efficient given certain data, or which one is most likely to recover an underlying cluster structure. That a pattern mining algorithm is more efficient than others does not preclude it from running for an extended time, however, and clustering algorithms can, for instance, be lead astray by requiring the wrong number of clusters to be discovered. It is therefore necessary to know how to best parameterize the chosen technique and in this section, we survey studies that have evaluated the effects of such parameterization. We use “parameterization” in a wide sense, including not only parameter values such as the minimum support or number of clusters, but also the choice of quality measures, similarity measures, stopping criteria etc.
4.1 Local pattern mining

The pattern mining techniques we discussed in Section 3.1 are all frequent pattern mining techniques, the most-explored and most-published subfield of pattern mining. The frequency of patterns alone is not a good indicator for the quality of patterns, as the community has discovered early on. Instead, found patterns either need to be scored additionally using, e.g. association and surprisingness measures (Tan, Kumar, & Srivastava, 2002; Vaillant, Lenca, & Lallich, 2004; Lenca, Meyer, Vaillant, & Lallich, 2008; De Bie, 2011), or the full result set needs to be reduced using pattern set mining methods (Knobbe & Ho, 2006; De Raedt & Zimmermann, 2007; Bringmann & Zimmermann, 2009; Vreeken, van Leeuwen, & Siebes, 2011; Tatti & Vreeken, 2012b; Smets & Vreeken, 2012; Lam et al., 2014). Complex association measures can usually not be used to prune the search space directly, instead being used to filter the results of a frequent pattern mining operation. In a similar manner, quite a few pattern set mining methods work in a two-step manner, first mining frequent patterns and then running the pattern set mining method on the resulting set of patterns. The amount of patterns derived from the first step will therefore have a strong influence on the running time of the second step. In fact, as we discussed in the subsection on pattern set mining above, the advantage of techniques that do not post-process a result set typically stems from the ability to select lower-support patterns. Similar reasoning obviously holds for filtering via association measures, and in both cases running times of the frequent pattern mining operation itself will add to the full running times of data exploration.

It is therefore important to be able to assess how long a pattern mining operation runs and how many patterns it returns given certain data and certain parameter settings since this would allow to set parameter values to reduce both. Similarly, focusing a mining operation in such a way that resulting patterns have a higher probability to be statistically interesting would allow to reduce unneeded filtering effort. At the minimum, such knowledge calibrates users’ expectations as to when they can expect the first results of their analysis operation.
4.1.1 Threshold settings

In pattern mining, several papers established a relationship between the total number, distribution of length, and distribution of counts of mined frequent, closed, and maximal itemsets and algorithmic running times at different support thresholds (Zaki & Hsiao, 2002; Ramesh, Maniatty, & Zaki, 2003; Gouda & Zaki, 2005; Flouvat, Marchi, & Petit, 2010). Those results were derived using (subsets) of the data sets collected for FIMI. An important insight of this work is that the number of itemsets alone is less informative than their overall distribution w.r.t. the support thresholds for which certain algorithms perform well. Apart from the fact that such research does not exist for structured data and patterns, those approaches are faced with the obvious problem that extensive mining, at potentially extensive running times, is needed before the relationship can be established.

An improvement consists of estimating support distributions and running times based on partial mining results, or sampled patterns, as has been the approach of (Palmerini, Orlando, & Perego, 2004; Lhote, Rioult, & Soulet, 2005; Geerts, Goethals, & den Bussche, 2005; Boley & Grosskreutz, 2008; Boley, Gärtner, & Grosskreutz, 2010).

Lhote et al. discuss theoretical databases, either created by a Bernoulli or Markovian process, admitting that the former option is unrealistic and the latter not sufficient to model real-life databases. They prove that the number of frequent patterns for a given absolute threshold is polynomial in the number of transactions and exponential in the number of items, and for a relative threshold polynomial in the number of items. Palmerini et al. propose using the entropy information of two-itemsets at different support thresholds to identify how sparse or dense a data set is. They offer two ways of exploiting this information: 1) adapting pruning strategies to the density, or 2) using regression to estimate the number of frequent itemsets at a given support, and then decide on a support value based on the desired number of itemsets. They evaluate their proposal on seven data sets of different density, one of which has been generated by the QUEST generator. Geerts et al. prove upper bounds for the number of future frequent itemsets and the maximal depth of the search, based on the level a breadth-first search is on, and the number and involved items of frequent itemsets at that level. The further one advances in the search, the tighter the bounds become. They
show the agreement of the bounds with patterns mined on four data sets, one of which has been generated by the QUEST generator. Boley et al. use Monte Carlo Markov Chains to sample itemsets, count their support, and derive frequency plots. This information can be used to set support thresholds to avoid the exponential explosion. They show the agreement of their estimates on eight data sets of varying density.

These works need less information from the mining process than the ones mentioned before but they need information from mining/sampling nonetheless. In addition, they only provide pointers to avoid the combinatorial explosion. Whether a threshold setting that allows the operation to finish in a reasonable amount of time will lead to (potentially) interesting patterns, is largely unexplored.

Taking another detour from unsupervised pattern mining, we would be amiss not to mention the Coenen and Leng (2005) paper on class-association rule mining. In it, the authors show that the standard parameter settings (minimum support 0.01, minimum confidence 0.5) for this task do typically not give optimal results but that those depend on the data. It has, unfortunately, not led to a change in how parameters are set in papers on the topic.

A notable exception concerned with mining sequences under regular expression constraints can be found in (Besson, Rigotti, Mitasiunaite, & Boulicaut, 2008). By sampling patterns fulfilling data-independent constraints under assumptions about the symbol distribution (i.e. null models), they derive a model of background noise, and identify thresholds expected to lead to interesting results, i.e. results that diverge from the expected support derived from super- and sub-patterns. Given that many association measures reward precisely this kind of deviation from expectation, one could use this information to set both minimum and maximum supports to return only a subset of the result set that promises a high probability of interesting patterns. A similar idea can be found in (van Leeuwen & Ukkonen, 2014), which uses sampling and isotonic regression to arrive at pattern frequency spectra for FIM. They offer two contributions: first, a method for estimating the number of frequent itemsets for a given data set and minimum support threshold. Such an estimate, combined with the knowledge developed in the studies at the beginning of this section, could be used
to decide support thresholds. Second, a method for estimating the total number of frequent patterns for all possible support thresholds, the frequency spectrum. By comparing this spectrum to one constructed from data in which all items are independent allows to zero in on those threshold settings for which the result set is expected to contain interesting patterns. They performed their evaluation on FIMI and UCI (Dheeru & Karra Taniskidou, 2017) data. The authors claim that their method can be extended to other pattern types but we are not aware of corresponding work.

Those two papers come closest to actually giving guidance for parameter selection but are limited to frequency thresholds. Yet, the blue print for building up knowledge about the interplay of data characteristics and parameter settings – for instance by leveraging the work done in Meta-Learning (Vilalta & Drissi, 2002) for storage in experiment databases (Vanschoren, Blockeel, Pfahringer, & Holmes, 2012) – is there at least, but requires to have a large collection of well-characterized data sets, or evidence for current data being representative.

4.1.2 Quality measures

As we mentioned above, we consider the choice of association measure also to be part of parameterization. Tan et al. (2002) discuss a total of twenty-one different association measures in theoretical terms. They augment this analysis by generating 10,000 random contingency tables, use the different measures to rank them, and calculate correlations. This evaluation is further sharpened by successively removing contingency tables that correspond to low-support patterns. Their most interesting finding is that for unconstrained contingency tables, twelve of the measures cluster into a single group, with the rest clustering into two pairs of over-lapping clusters. That means that in many cases the choice of association measure is somewhat arbitrary, as least compared to alternatives in the same equivalence class. Tightening support thresholds leads to additional grouping of association measures. Vaillant et al. (2004) performed similar work on a slightly different set of association measures, finding four clusters, whereas Lenca et al. (2008) added “intelligibility” to assess whether a user could easily interpret a measure’s score and changes to it. They add two decision criteria, depending on whether counter-examples are tolerated to a certain degree, and assign weights to
different conceptual criteria. They report the intensity of implication and probabilistic discriminant index as best-ranked for an expert that tolerates counter-examples, Bayes factor for an expert that does not, and Loevinger as well-placed in both lists.

Such association measures are limited to the data from which patterns have been derived, whereas in supervised settings, validation sets can be used to assess the quality of resulting models, and parameters adjusted accordingly. There is work based on related ideas, which derive null models directly from the data, already found patterns, or user knowledge and use statistical testing to remove all those patterns that are not unexpected w.r.t. the null hypothesis (Milo et al., 2002; Gionis, Mannila, Mielikäinen, & Tsaparas, 2007; De Bie, 2011), or use multiple comparisons correction and hold-out sets (Webb, 2007). To evaluate whether either association measures or such methods for mining significant patterns find truly interesting patterns would require either expert feedback, which is not available for most data, or data for which ground-truth patterns or processes are known.

4.1.3 Conclusion

The question of how the outcome of unsupervised pattern mining operations is related to data set characteristics and parameter settings has attracted interest from early on but only in recent years have papers emerged that would allow to derive guidelines for parameter settings. An unavoidable step seems to be partially mining or sampling the data, and while the studies estimating frequency plots or spectra show good agreement with empirical results, this has always been shown on a limited collection of data sets. The results for quality measures, which indicate that there is much redundancy in practical terms, are more robust since they do typically do not depend on specific data.

4.2 Clustering

In clustering, in general there are decisions to be made about one or several of the following: the objective function to be optimized, the similarity measures between data points, the number of clusters to be found. Especially the last parameter will depend strongly on the data and the underlying group structure, and internal criteria are often used to identify a
“sweet spot”. Increasing the number of clusters that will have to be found, for instance, will initially decrease intra-cluster dissimilarity and inter-cluster similarity as data can be separated into purer and purer sub-populations. At some point, very similar sub-populations will be split apart and this yields diminishing returns. It should therefore probably not be surprising that much effort has been spent on identifying criteria that consistently allow to identify the correct number of clusters.

4.2.1 Internal validation criteria

The literature on validation measures is extensive, with different authors intending to address different aspects of quality assessment, and proposing improvements over (perceived) short-comings of other approaches. Before discussing the evaluation and comparison of different measures in the next section, we list and describe those measures in this section to aid the reader in understanding the similarities and differences. Detailed discussions listing many, yet not all, of the measures that we will discuss in the following can be found in (Charrad, Ghazzali, Boiteau, & Niknafs, 2012; Vendramin, Campello, & Hruschka, 2010) (including formulas). Most internal criteria take into account three characteristics of the found clustering solution: 1) the compactness of clusters, or how similar instances within a single cluster are, 2) the separability of clusters, i.e. how dissimilar instances belonging to different clusters are, and 3) the total number of clusters.

Centroid-based criteria A number of criteria exploit cluster centroids, implicitly assuming that clusters are spherical (or elliptical).

Calinski-Harabasz (CH) This measure divides the trace of the between-cluster distances matrix by the trace of the within-cluster distances matrix. To avoid overfitting by more and more, and therefore more and more fine-grained, clusters, the term is normalized via multiplication with \((N - k)/(k - 1)\), with \(N\) the number of points in the data and \(k\) the number of clusters. Depending on the literature, a distance matrix trace is also referred to as the scatter or dispersion matrix of the data, and can be interpreted as the distance of points from the centroid of their cluster or the centroid of the full data. CH is intended to reward compactness (of clusters) and the selected solution is the one achieving the maximal
value.

**Davies-Bouldin** (DB) considers pairs of clusters and divides the sum of their average within-cluster distances (or scatter) by the distance between their centroids. For each cluster, the maximal such quotient is chosen, representing the worst-case scenario for it, i.e. a situation where compactness or separability are worst. The solution for which the sum over all clusters’ quotients is minimal is selected.

$I$ is the sum of distances of all points to the *data centroid*, divided by the sum of distances for all points to their *cluster centroids*, multiplied by the maximal distance between any two cluster centroids. To normalize, this value is divided by the number of clusters, and the solution that maximizes the measure is selected.

**Score** uses similar quantities as CH, averaged distances of cluster centroids to the data centroid, as well as averaged within-cluster distances. The sum of those values is used as the negated exponent in the exponential function, the result of which is subtracted from 1.0. The larger the value, the better the solution.

**Wemmert-Gančarski** divides each point’s distance from its cluster centroid by its distance to the next-nearest centroid, sums over all points in a cluster and subtracts that sum from the cluster’s cardinality. The maximum of that subtraction and 0 is averaged over all clusters. The selected solution is the one that maximizes this measure.

**KCE** multiplies the number of clusters with the total sum of the distances of points from their respective cluster centroids. The selected solution is the one that minimizes this measure.

**WB-index** is **KCE** divided by the weighted sum of distances between cluster centroids and the data centroid (cluster scatter). It also should be minimized.

**S_Dbw** is a complex measure using the standard deviations ($\sigma$) of the full data and of individual clusters. It rewards lower $\sigma$ for clusters, as well as clusters whose points have lower distance to the centroid than the cluster’s $\sigma$ while not being closer to the mid-point between two cluster centroids. The solution minimizing the measure is selected.

**General distance-based criteria** Other measures do not take the short-cut of cluster centroids but interpret distances between data points directly.
Silhouette involves the average distance of each point to all others in its cluster, as well as the minimum average distance of that point to all objects in another cluster. The former is subtracted from the latter and the result normalized by the larger of the two values. This is summed over all points in the data and the solution maximizing this sum is selected. This maximization, again, rewards compactness and separability. A simplified version calculates distances between points and cluster centroids instead.

Duda and Hart (DH) assumes a two-cluster setting, and divides the sum of pairwise within-cluster distances for both clusters by the sum for a single cluster merging the two. Solutions are accepted or rejected based on a significance value. For settings with $k > 2$, DH can be applied iteratively, making it well-suited for hierarchical clustering approaches.

Dunn’s also considers pairs of clusters and divides the minimal distance between any two points that are in different clusters by the maximal distance between any two points that share any cluster (that cluster’s diameter). For each cluster, the minimal such quotient is chosen, and the entire clustering assessed via the smallest of those quotients in turn. The solution maximizing this value is selected. There are three remarks to be made: 1) the proposed numerator is the single-link merging criterion often used in hierarchical agglomerative clustering, 2) instead of summing over the entire clustering, it is represented by only a single distance, and 3) increasing the number of clusters is penalized implicitly. By modifying the set distance between two clusters and/or the diameter calculation, variants of Dunn’s can be defined that correspond to the complete/average link strategies.

C-Index exploits pairwise distances between points, as well as the number of pairs sharing clusters. This latter number $n_w$ is calculated as $\sum_{i=1}^{k} \frac{|C_i|(|C_i|-1)}{2}$. The sum $d_w$ adds up the $n_w$ pairwise distances of all points where both points are in the same cluster. $min(d_w)$ adds up the $n_w$ smallest pairwise distances, no matter whether the points share a cluster or not, and $max(d_w)$ the largest distances. The measure itself is calculated as $\frac{d_w - min(d_w)}{max(d_w) - min(d_w)}$ and the solution minimizing it is selected.

Gamma compares all pairwise within-cluster distances to all pairwise between-cluster distances. The number of times one of the former is smaller than one of the latter is counted (referred to as consistent), as well as the opposite cases (inconsistent), and a final value calculated as $\frac{consistent - inconsistent}{consistent + inconsistent}$. The solution maximizing the measure is selected.
**Point-biserial** employs similar quantities as the two preceding measures. It subtracts the average *within-cluster* distance from the average *between-cluster* distance. This value is multiplied with the square root of the product of \( n_w \) and the equivalent number of between-cluster pairs, divided by \( N(N-1)/2 \). The resulting value, finally, is divided by the standard deviation over all pairwise distances. The measure should be maximized.

**COP index** divides the average within-cluster distance for each cluster by the distance to the furthest neighbor in another. The full measure consists of the weighted average for all clusters, and the solution minimizing it is selected.

**Rubin’s index** calculates the log value of the quotient of the determinant of the scatter matrix of the full data and the determinant of the within-cluster scatter matrix. The original authors propose comparing solutions of \( k \) and \( k + 1 \) clusters and selecting the solution for which the *increase* of the log value is largest.

**Hartigan’s index** also compares clusterings of size \( k \) and \( k + 1 \), \( k \in [1, N-2] \) by dividing the trace of the cluster-scatter matrix of the former by the latter. Subtracting 1 and multiplying with \( N - k - 1 \) gives the final value. This is another measure that is well-suited to hierarchical approaches, and the maximal difference between clusterings of consecutive size is interpreted as indicating the appropriate number of clusters.

**Density-based** Density-based measures cannot simply use distances between points but also need to take the distribution of distances around given points into account. They are therefore typically much more complex to calculate and difficult to summarize.

**CDbw** uses \( r \) representative points from each cluster, instead of only centroids (i.e. \( r = 1 \)). They are selected *farthest-first*, i.e. the first point is the one farthest from the center, following ones farthest from the point selected before it. The closest representative points from two different clusters are then paired up and the sets of each pair of clusters’ closest representative points intersected, similar to a shared nearest neighbor distance computation. The distance between any pair of closest representative points is normalized by the average \( \sigma \) of both clusters and weighted by the normalized number of points from both clusters whose distance to the midpoint between the two representative points is \(< \sigma\). To derive the *inter-cluster density*, the sum over all clusters is calculated, with each cluster contributing
the *maximal* value it has with any other cluster. This density is then used as a normalizing value for cluster separation. The numerator also sums over all clusters but each cluster contributes the *minimal* sum of distances of representative points. $C_{\text{Dbw}}$ extends the idea of using the distance of representative points, as do methods using centroids, and exploits the standard deviation in a similarly manner as $S_{\text{Dbw}}$ (which was proposed by the same authors). Compactness is also calculated based on representative points and $\sigma$, and different values of the measures are derived by varying $r$.

$D_{\text{BCV}}$ is influenced by the ideas underlying DBScan, i.e. the notion of core points and reachability distances. To derive the criterion, a reachability graph is constructed, with distances as weights on the edges. This graph is then translated into minimum spanning trees within or between clusters, which are used to calculate the density *sparseness* (of individual clusters) and density *separation* (of pairs of clusters). The value lies between $-1$ and $+1$, with higher being better.

### 4.2.2 Evaluating internal validation criteria

Milligan and Cooper (1985) used 108 small, artificial, low-dimensional data sets with clear cluster structure in Euclidean space to evaluate thirty internal criteria as to their ability to identify the correct number of clusters for hierarchical clustering approaches. Notably, there were at most five clusters in the data. They report the index developed by Calinski and Harabasz (CH) as performing best, closely followed by Duda and Hart. They note that techniques other than CH under-performed, in particular for data where only two clusters are present.

Bandyopadhyay and Maulik (2001) evaluate four criteria, the Davies-Bouldin index (DB), and three versions of Dunn's Index on three artificial, and two UCI (Dheeru & Karra Taniskidou, 2017) data sets, using genetic clustering algorithms, notably *not* including CH, as well as a new index they propose and refer to simply as $I$. They show that DB generally performs well but that $I$ improves upon it for the two data sets where it misses. The already mentioned work by Maulik and Bandyopadhyay (2002) evaluated DB, Dunn’s, CH, and $I$ on similar data as in their prior work. They report that only $I$ identifies the correct number of clusters for each data set, and that two of the other ones fail on four of the data sets (CH fails on
Vendramin, Campello, and Hruschka (2009) point out that those prior comparisons looked only on the correct number of clusters, instead of assessing the correct grouping of data points. Using the artificial data from Milligan et al.’s original work, they use external criteria to assess the agreement of k-Means results with predefined partitions, which they use in turn to evaluate the CH, DB, Dunn’s, Silhouette index and versions thereof. The authors report that for this particular collection of data sets, the original Silhouette index performs best, followed by CH, with simplified Silhouette indices close in performance. They also give a practical recommendation to limit the maximum number of clusters for an approach to $\sqrt{N}$ with $N$ the size of the data set. We have grouped those studies into the relative performance graph seen in Figure 6.

Vendramin et al. (2010) followed up their earlier work by increasing the number of internal criteria to forty, generating more data sets (that remain relatively small and low-dimensional, however), and refining the evaluation methodology. Using HAC with four different merging criteria and k-MeANS with a number of different $k$, they generate a relatively large number of different partitions, and calculate the correlation between the score of internal criteria and ARI. They find that Silhouette and the newly evaluated Point-biserial
perform best, followed by CH and the newly evaluated $\mathcal{I}$. They discourage using C-Index or Gamma in real-world situations when data might be noisy and the number of clusters high. They also report that optimization criteria perform better than criteria that compare successive partitions, such as Rubin’s or Hartigan’s indices.

Y. Liu, Li, Xiong, Gao, and Wu (2010) generated five two-dimensional artificial data sets, with five clusters each, to evaluate the effect of five data set and algorithmic characteristics on eleven internal criteria: the effect of increasing the value of the parameter controlling how many clusters to find, outliers or noise, different densities, sub-clusters, and skewed distribution of points. All data sets exhibited a rather clear cluster structure. Except for the last experiments, all data are clustered using K-Means, while for the last one they employed Chameleon. Their final conclusion lists the capability or not of different criteria to handle those aspects, which they recommend be used to help make the decision which criterion to choose. It is not clear, however, how one would use this information, which requires in-depth knowledge of the data that goes even beyond knowing the actual clusters. They also report that the $S_{Dbw}$ validity index is the only one capable of handling all conditions.

Guerra, Robles, Bielza, and Larrañaga (2012) also added noise or outliers to artificial data. They evaluated five internal criteria, Silhouette, CH, C-Index, DB, Gamma, using artificial data with different yet relatively low dimensionality, number of clusters, outliers, and noise. As in the early work, they evaluated whether internal criteria identify the correct number of clusters. They clustered using K-Means, a HAC method, and a mixture of Gaussians fitted via EM. In general terms, they report that for data with outliers, CH clearly performs best for all three techniques, whereas noisy data is best handled by Gamma, followed by CH and Silhouette. Additionally, they show that Silhouette, DB, and Gamma deteriorate strongly in the presence of outliers, and that the C-Index actually does worse on well-separated data than on data with outliers. Interestingly, the authors also evaluated partitions using the Adjusted Rand Index (ARI) as external criterion (Morey & Agresti, 1984), and while they do not discuss this result further, they report that all algorithms were capable of finding partitions that are very close to the ground truth even if the number of clusters was off. We show the relative performance graphs of those two studies in Figure 7.

Another large-scale comparison has been performed in (Arbelaitz, Gurrutxaga, Muguerza, Pérez, & Per
Figure 7: Relative performance graphs for the comparisons by Liu et al. (left) and Guerra et al. (right). In the left-hand graph, criteria at the same level have similar capabilities.

(Chouikhi, Charrad, & Ghazzali, 2015) is interesting in that it uses a number of criteria not evaluated in other work, two of which, Hartigan’s and Rubin’s index, place higher in their evaluation than CH and DB. They evaluated those indices over a number of different HAC methods using different merging distances, on seven UCI data sets.

Van Craenendonck and Blockeel (2015) considered four internal validation criteria, Silhouette, DB, CH, DBCV, which they use to identify the highest scoring solution for six
clustering algorithms, \texttt{k-Means}, DBScan, Ward, EM, meanshift and spectral clustering. Notably, the authors also use those criteria to select the best parameter setting for each algorithm. The data consist of twenty-seven UCI data sets. In their discussion, they point out that comparing to agreement with class labels via external criteria (such as ARI) can be misleading since classes might be arranged in a hierarchy. In addition, they discuss that highly imbalanced clusterings created by DBScan and meanshift clustering tend to score well for Silhouette and DBCV, and that explicitly removing a few points as noise gets rewarded disproportionately by CH and DBCV. In their conclusion, they state that \texttt{k-Means} (which forms elliptical clusters via centroids) is easily capable of achieving good scores for Silhouette and CH, and that DBScan does best for DB and DBCV, but state this to be true mainly due to undesirable properties. A final interesting insight is that they state DBCV to only be useful on data with clearly defined cluster structure.

Hämäläinen, Jauhiainen, and Kärkkäinen (2017), finally, recently evaluated seven internal criteria for “prototype-based” (or centroid-based) clustering methods, i.e. \texttt{k-Means} and its relatives. Notably, neither Silhouette nor S_Dbw are among them. They used 56 artificial data sets well suited to \texttt{k-Means} type algorithms, i.e. containing relatively well-separated elliptical clusters of differing dimensionality and hardness due to overlap, noise, density etc. They assessed whether internal criteria identified the correct number of clusters. They also used six UCI data sets but did not take class labels to represent ground truth and instead evaluated the stability of the suggested number of clusters. They report that no criterion consistently identifies the correct number of clusters on the artificial data, with Wemmert-Gançarski doing best, followed by KCE and the WB-index. An interesting additional result is that they evaluated different similarity measures, which are then also used to calculate the internal criteria, and find that those influence how well the correct number of clusters can be identified.

Van Craenendonck and Blockeel (2017) also proposed a semi-supervised approach to selecting clustering methods and parameter settings: employing instance-level constraint, i.e. must/cannot-link (points have to/must not be in the same cluster), they select the clustering solution violating the smallest amount of constraints.
We have spent so much time on these evaluations for several reasons. First, because studies on this question are by far the most prevalent in the clustering literature. Second, because knowing how to reliably use internal criteria could allow to circumvent guidelines for other parameter settings: instead, one could run an algorithm with a variety of different similarity measures, objective functions, and parameter values, and use a well-understood internal criterion to select the best result (as van Craenendonck et al. did). Third, because these studies illustrate the limitations of the used data: data sets are often relatively easy to cluster, not always including noise, outliers, or overlap. Fourth, because the choice of algorithms is interesting: almost all of them use k-Means or HAC, the latter often with the single-link merging criterion. This is remarkable because both techniques have a clear drawback: k-Means can only handle elliptical clusters and single-link tends to form “chains”, i.e. clusters where instances are close to their neighbors but rather far away from all other members of the cluster. At the same time, as we pointed out in the discussion of different validation criteria, almost of all them have been created to assess solutions created by those two types of clustering methods.

In fact, we have found only two studies comparing the use of internal criteria for density-based clustering, both in the context of introducing a new criterion. Halkidi and Vazirgiannis (2008) introduced CDbw, an internal criterion taking density into account, and report that it outperforms five other criteria, including S_Db and DB for DBScan and a version of CHAMELEON, according to ARI. Moulavi, Jaskowiak, Campello, Zimek, and Sander (2014) introduced a criterion they call Density Based Clustering Validation (DBCV) and compared it to Silhouette, CH, Dunn, I and CDbw on four artificial data sets exhibiting challenging geometry, three gene-expression data sets, and four UCI data sets. The clustering techniques used were DBScan, OPTICS-Autocluster, and HDBScan. They report DBCV to have overall best performance, by a large margin in the case of the artificial data. Such comparisons are to be taken with a grain of salt, though, since papers introducing new measures are unlikely to be published if the new measures do not improve on the state-of-the-art, and Van Craenendonck and Blockeel (2015) provide evidence against that claim.
4.2.3 Initialization methods

There are studies that have evaluated other aspects of clustering technique parameterization, just fewer. Among those are studies regarding the initialization procedure for K-MEANS: Steinley and Brusco (2007) evaluated twelve initialization methods on artificial data. They report that an initialization approach recommended by Milligan in 1980 performs best in terms of cluster recovery according to ARI, and an approach due to Steinley (2003) in terms of finding an optimum of the objective function. Celebi, Kingravi, and Vela (2013) evaluated eight linear-complexity initialization methods on 32 UCI data sets as well as ~ 4000 artificial data sets of differing clustering complexity. Notably, they do not use any of the internal criteria discussed above to decide the number of clusters but instead supplied the ground-truth. They report that in the average case, deterministic methods outperform non-deterministic ones, whereas non-deterministic ones have better best results. Among the non-deterministic methods, Bradley and Fayyad is reported to perform best, followed by greedy k-means++. For the deterministic ones, PCA-Part and Var-Part, two pre-clustering methods, perform best.

Kriegel et al. (2017) focused on running times instead of cluster quality and discuss, among other aspects, the different interpretations of the K-MEANS algorithm. They report that the K-MEANS++ initialization procedure does not outperform random initialization on a data set created from histograms of image data. In addition, they found that the “standard algorithm” of Lloyd and Forgy repeatedly is slowest, which is problematic since this is both the algorithm typically understood to be “the” K-MEANS algorithm, and the version most often implemented in widely available toolkits.

4.2.4 Similarity measures

Another question is that of which similarity measure to use, either in K-MEANS or HAC methods to group points, spectral clustering to populate the similarity matrix, or density-based approaches to define the proximity of points. Strehl, Ghosh, and Mooney (2000) looked at website clustering, treating websites as text documents, represented as bags of words. Using SOM, K-MEANS, weighted graph-partitioning, and hypergraph-partitioning, they evaluated
Euclidean normalized similarity, Cosine, Pearson’s and Extended Jaccard. They report Cosine and Extended Jaccard as doing best. Z. Zhang, Huang, and Tan (2006) evaluated six distance measures for trajectory clustering in outdoor surveillance videos, using a spectral clustering method on data with ground-truth that they augment with lost points in the trajectory and Gaussian noise. They report that PCA+Euclidean distance performs as well as or even better than the much more expensive to calculate Hausdorff, HMM-based, and Longest Common Subsequence distances, as well as Dynamic Time Warping. Huang (2008) compared similar measures as Strehl et al. for text clustering, using K-MEANS on seven document data sets represented as TFIDF vectors. They report that the Euclidean distance does not perform well, which is in line with other results in the literature, yet also that the Cosine distance performs somewhat worse than Jaccard, Pearson’s and the averaged Kullback-Leibler divergence. Recently, Shirkhorshidi, Aghabozorgi, and Wah (2015) cast a wider net, evaluating twelve similarity measures on fifteen numerical data sets, selected from UCI and a repository of the Speech and Image Processing Unit, University of Eastern Finland. They used two prototype-based techniques, K-MEANS and K-MEDOIDS, as well as HAC with single- and average-link. Their main intention was to evaluate the effects of dimensionality yet most of the data sets are low-dimensional, with only four having more than five dimensions, two of which with more than twenty. Notably, the authors consider four and more dimensions high-dimensional. The quality of clusters was scored by treating classes as underlying clusters and using the Rand index. They report that the ranking of similarity measures changes depending on the algorithm and whether data sets have fewer than four dimensions.

A related question to that of similarity measures is whether one should standardize numerical data. Milligan and Cooper (1988) evaluated eight standardization approaches on artificial data, generated in a similar manner to the authors’ other work and clustered using HAC with different merging criteria and Euclidean distance as the similarity measure. They report that different error conditions (which typically are not known beforehand) are better corrected by different standardization procedures, that standardizing by the interval \([min, max]\) always ends up in the group of best-performing techniques, and that z-score standardization is not always helpful.
4.2.5 Other parameters

Meilä and Heckerman (2001) explored a single clustering method, a multinomial mixture model, by changing the parameter estimation method, and comparing the resulting clusterings of artificial data and a handwritten digits data set. They report that EM performs best. Following this, they evaluated three initialization methods for EM parameters, a data-independent prior based on a Dirichlet distribution, a data-dependent method, and pre-clustering using agglomerative clustering. While they report the data-independent method to perform worse on the artificial data, this disappears for the real-life data set.

The work reported in (Aliguliyev, 2009) evaluated twelve objective functions for density-based clustering on document data. They used five data sets, three of which were also used by Zhao et al.. The author focused on weighting instances' contribution to cluster descriptions, depending on how similar they are to the rest of the cluster. He reports that weighting documents improves over unweighted objective functions.

4.2.6 Current day challenges: Big Data and Stream Clustering

The arguably most important characteristic of Big Data is the sheer volume and information about running times of different clustering techniques would be sufficient to decide which algorithm to use. There is, however, also the aspect of high dimensionality, and apart from Shirkhorshidi et al., we have not found anyone who evaluated that aspect, and as we indicated above, their concept of “high-dimensional” might not be in agreement with the way it is understood in a Big Data context.

W.r.t. stream mining, Hassani and Seidl (2017) evaluated the internal criteria that we have encountered in this section so far, using data generators contained in the MOA (Massive Online Analysis) toolbox. They used two algorithms, CluSTREAM with K-MEANS as macro-clusterer, and DenSTREAM. Their evaluation criterion is the correct number of clusters for CluSTREAM and external criteria for DenSTREAM. They report that CH does well for CluStream, that L and S_DbW are rather vulnerable to typical error conditions in streaming scenarios, and that S_DbW does best for the density-based clusterer. Their results are in line with conclusions drawn for static data but are biased by the fact that they only included
Figure 8: Data mining results can either act as inputs in further data analysis, or can be interpreted by humans to arrive at knowledge about the world.

measures that had been evaluated as working well in the static context. In addition, they did not evaluate measures that have been proposed explicitly for a streaming context.

4.2.7 Conclusion

To summarize this section, there is definitely a significant amount of work out there that can be drawn on to decide how to parameterize clustering techniques. The problem is, however, that the literature is piecemeal: connecting studies to each other to gain a comprehensive picture becomes difficult since different studies used different data, time and again evaluated the best-case scenario in terms of data characteristics, evaluated different methods, and certain methods are underrepresented or completely absent. The clearest result is arguably to be found w.r.t. which internal validation criterion to use to identify the most appropriate clustering.

5 Matching Results to Reality

To begin this section, we propose another thought experiment, one in which we actually know which algorithm to choose, and have identified how to parameterize it. After reasonable running time, we have a result that we are pretty confident is meaningful. At this point, two paths diverge (Figure 8): first, the unsupervised mining operation was only a first step in a longer data analysis pipeline, in which patterns are used to encode data for clustering, for instance, or the discovered clusters are used as classes for learning a predictive model. In that case, the usefulness of the result can be assessed by the success (or failure) of the larger operation. There is a second setting, however, in which data mining is embedded in a process of “knowledge discovery from databases” (Fayyad, Piatetsky-Shapiro, & Smyth, 1996).
“Knowledge” implies human understanding and in the context of unsupervised mining, this means that humans should be able to interpret patterns or clusterings to understand the reality that gave rise to the data better. But to be able to do this, one needs to have an idea how the results of a data mining operation “typically” map to the generating processes underlying the data.

5.1 Pattern Mining

To a certain degree, this is a view that is supported by the pattern mining community, with the development of pattern set mining techniques, such as those we mentioned at the end of Section 3.1. One of the motivations often cited for pattern set mining is that humans cannot process a large number of patterns, and result sets should therefore be reduced to the ten or twenty most interesting or relevant ones. Subjective interestingness (De Bie, 2011) and interactive mining (Goethals, Moens, & Vreeken, 2011; Van Leeuwen, 2014) take this even further: users are supposed to be able to evaluate patterns and give feedback to adjust quality measures or search space traversal. To be able to do this, however, users need to have some idea of how to map the patterns back to the data they came from.

Given that we define the patterns that algorithms mine, we know at a superficial level what is contained in mining results. In FIM, for instance, if there is set of items that is often bought together, it will be found. Yet so will all of its subsets, and maybe intersections with other itemsets, and it can be difficult to decide which of those are meaningful. Furthermore, FIM papers will often give the motivation behind performing such mining by stating that supermarkets can group items that are bought together close to each other, to motivate those customers who did not buy them together to do so. An alternative proposal states supermarkets should group such items far apart to motivate customers to traverse the entire store space and potentially make additional purchases.

These strategies implicitly assume two different types of customer behavior, though: in the latter case, the co-purchases are systematic and can be leveraged to generate additional business. In the former, the co-purchases are somewhat opportunistic, which also means that using the first strategy could lead to loss of business. Maybe the two types of behavior actually lead to different expressions of the pattern in the data. And maybe the layout of the
supermarket at the time of purchase has an effect on this expression, for instance because it enables the opportunistic behavior. But to assess this, we need to be able to compare to the underlying process.

Studies comparing found patterns to patterns known to be in the data, or to a known generative process, will provide important information regarding what to make of mining results. We review such studies in this section.

A first type of evaluation takes a page out of the clustering playbook, trying to recover patterns that are known to be in the data, possibly distorted by noise. Laxman et al. (2005) elaborates a connection between Hidden Markov Models and episodes, and showed experimentally that their approach could indeed recover HMM-generated sequences embedded in noise. Tatti and Vreeken (2012a) generate artificial data without patterns, with ten and fifty patterns embedded in noise and report that their proposed method finds no patterns in the first case, recovers all ten in the second, and almost all patterns in the third. Zimmermann (2013) used the Quest generator and evaluated the capability of different condensed representations and association measures to recover itemsets. The evaluation showed that several association measures do not manage to filter out spurious itemsets, even for uncorrupted patterns, and that mining closed itemsets helps strongly in reducing the result set to an approximation of the embedded patterns, allowing the relatively simple confidence measure to perform very well. Webb and Vreeken (2014) follow a similar evaluation protocol, embedding fifteen patterns and report that their method does not return any spurious itemsets but that it does return subsets of embedded itemsets, as well as subsets of those itemsets’ unions. Lam et al. (2014) used artificial data with patterns generated by five independent parallel processes without noise to compare two pattern set mining techniques, SQS and GoKrimp, and report that while precision@10 is good for both of them, SQS has worse recall. The extensive evaluation in (Zimmermann, 2014) varied different parameters of a data generator embedding episodes into noise, such as alphabet size, maximal and distributions for temporal gaps, length and number of episodes etc., and evaluated different episode mining techniques’ ability to recover the patterns. The main reported finding is that temporal constraints have a stronger influence on whether patterns are being recovered than pattern semantics. Kaytoue, Plantevit, Zimmermann, Bendimerad, and Robardet (2017) evaluated
their approach by aggregating the random walks of simple agents described by itemsets into a multigraph, and report that their approach manages to recover approximations of the itemsets together with approximations of the walkers’ trajectories in the graph.

A second type goes one step further and looks at whether generating models can be (partially) recovered. This is, for instance, the case in (Tatti & Vreeken, 2012b) where the authors generate a data set that is similar to a Mondrian painting and show that their approach can recover the (effectively noiseless) model. Mampaey, Vreeken, and Tatti (2012) generated three artificial data sets and argue that their approach recovers representations of the generating models. The model used in (Webb & Vreeken, 2014) is a Bayes Net and the proposed method is reported to recover itemsets corresponding to connected components in the net and identifying the strongest local positive correlations. The problem setting in (Prakash, Vreeken, & Faloutsos, 2014) consists of identifying patients zero for an infection from a snapshot of an infected graph. They report that their approach is capable of identifying the correct number and often the correct seed nodes in artificially generated graphs.

The third option consists of actually interpreting found patterns. In most cases, this will be difficult to do unless one has access to a domain expert but patterns from text data is accessible to everyone, which is why it has often been the data of choice. Tatti and Vreeken (2012a) used abstracts of JMLR papers and show examples of meaningful frequent term combinations that are not redundant. Those data were also used in (Lam et al., 2014) and they report that three pattern set mining techniques for sequential data, SQS, SeqKrimp, and GoKrimp all return similar collections of term combinations that refer to research topics and scientific concepts in the ML community. Mampaey et al. (2012) used data sets representing geographical animal and plant distributions and interpret the found patterns. They also used ICDM paper abstracts to compare their approach to three others, without interpreting the found patterns, however. NIPS abstracts have been used in (Webb & Vreeken, 2014) and the authors list the top-25 patterns together with short interpretations.
A particular pattern type can be found in (Y. Liu, Nie, Han, Zhang, & Rosenblum, 2015): the patterns of this work are more complex than episodes since the relationships between different activities are more complex than before/after. The goal of that work is activity recognition from sequences of atomic actions that can also overlap or performed in parallel. The data to which the approach is applied have been generated by human actors performing scripted or freely chosen actions to achieve certain activities. This is attractive in the sense that patterns can be compared to performed action sequences, and are interpretable by human users who will also have their own experiences in how to achieve different activities.

5.2 Clustering

We have to deviate from surveying studies in this section since we have found no work to survey. This might feel surprising since clustering is about finding the groups of instances that are truly in the data at first glance, and as we have discussed before, there are quite a few studies that have evaluated whether different clustering techniques do that. Especially Milligan et al. also took care to introduce noise and outliers into those evaluations.

But when one digs a bit deeper, this does not exactly tell us something about the relationship between discovered and existing clusters. A Rand index of 90% tells us that ten percent of all pairs of data points are not correctly grouped, i.e. points grouped together that should be apart or vice versa. Knowing how to characterize those instances that are not being placed correctly, e.g. as local outliers, would be very useful in interpreting clusters derived from real-life data and how to identify candidates for points that need to be corrected. But to the best of our knowledge, no such characterizations exists.

In our opinion, as in the case of pattern mining, it would be even more interesting to know how clusters relate to generating processes. If data has been generated by a mixture of multi-variate Gaussians, for instance, a method that estimates the parameters of such a mixture, like the EM algorithm, will learn an approximation of it. How close such an approximation is under controlled conditions could be very informative when reasoning from a clustering model learned on real-life data but again, we cannot survey any studies on this subject.
A roundabout way of evaluating a learned clustering model could consist of predicting attribute values of held-out instances, or even sampling complete instances from clusters and comparing to what would be generated for the data itself. This is known as *imputation*, a clustering use case we have not mentioned so far (Li, Deogun, Spaulding, & Shuart, 2004; S. Zhang, Zhang, Zhu, Qin, & Zhang, 2008). This has the advantage that no explicit cluster model is needed and that the results can be compared to those of generating processes that do not come in neat closed form. Again, doing this under noise and outlier conditions would allow to assess the reliability of cluster-based imputation but, again, we are not aware of work in this direction.

5.3 Conclusion

Especially in recent years, pattern mining researchers have started to look into whether mined patterns agree with patterns hidden in the data, whether generative models can be recovered, or even whether (and how) patterns can be interpreted. Given that the ground truth is typically not available, the former type of evaluations has employed artificially generated data, limited to a few generator types. The latter type has used English-language text data since interpretations of patterns in such data are easily accessible to non-experts. In clustering, we are not aware of studies that go beyond comparing found clusters to predefined groupings, which are considered the ground truth.

6 Benchmarking in cluster analysis: A white paper – complementary goals and focus

We take a break from surveying at this point to put our work into perspective w.r.t. the white paper we have mentioned above (Van Mechelen et al., 2018). That work is concerned with benchmarking of clustering methods and could therefore be expected to have the same goals as our survey. Their focus is, however, rather on how to design comparisons, making sure that the same similarity measures, normalizations etc. are being used. The guidelines they lay out therefore partially depend on the insights derived from the existing comparisons
that we discuss in this work.

van Mechelen et al. explicitly mention the issues that arise from using classes as ground-truth for clusters, and discuss the problem of external measures not rewarding methods that get close to the underlying cluster structure. In addition, they stress the effects of outlier removal, dimensionality reduction etc., be they positive (making the clustering task easier) or negative (giving the impression that certain methods perform better than they do). They also discuss topics that are out of the scope of this work, such as the difference between “crisp” vs. “fuzzy membership”, i.e. whether a point belongs only to a single cluster or can exhibit probabilistic membership.

Regarding data, finally, van Mechelen et al. discuss the pros and cons of different data sets in more detail than this survey does, laying out which data sets can be more useful for certain tasks.

To summarize, the white paper is much more focused on how to design good evaluation and comparison studies than this survey. The relationship between our work and theirs is almost symbiotic. Many of the topics that we discuss are meaningful in the context of what van Mechelen et al. aim for but while our work is focused on the practical aspects, the authors of the white paper cast a wider net, going beyond data sets and validation criteria to propose a general framework that would allow to decide which of them are meaningful. As such, it is therefore indispensable for anyone intending to fill the gaps in our knowledge since only well-designed evaluations will result in reliable insights.

7 Community detection

After having surveyed the state of the art in pattern mining and clustering, we have to come to the conclusion that there are too few studies to inform us how to choose techniques, how to parameterize them, and how to exploit the results. Most of the surprising and contradictory information is just enough to question results reported in the literature but not enough to draw definite conclusions. As a contrast to this situation, we would like to shine a spotlight on a field where extensive evaluations and comparisons are much more available.

Graph clustering in networks is also known as (social) community detection (Fortunato,
2010) and the change of focus makes a large difference in the amount of available studies. The field is of interest to social scientists, life scientists such as biologists and medical researchers, physicists, and computer scientists in different sub-fields, as attested to by the different venues in which papers on the topic have been published. The survey cited in this paragraph includes a long discussion of comparative evaluations of community detection methods yet the author in his conclusion calls for more, and more in-depth evaluations. A reader interested in a detailed treatment of the field is therefore directed to Fortunato’s work. Here, we indicate a number of particularly interesting results w.r.t. the three topics we have discussed so far, as well as a number of comparisons performed after 2010\footnote{The year in which Fortunato’s survey was published}.

### 7.1 (Re)evaluations

Bagrow (2008) evaluated combinations of three local community detection methods and different stopping criteria on tens of relatively simple artificial networks, and reports that LWP performs relatively well when communities are well-separated but deteriorates when there is overlap. Lancichinetti, Fortunato, and Radicchi (2008) introduced a new data generation model and evaluated two community detection methods, modularity optimization and Test of Potts, on that new data. They report that modularity optimization starts to fail once communities are better connected and once networks get larger, and benefits from vertices having large degrees. They also point out that modularity optimization is superior to the Potts test approach. Orman and Labatut (2009) also used artificial data generated according to the LFR framework (Lancichinetti et al., 2008) to compare five techniques. They report that SPINGLASS and WALKTRAP generally perform well, and that all algorithms improve when the average degree increases, as reported by Lancichinetti \textit{et al}.. Leskovec, Lang, and Mahoney (2010) report the results of comparing eight different algorithms, and twelve optimization functions on four real-world networks and claim in the paper to have performed the evaluation on more than forty such networks. Since the actual communities for such networks are not always known, they evaluate algorithms according to an internal criterion, conductance. The number of techniques alone means that the results cannot be easily summarized but one
of their conclusions is that LOCAL SPECTRAL, a spectral-based partitioning method, gives very good results while being computationally cheaper than other techniques. This is a simplification of the full discussion in their work, however, which stresses that changes in data characteristics can have rather strong effects on the performance of different techniques. Spam/ham e-mail identification was used to validate six community detection algorithms on a single network by Moradi, Olovsson, and Tsigas (2012). They report that there is no quantitative difference between algorithms. Harenberg et al. (2014) evaluated thirteen methods, eight of which were published after 2010, on five real-life networks with known ground-truth. They report that TopGC performs best in terms of density and clustering coefficient while SLPA gives best conductance, and that SLPA recovers ground-truth communities best. M. Wang, Wang, Yu, and Zhang (2015) re-implemented and systematically evaluated ten methods on seven real-life networks and ones generated using the LFR model. They propose a framework to break all algorithms down into eight components and analyze those separately. A remarkable characteristic of this study is that it mostly does not evaluate the methods used in the other studies in this section. They report that M-KMF is generally fastest, that SCP, M-KMF, MB-DSGE and gCluSKELETON do well on networks with outliers, whereas LPA and HANP give best results on networks without outliers, and that HANP, LPA and CNM find the structurally highest-quality communities. All in all, this is a very rich evaluation, hampered somewhat by the fact that it is hard to connect to the rest of the state-of-the-art. Recently, Z. Yang, Algesheimer, and Tessone (2016) reported on the comparison of eight algorithms on more than a hundred networks artificially generated using the LFR model. They report that INFOMAP, MULTILEVEL and WALKTRAP have relatively stable results for large network sizes, and that LABEL PROPAGATION has too large deviations to give reliable results. In addition, they point out that FASTGREEDY consistently underestimates the number of communities in the data, and that for certain parameter values of the generator, LABEL PROPAGATION is incapable of recovering any community. Notably, they report that larger network size completely stymie INFOMAP and LABEL PROPAGATION. Wagenseller III and Wang (2017) compared five existing and a newly proposed algorithm on two real-world data sets, Twitter topology and DBLP. They focus on the assumption that social communities above a certain size (150 members) are not realistic and categorize com-
munities based on their size. They report that modularity-maximizing techniques tend to produce much too large communities whereas their newly proposed method and INFOMAP concentrate their results in the \( \leq 150 \) range. In addition, those two techniques place a (near-) majority of users in those communities of a “desired” size. They evaluated five other quality criteria and report that modularity maximization methods separate discovered communities better from the rest of the graph, and that their newly proposed techniques scores best in terms of triangle participation ratio. Dao, Bothorel, and Lenca (2017) evaluated eleven methods on seven real-world and five artificial data sets and show that depending on the internal evaluation criterion, different methods perform “best”.

Community detection is therefore arguably the area in which relative algorithmic performance is best established, probably because the problem setting is of high interest in a number of different fields, e.g. sociology, epidemiology, statistical physics, urban planning etc. The downside to this range of problem settings is that the comparison studies are also spread out over a number of different fields and their respective publications. In addition, as the preceding section (and the absence of a comparison graph) shows, even though there are quite a few comparisons, it remains very difficult to combine them into a full picture. In a sense, rigorous meta-studies, as prepared in the life sciences, might be needed to distill the available information into useful guidelines.

7.2 Parametrization

Bagrow (2008) also tested three stopping criteria and reports that “trailing least squares” performs best overall but is rather dependent on the starting vertex in the graph. Lancichinetti and Fortunato (2009b) evaluated different parameter settings for the CPM method on artificial data created by a generator they introduce in that work, and report that certain parameter settings can lead to results deviating from the ground truth, without giving guidelines for how to set parameters. Leskovec et al. (2010) tested a number of objective functions that they group according to whether they focus on intra-community or inter-community links. While they report that the majority of objective functions behave more or less similarly, they also caution that optimizing them “aggressively” can lead to suboptimal results, such as barely connected communities. Using their framework, M. Wang et al. (2015) proposed
improvements to the objective function of two algorithms, LPA and MB-DSGE, and show experimentally that the updated algorithms give better results. J. Yang and Leskovec (2015) analyzed 230 real-life networks using thirteen structural quality measures. They show that those measures fall into four categories. They also define four functional criteria for “good” communities: separability, density, cohesiveness, and clustering coefficient, and evaluate how well the quality measures align with them. According to their analysis, Conductance and Triangle Participation Rate perform best w.r.t. the functional criteria overall, and Modularity has severe problems with it. Z. Yang et al. (2016) discuss in detail how generative parameters can lead algorithms astray but point out that this information is not accessible to an end user. They discuss how certain algorithms (INFOMAP, LABEL PROPAGATION) are incapable of recovering actual data characteristics, whereas MULTILEVEL is not too far off. Wagenseller III and Wang (2017) also assessed the modularity measure under their assumption of ideal sizes for social communities, and argue that for social community detection settings, modularity maximization should be done while controlling for community sizes. They also evaluated parameter settings for their technique under this constraint, and recommend setting the growing threshold to 0.7, and the overlapping threshold to less than 0.6.

There seems to be a certain consensus that modularity is not a good criterion to optimize in community detection. We cannot help but notice, however, that far fewer works exist that give guidelines on which algorithm and which parameter settings to choose for new data, than on how algorithms compare on given data.

7.3 Matching results to reality

There are data sets for community mining where communities are known, for instance in the form of Facebook groups, or based on affiliation information from publication networks such as that extracted from the DBLP. When such information is known, it has been used to evaluate the quality of found solutions but left the question of how to use communities to reason about the underlying processes aside. An exception to this can be found in (Lee & Cunningham, 2014) where a framework is proposed that uses ML techniques to infer missing values of node attributes in communities.
In addition, there have been a number of surprising and counter-intuitive results. Moradi et al. (2012) report that *structurally strong* communities, i.e. well-connected ones, do not have semantic meaning.

Dao et al. (2017) point out that algorithmically discovered communities are *structurally better* than ground truth communities and argue that straight-up comparisons are therefore unfair to the discovery techniques, and caution that using discovered communities as stand-ins for real-life ones can be problematic.

Other work (Brandes et al., 2007; Orman & Labatut, 2009; Lancichinetti & Fortunato, 2009a; Mishra et al., 2011), have mainly focused on the relationship between properties of the model used to generate artificial networks and the found communities but since these models rarely employ the social mechanisms that give rise to communities, as we will argue below, it will be difficult to use the derived information to infer something about the real world underlying the data.

Hric, Darst, and Fortunato (2014) have also pointed out that there is a clear difference between structural communities and ground-truth communities as currently defined in the literature. Peel, Larremore, and Clauset (2017) argue that the current approach to assigning ground-truth communities in real-life networks, based on meta-data such as membership to Youtube groups, is faulty, explaining the disconnect between structural criteria and ground-truth communities mentioned above. They propose two methods, one for assessing the strength of the correlation between meta-data and ground-truth communities, the second to assess whether the two reveal different aspects of a network’s structure. A combination of those methods with the results of community detection techniques on data with known meta-data and ground-truth communities could provide a guideline for identifying actual communities.

### 7.4 Conclusion

As this section shows, the state of comparative evaluations, guidelines for parameterization, and discussions of how algorithmic results relate to the reality in the data is much richer for community detection than for pattern mining and clustering. Fortunato’s criticism notwithstanding, a practitioner is therefore much more likely to understand how to
apply a community detection technique. We suspect that the main reason for this is that this concrete data analysis task is of strong interest to researchers from a number of different disciplines.

8 The data that we have and the data that we need

As the preceding sections show, there is a certain imbalance between developed techniques and the systematic evaluations comparing them or assessing parameter settings and the relevance of results. Many of the found solutions are ingenious and elegant, and the impressive tool kit that has been amassed should enable practitioners to address many real-world problems more effectively. But faced with data, a typical practitioner will not know which tools to choose, how to set the parameters without extensive trial-and-error, and what conclusion to draw from the resulting patterns or models – unless we fill in the gaps. So what will be needed is a new type of research program, one that fills them in.

There are, however, still a few obstacles in the way of such a program. Some of those are related to what kind of research is rewarded with publication, e.g. positive results and proposing new techniques, which in turn relates to hiring and promotion policies. To what degree those obstacles actually prevent doing and publishing comparative studies is somewhat subjective, and overcoming them will require structural changes. In purely practical terms, reevaluating and comparing is becoming easier, with more and more researchers sharing their implementations and prepared data. This is also strongly encouraged (or even made mandatory) by a number of journals and conferences.

Discussing those questions is out of the scope of this survey. Instead, we want to draw attention to an objective factor that reared its head in each of the preceding sections. Many times when discussing evaluations, we have pointed out that data used for pattern mining was only of a sparse nature, or that data for clustering contained easily identifiable cluster or was noiseless.

Somewhat ironically, given the name “Data Mining”, the data that we have is not the data that we need!

This sentence is a bit simplified because there are in fact two issues at play here: first,
curated data repositories are limited in what they offer. This is a problem that could be resolved with some work since there are far more data sets in the public domain than are typically being used. Second, however, to systematically evaluate methods, we need informative descriptions of the characteristics of those data, and collections of data for which different data sets differ in only one particular characteristic. Regarding the first point, we survey the state of the available data here.

In reaction to the work of Zheng et al., the data sets they introduced were added to the benchmark data sets for FIM and reliance on the data generator from (Agrawal & Srikant, 1994) was reduced. Several other data sets were added over time and the collection is currently downloadable at the FIMI website. Yet the totality of this collection comprises only eleven data sets. The link to the twelfth data set, Gazelle from KDD Cup 2000, is non-functional at the time of writing. That data set is still available on the web, though.

A repository of data for sequence mining has been assembled by Fournier-Viger, it contains eight real-life data sets, one of which is Gazelle and a second one that is also provided at the FIMI website, and links to three data generators, one of which is the sequential version of QUEST. An alternative repository has been established by the TREC conference series, containing several tens of text document data sets. Most of the real-life data used in episode mining papers are covered by non-disclosure agreements and have therefore never entered the public domain. Both Zaki’s original tree data generator and the CS-Logs data can be found at his website. The different data sets used in graph mining papers are, to the best of our knowledge, not available in a single curated repository. This does not mean that those data sets are not available anymore – some can be found by searching on the web, or by contacting the original authors. But when time is of the essence, and we have mentioned two studies where time constraints precluded the acquisition of a comparison implementation, a researcher might not be willing or able to go to the effort.

5http://fimi.ua.ac.be/data/ – accessed 20/10/2018
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This is also the caveat that has to be kept in mind when thinking about how to address this first problem: the open data movement has made more and more data sources accessible, whether governmental, other public, or private, and Kaggle, for instance, hosted 13,806 data sets at the time of writing\textsuperscript{10}. But unless a (group of) researcher(s) curates a standard-setting benchmark and offers an easily accessible gateway, e.g. by registering it with Google’s Data set search engine\textsuperscript{11}, the simple existence of more data will not solve the problem. If data providers and publishers take care to publish their data as linked data sources, and the corresponding identifiers are included in published work, this should make accessing and reusing them much easier. This path is not a panacea, however: as we mentioned in the preceding paragraph, links can go stale, and there are a number of other problems that can crop up with linked open data (Rula, Maurino, & Batini, 2016) that can undermine reuse of data sets.

Generally speaking, the situation is far better for clustering. As we have mentioned before, all data can be considered clustering data and the UCI repository for machine learning (Dheeru & Karra Taniskidou, 2017) offers 463 data sets\textsuperscript{12}, the freshly updated UCR collection of data for time series classification and clustering (Dau et al., 2018)\textsuperscript{13}, and the Mulan repository for multi-label learning\textsuperscript{14}. There are also curated repositories dedicated purely to clustering, offering differing numbers of data sets\textsuperscript{15}. How to choose from all these data is not obvious but researchers from the University of Eastern Finland have proposed what they refer to as a “basic” clustering benchmark set consisting of 52 data sets\textsuperscript{16}. In the publication where they introduced this collection, they caution to use those data only for methods claimed to be capable of finding elliptical clusters, such as K-Means. Notably, there is significant overlap between the different curated repositories (and the data
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hosted by Kaggle) and/or the UCI repository. Similarly to the FIMI workshop, the DIMACS Implementation Challenge – Graph Partitioning and Graph Clustering (Bader et al., 2012) has assembled a repository of network data\(^\text{17}\), containing a mix of real-life and artificially generated data.

A large collection of data sets for community detection has been assembled at Stanford (Leskovec & Krevl, 2014)\(^\text{18}\), eight of which contain ground-truth communities. It shows some overlap with the DIMACS repository. Analysing five of those data sets, Harenberg et al. (2014) found that even among social networks, ground-truth communities do not share the same structural characteristics, and that especially Youtube communities do not have the structural properties of “good” communities in the theoretical sense. There is also the KONECT repository at the university of Koblenz\(^\text{19}\), which provides 261 networks from different domains that are annotated with structural information such as number of triangles or degree distribution.

However, while a large number of available data sets is a necessary condition for systematically evaluating unsupervised, it is not a sufficient one. First off, even a large number of data sets might have more or less the same characteristics, and they might not be representative of the real-world at large. Certain data are easier to collect, or more likely to be put into the public domain. Second, systematic evaluations ideally vary a single characteristic to evaluate the effects of those changes on the method at hand. If changing the dimensionality means changing the size of the data set at the same time, or the distribution of attribute values in the data, it is hard to tease apart which changes in the method’s behavior are due to which change. Vendramin et al. (2009) even go one step further, stressing that a single result on a data set is not very reliable and evaluations should be based on a series of sets of roughly similar data sets, e.g. same dimensionality, size, and generative process. In much existing work, researchers have attempted to address this problem by oversampling or under-sampling instances, in which case certain phenomena will in all likelihood be duplicated or lost. Changing the dimensionality in that way would be even harder: randomly deleting or adding attributes can introduce or remove redundancies and therefore change

\(^{17}\)https://www.cc.gatech.edu/dimacs10/downloads.shtml – accessed 01/01/2019

\(^{18}\)https://snap.stanford.edu/data/ – accessed 01/01/2019

\(^{19}\)http://konect.uni-koblenz.de/networks/ – accessed 25/06/2019
behavior in unexpected ways. Third, there are certain characteristics that are difficult to assess or control on real-life data such as noise or outliers. Given that one typically does not know whether there is already noise in the data, removing it is not possible and it is unclear how much noisier adding noise will make it. And for outliers, one would need to know the ground-truth, which brings us to the final point. Many data sets do not contain any ground-truth that results can be compared against to address the problem discussed in Section 5. While we find this to be obvious for pattern mining, it is also often the case for clustering. Existing work, when they did not use artificially generated data, refers to class labels but classes are often different from clusters, i.e. groups of similar data instances, as Färber et al. (2010) discuss in detail.

9 Data generation in unsupervised data mining

Luckily for computer scientists, there is an alternative to assembling ever increasing collections of real-life data, or rather a complement: artificial data generation. As we have seen in preceding sections, many of the most interesting results have been derived on artificial data where characteristics such as the dimensionality of the data, noise, overlap between clusters, or fan-out and size of trees in the data could be finely controlled. This is also the solution that has been chosen in exploring phenomena in the SAT solving community (Pennock & Stout, 1996), for instance.

9.1 Pattern mining

The problem is, however, that the current state of data generation in Pattern Mining does not yet achieve satisfying results. The data generator used by Agrawal and Srikant (1994) was discredited by Zheng et al.. This has repercussions since the data generators used in sequence and graph (and arguably tree) mining papers are based on similar considerations. Cooper and Zito (2007), remarked that the item-support distribution in the real-life “retail” data set (Figure 9, left-hand side) showed a significantly different shape from that of one of the standard QUEST data sets (Figure 9, middle), and proposed a preferential-attachment based generator to address this phenomenon. In doing so, they kept the Poisson distribution
Figure 9: Item support distribution for the retail data set (left), Quest N1000L2000T10I4 (center), and Quest with L80 (right) for transaction sizes that had been identified as unrealistic by Zheng et al. In addition, as Figure 9, right-hand side, shows, lowering the number of embedded itemsets from 2000 to 80 very much changes the distribution’s shape, even if it does not exactly match “retail”. We mention this example as an illustration that the generating process of the generator alone is not enough to determine data set characteristics but that different parameter settings can significantly affect how generated data looks.

But also for data generators that have not been explicitly criticized in terms of statistical differences to real-life data, experimental comparisons give different results from real-life data, as in the cases of generated sequential vs. planning data, and generated tree vs. the CS-Log data.

Generators leading to data resembling the one already available can help supporting the proposal of Vendramin et al. yet suffer from the fact that they do not solve the problem of the data bottle neck. Approaches such as (Ramesh et al., 2003; Ramesh, Zaki, & Maniatty, 2005; Vreeken, van Leeuwen, & Siebes, 2007) take the output of an FIM operation and generate databases that will result in similar output. Thus, they take the existence of data as a given, as do the approaches that create null models based on the data. Furthermore, the data generated by the former is expected to result in the same mix of relevant and irrelevant patterns as the old one. Those generators could aid in solving the problem of scaling up existing data, however, and in creating collections of data sets with roughly similar characteristics. The latter type, i.e. null models, masks or even seeks to break the underlying processes, however, generating data that while w.r.t. certain characteristics is very similar
to existing data, is very different in terms of the results that will be produced.

An interesting opportunity, related to the work on activity detection discussed in Section 5.1, is provided by L. Liu, Cheng, Liu, Jia, and Rosenblum (2016). They learn a generative model from existing activity data that combines the type of complex patterns found in (Y. Liu et al., 2015) with a probabilistic model. The result is a generator that can be used to generate human-like activity data yet, as in cases mentioned above, it is limited by the data from which the model has been learned.

9.2 Clustering

In attribute-value clustering, the work by Milligan (1985) has been very influential early on, as we have discussed. Slightly more than a decade ago, Y. Pei and Zaïane (2006) have proposed a generator allowing to embed various cluster structures of differing difficulty in data, limiting the data to only two dimensions, however. Qiu and Joe (2006) proposed an improvement on the work of Milligan et al. allowing for better separation of clusters and different cluster shapes, similar to what Pei et al. propose. Steinley and Henson (2005) focus most on controlling the overlap between clusters. There exist more recent work (Frasch, Lodwich, Shafait, & Breuel, 2011; Sadikin, 2014) that have not yet experienced much uptake, so that the jury is still out on their quality. While Dries (2015) situates his proposal in the context of supervised learning, it is based on first-order logic and he claims the capability to generate also structured data, i.e. sequence, tree, graph data. Melnykov, Chen, and Maitra (2012) offer an tool for creating (Gaussian and non-Gaussian) mixtures.

9.3 Community detection

The survey undertaken in (Chakrabarti & Faloutsos, 2006) lists 22 generators for network data, all of which attempt to reproduce certain statistical properties of real-life data, such as degree distribution, or clustering coefficient. With the exception of a few that attempt to model particular types of networks, the authors found that none of the proposals gets it fully right. The work of Lancichinetti et al. (2008), mentioned therein, was itself motivated
by the insight that the artificial graphs proposed by Girvan and Newman (2002) lack certain realistic characteristics. Lancichinetti and Fortunato (2009b) proposed a generator for directed and weighted networks. In his survey of community detection, Fortunato (2010) also discusses graph generators and points out that nearly all benchmark networks existing at that moment were motivated by the same underlying model and criticizes them as not realistic.

More recent works have since explored the statistical properties of communities in real-life networks (Leskovec, Lang, Dasgupta, & Mahoney, 2008), or the effect of the realism of generated graphs on algorithm evaluations (Orman, Labatut, & Cherifi, 2011). Delling, Gaertler, Görke, Nikoloski, and Wagner (2006) explore the issue in detail, identifying relationships between data generation, data characteristics, and algorithmic performance, and caution against naïve evaluations. Coming from a very different direction, collaborative learning of agents, Veillon, Bourgne, and Soldano (2017) showed how some widely-accepted network characteristics do not capture vital aspects of how information flows in networks.

The arguably most interesting result comes from Dao et al. (2017) who show that for several internal evaluation measures, algorithms achieve better results than the ground-truth communities in the data, be they real or artificial. This can be considered an illustration of the clusters-to-classes problem mentioned above.

Recently, Dao, Bothorel, and Lenca (2018) used eight different community detection methods on 108 real-world networks grouped into six categories: “Biological”, “Communication”, “Information”, “Social”, “Technological”, and “Miscellaneous”. Using two quantitative criteria of found communities – type transitivity and hub dominance – they illustrate that different categories have different profiles in the two-dimensional space spanned by those criteria. In addition, they show where the networks resulting from different graph generators fall, and why LFR networks are not representative of real-world data.

9.4 Conclusion

Artificial data generation enables us to create data with a wide range of characteristics, to assess the effects of different kinds of noise on the ability to recover patterns, and to simulate different generative processes. As we have discussed in the survey so far, many of the most
interesting and most counter-intuitive results have been derived from experiments on artificial
data. Existing work on data generation has a number of short-comings however, making them
not fully exploitable for meaningful systematic evaluation. Work that uses artificial data to
carefully tease out what changes in the data characteristics means for algorithm performance
always runs the risk to have its results challenged as non-representative of real-world data.
It is therefore necessary that artificial data comes with guarantees w.r.t. the relationship to
real data, and we are convinced that to get there, we, or at least some of us, have to become
data scientists.

10 Data Science – a proposal for a future research di-
rection

We will conclude this review in the same manner as we have begun it, by likening our branch
of computer science to an engineering science. In engineering, developing a single component
is not enough, whether it is a gear train in mechanical engineering, a synthesizing process in
chemical engineering, a sorting algorithm in software engineering, or a data mining method
in our field.

When media and non-academics refer to data miners or data analysts, the term “data
scientist” is often used. But what this term, and the explanations around it, imply is that
such a person understands the data, that they can make the three informed decision we have
mentioned in the introduction: which technique to choose, how to parameterize it, and how
to interpret the results to derive knowledge for the non-data miner experts. As this survey
has shown, while there are interesting and important studies about those aspects, there are
too few and they are too loosely connected to enable most users to do this, data miner or
not.

Part of this is arguably by design – as we wrote in the beginning, the promise of unsuper-
vised data mining is to find interesting structures in a largely unsupervised manner and an
early dream consisted of doing this entirely automatically, without the need of human inter-
vention at all. Incidentally, this is a dream that has been revived in the field of supervised
mining and learning, most prominently in the form of AutoML\textsuperscript{20}. AutoML is based precisely on the kind of research that is \textit{lacking} for unsupervised mining, using the quality of mining results to tune parameter settings. The naïve interpretation of this promise, furthermore, is similarly flawed as the claim that in the age of “Big Data”, discovering correlation replaces understanding causation (Anderson, 2008).\textsuperscript{21}

To properly form data scientists, we should therefore fill in the three knowledge gaps. To this end, we need to systematically (re)evaluate existing techniques, develop guidelines for how to parameterize methods, and knowledge about how to map unsupervised mining results to the generating processes that created the data. Our best chance to do this is using artificial data generators that allow us to control and manipulate data characteristics, as well as knowing the underlying phenomena of the data. Such research would not need to start from scratch but could build on work that has been done in other fields, some of which we will discuss in the final paragraphs.

### 10.1 Artificial data generation in other research domains

There are already a number of fascinating proposals for generating data, formulated by experts in the respective fields, of which we will describe a selection. Downs and Vogel (1993) described how to encode numerous chemical reactions in Fortran to model the behavior of a chemical plant in detail under the influence of certain process parameters. Faced with the fact that data from high energy cosmic ray particles striking the atmosphere are both rare and noisy, Heck, Schatz, Knapp, Thouw, and Capdevielle (1998) proposed Monte Carlo simulations to help with the evaluation of methods for identifying such phenomena in real data. Social sciences, in particular, have developed a rich tradition of generating artificial data for the simple reason that large-scale real-life experiments are impossible, unethical or both. Wu et al. (2018), when proposing to use existing macro-level population data to generate artificial populations, cite a number of works from computational sociology that follow a similar approach (Bisset et al., 2006; Barrett et al., 2009; Müller & Axhausen, 2011; Namazi-Rad, Mokhtarian, & Perez, 2014; Ma & Srinivasan, 2015). Unfortunately,
they seem not to have been aware of the influence that agent-based interactions have on those data. Ever since Macy and Willer (2002), computational sociology has realized that interactions among relatively simple agents can give rise to complex phenomena that one cannot create based purely on distributional characteristics. Sociologists have focused on the big problems but something as small as a client shopping, or an agent with certain interests step-by-step building connections with other agents with similar interests could be simulating precisely the data that unsupervised data mining techniques explore. Given that there are definite behavior vectors for agents, one can compare data mining results to what the entities that generated the data “intended”. In a very recent book summarizing his research on cultural evolution, Laland (2018) repeatedly refers to in silico simulations supporting or rejecting theories of the evolution of teaching strategies, for instance, since experiments on evolutionary time scales are impossible.

In short, for a number of different problem settings for which it is very time-consuming or impossible to acquire real-life data, non-computer science researchers have been much more willing to resort to artificial data generation than data miners seem to have been.

Such experts can therefore propose generating processes and parameter settings to generate realistic data. In addition, there are also researchers in computer science that have made an effort to understand how to generate realistic data (Hall & Posner, 2010), or at least to characterize existing data for use in future generators (Lancichinetti, Kivelä, Saramäki, & Fortunato, 2010; Orman, Labatut, & Cherifi, 2013).

In a similar manner, systematic explorations of already existing data generators should explore how different distributions and parameter settings interact. As we have illustrated anecdotally at the beginning of Section 9, changing a single parameter setting of the QUEST data generator changes data characteristics in an unexpected and rather significant way.

10.2 Data adaptation techniques

In supervised learning, a fundamental assumption is that training data and the unseen data on which predictions will be performed exhibit largely the same characteristics. This means that class label distributions should be roughly similar, as should attribute value distributions etc. If this is not the case, it is necessary to perform domain adaption (Jiang,
2008) to align the different data sets. A related but slightly different problem setting is one where not enough labeled data are available in the domain of interest. One can then build a model on plentiful data and use transfer learning (Pan & Yang, 2009) to apply the model to the desired domain. Domain adaptation and transfer learning techniques exist in unsupervised (Fernando, Habrard, Sebban, & Tuytelaars, 2013), semi-supervised (Donahue, Hoffman, Rodner, Saenko, & Darrell, 2013), and supervised form (Chen, Weinberger, & Blitzer, 2011), and future data scientists could build on those techniques to derive new data from existing real-life data sets.

10.3 Existing tools and infrastructure

In addition to the knowledge already existing in other fields and in the computer science literature, tools also exist that can make building up the necessary knowledge easier. A 2010 proposal for a modular data generator in the Knime toolbox (Adä & Berthold, 2010) allows the relatively low-cost testing of at least itemset and attribute-value data generation. The afore-mentioned experiment databases, for instance in their implementation at https://www.openml.org/, could be extended for unsupervised mining (they are currently limited to supervised tasks). This database already includes a number of data set characteristics developed by the Meta-Learning community, which would of course also need to be extended to include more meaningful information w.r.t. unsupervised data, including those already reported in the literature (cf. Section 3, 4). W.r.t. clustering, the concept of clusterability has been introduced and discussed (Ackerman & Ben-David, 2009; Ackerman, Adolfsson, & Brownstein, 2016), which assesses how easy (or not) it is to cluster a data set, a relevant consideration when evaluating clustering techniques. Experiment databases, as other crowd-sourced projects, are reliant on what contributors upload, which means in particular that data is generated to specifications and properly described, but this can be leveraged since discrepancies, either on different data sets or on a supposedly identical one, can provide first hints at something that should be investigated in more detail.
10.4 Conclusion

We hope to have convinced the reader of this survey that undertaking principled reevaluations and comparisons of unsupervised mining techniques, systematic studies on how to parameterize techniques for given data, and explorations of how derived results can be interpreted to draw inferences about the real world is a worthwhile endeavor.

The existing literature on pattern mining and clustering already contains surprising results that are often not reflected in the general use and interpretation of mining techniques, challenging or extending existing results. Many of those results have been derived on artificial data with controlled characteristics, yet most data generators do not generate realistic data (or at least they cannot be guaranteed to do so). As we discussed in the preceding paragraphs, there is much work available on which to build to create realistic data generators.

Concretely, researchers in other fields have developed sophisticated data generators rooted in their understanding of their research matter. Having such generators offer three attractive features: 1) realism, 2) the possibility to vary only certain characteristics, and 3) a ground truth in the form of generating processes. Researchers in machine learning have developed approaches to transform models so that they can be applied to data from which they have not been derived. And tools to both prototype generators and store results in an accessible manner are already (almost) available. As such, working towards a body of knowledge that contains much fewer gaps (or better yet, none at all) is clearly feasible.
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