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Design of a distributed finite-time observer using observability decompositions

Haik Silm1,2,3, Rosane Ushirobira2, Denis Efimov2,4, Wim Michiels3 and Jean-Pierre Richard1,2

Abstract—In this paper, a distributed observer is presented to estimate the state of a linear time-invariant plant in finite-time in each observer node. The design is based on a decomposition into locally observable and unobservable substates and on properties of homogeneous systems. Each observer node can reconstruct in finite-time its locally observable substate with its measurements only. Then exploiting the coupling, a finite-time converging observer is constructed for the remaining states by adding the consensus terms. A numerical example illustrates the result.

I. INTRODUCTION

Driven by the fact that numerous collaborative approaches are proposed to reach efficiency in complex systems like power networks, traffic systems and robot swarms etc., the research on distributed observers has gained more attention in recent years. The idea is to take advantage of the fact that smart multi-agent systems are deployed almost everywhere with sensing, processing and communication capabilities. This leads to new opportunities for the task of state estimation but also to related fields as synchronization, which is a fundamental problem in interconnected systems, and can be represented as the problem of designing observers [1].

In this context, distributed state estimation [2] has been proposed as an elementary problem. In this framework a general linear plant with multiple measurement outputs is observed by a sensor network. Each sensor acts as an observer node, with a complete model of the plant, and the aim is to reconstruct the state of the plant in each node. Since the system is not observable from a single output, the observer nodes exchange information with each other, subject to a communication graph, to obtain the estimate of the full plant state, i.e. to achieve state-omniscience [3], without falling back to a central fusion framework (as it has been shown in [4] the distributed solution outperforms the centralized one when taking into account communication lags).

In the present note, to tackle this problem we will rely on the observability decomposition of the state space. This is inspired by the fact that each observer node has some part of the state space which is observable by its measurement, and that an independent observer can be designed (for the locally observable substate). This has been first exploited in [5] and also by other authors, for example in [6] to achieve a guaranteed exponential convergence rate of the observer. Recently, in [7] a design based on a multi-hop subspace decomposition is presented which makes it possible to assign the poles of the error system at will. A related approach is suggested in [8], but with a staircase decomposition for multi-sensors.

For the remaining part, we assume that there exists a proper communication graph. A widely adopted approach is to use a consensus mechanism with neighboring agents. Since initially proposed for Distributed Kalman Filtering [9] many methods have been presented to design the consensus gains, for example in [10] using $\mathcal{H}_\infty$ filter technique.

In contrast to the above works which try to achieve a desired asymptotic convergence rate an alternative approach is to design distributed observers with respect to the finite-time stability property [11]. Centralized finite-time observers have been suggested before in [12]–[14] based on homogeneity, which have the advantages that compared to asymptotically converging observers robustness in terms of disturbances is retained while next to finite-time stability, robustness to time-delays is achieved [15], which is important in the context of networked observers. Additionally, in a mobile environment the communication topology can be changed at some time-instants, making it more important that time-constraints are met. Time-varying communication graphs and finite-time convergence have also been examined in [16], however for a discrete-time system akin to a dead-beat observer.

In this work, following [11], we propose a distributed finite-time observer for continuous-time systems, but to include general linear plant dynamics, we additionally exploit the decoupling property of the observability decomposition due to finite-time convergences of some part of the system.

The outline of the paper is as follows. In the preliminaries the finite-time observer design is presented for the case of a centralized observer and the observability decomposition is recapitulated. These results are used in the main part to introduce the distributed finite-time observer design for the observable part and later for the unobservable part. For the unobservable part first an exponentially converging observer with a guaranteed convergence rate is presented, then under an assumption the observer is designed to be finite-time converging with favorable robustness properties. An example in the last section illustrates the result.

Notation:
• For $x = [x_1 \ldots x_n]^T \in \mathbb{R}^n$, we denote by $\text{diag}(x) \in \mathbb{R}^{n \times n}$ the diagonal matrix with $x_1, \ldots, x_n$ on the main diagonal and 0 otherwise. Also we denote by $[x]^{\alpha} = [\text{sign}(x_1)|x_1|^{\alpha_1} \ldots \text{sign}(x_n)|x_n|^{\alpha_n}]^T$ the sign preserving element-wise exponentiation, with $\alpha = [\alpha_1 \ldots \alpha_n]^T \in \mathbb{R}_+^n$.
• $1_n \in \mathbb{R}^n$ is the vector with all entries equal to 1.
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\[ E_n \in \mathbb{R}^{1 \times n} \text{ is the unit row vector } E_n = [1 \ldots 0]. \]

- For all \( n \geq 2 \), denote \( J_n = \begin{bmatrix} 0 & 1 & \ldots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \ldots & 1 \end{bmatrix}. \)

- A block column matrix formed by matrices \( C_1, \ldots, C_n \in \mathbb{R}^{1 \times n} \) is denoted by \( \text{col}\{C\} \in \mathbb{R}^{n \times n}. \)

- A block diagonal matrix formed by matrices \( P_1, \ldots, P_n \in \mathbb{R}^{n \times n} \) is denoted by \( P \in \mathbb{R}^{Nn \times Nn}. \)

- \( N_i \) denotes the set of neighboring nodes of node \( i \).

## II. Preliminaries

### A. Finite-Time observers

First we revise the design of a centralized finite-time observer for a linear time-invariant system

\[ \dot{x} = Ax, \quad y = Cx, \]  

with state \( x \in \mathbb{R}^n \), dynamics matrix \( A \in \mathbb{R}^{n \times n} \) and output matrix \( C \in \mathbb{R}^{1 \times n}. \)

It is well-known that if the rank of the observability matrix \( O(A, C) \) is \( n \), then the system is observable and using a Luenberger observer, its state can be estimated with arbitrary asymptotic convergence rate. Additionally, there exists a state transformation \( x = T_i v, T_c \in \mathbb{R}^{n \times n} \) which describes the system as an integrator chain plus additional output feedback (the observer canonical form [17]).

\[ \dot{v} = T_c^{-1} AT_c v - J_n v - ay, \]

with \( y = CT_c v = v_1 \) and where \( a \in \mathbb{R}^n \) consists of the coefficients of the characteristic polynomial of \( A \).

Following the works of [18] and [14], there exists a nonlinear observer for the system (1) of the form

\[ \dot{x} = \tilde{A} \hat{x} - \tilde{L} \hat{y} = \tilde{L} \begin{bmatrix} L_1 \circ (C \hat{x} - y) \end{bmatrix} \]

with \( \tilde{A} = T_c J_n T_c^{-1}, \tilde{a} = T_c a, \tilde{L} = T_c \text{diag}(L) \) and entries of \( \gamma \) as \( \gamma_s = 1 + s \nu, s = 1, \ldots, n \) where the gains \( L \in \mathbb{R}^n \) and \( 1/n < \nu < 0 \) can be designed in a way that the estimate \( \hat{x} \) converges to \( x \) in a finite time.

**Theorem 1 ([17])**: Consider the system (1) with rank \( O(A, C) = n \) and the observer (2). If

1. there exists \( L \in \mathbb{R}^n \) and positive definite matrices \( Q, P \in \mathbb{R}^{n \times n} \) satisfying the Lyapunov equation
   \[ (L_n - LE_n)^T P + P(3n - LE_n) + Q = 0, \]

2. \( \frac{\eta}{\text{max}(Q, P)} < \nu < 0 \) with \( \eta = \exp(1) \lambda_{\min}(Q) \lambda_{\max}(P) \| P \text{diag}(L) \| \),

where \( \lambda_{\min}(Q), \lambda_{\max}(P) \) are the smallest and largest eigenvalue of \( Q \) and \( P \), respectively, then the dynamics of the error \( e = \hat{x} - x \) is globally finite-time stable.

It is worth stressing that despite the estimation problem has been posed without state disturbances, measurement noises and delays, due to homogeneity of the estimation error dynamics, the proposed observer (3) is ubiquitously robust with respect to all these perturbations [15, 19].

### B. Observability decomposition and problem statement

Consider a system with \( N > 1 \) outputs

\[ \dot{x} = Ax + d_1, \quad y_i = C_i x + d_2, \quad i = 1, \ldots, N \]

with dynamics matrix \( A \in \mathbb{R}^{n \times n} \) and output matrices \( C_i \in \mathbb{R}^{1 \times n} \) and where \( d = [d_1 d_2 \ldots d_N]^T \) is the vector representing the external disturbance and measurement noises, which are assumed to be essentially bounded functions of time. For each output \( y_i \), the observable subspace has dimension \( r_i = \text{rank} O(A, C_i) \) and the unobservable subspace may be unstable, hence the system is not detectable from any single output \( y_i \).

We decompose now the system into observable and unobservable substates. Choosing a coordinate transformation

\[ x = T_1 \begin{bmatrix} x_{u,i} \\ x_{o,i} \end{bmatrix}, \]

where \( T_1 = [T_{u,i}, T_{o,i}] \) and \( T_{u,i} \) is a submatrix whose columns form a basis of \( \ker O(A, C_i) \in \mathbb{R}^{n \times (n-r_i)} \),

\[ T_1^T A T_1 = \begin{bmatrix} A_{o,i} & 0 \\ A_{r,i} & A_{u,i} \end{bmatrix}, \quad C_i T_1 = [C_{o,i} 0]. \]

In the new representation, the observable subsystem

\[ \dot{x}_{o,i} = A_{o,i} x_{o,i} + d_{o,i}, \quad y_i = C_{o,i} x_{o,i} + d_{2,i} \]

is independent from \( x_{u,i} \), while the unobservable subsystem

\[ \dot{x}_{u,i} = A_{r,i} x_{o,i} + A_{u,i} x_{u,i} + d_{2,i} \]

does not affect the output \( y_i \); here \( d_{o,i} \) and \( d_{u,i} \) are transformed disturbances \( d_1 = T_1 \begin{bmatrix} d_{o,i} \\ d_{u,i} \end{bmatrix} \). The goal of the distributed observer design is to have estimates \( \hat{x}_{o,i} \) and \( \hat{x}_{u,i} \) which converge towards the real state of the plant with non-asymptotic rates in the disturbance-free case, and have bounded errors (e.g. in the input-to-state stability (ISS) sense) in the presence of \( d \). To this end we will use the measurement output for the observable subspaces, while for the unobservable subspaces we will have to rely on information exchange between the nodes.

### III. Distributed Observer

By design, an observable subsystem [9] can be transformed with a transformation matrix \( T_{c,i} \in \mathbb{R}^{r_i \times r_i} \) into observer canonical form and consequently as in Theorem 1 the observable substate \( x_{o,i} \) can be estimated in finite-time with the observer

\[ \hat{x}_{o,i} = \hat{A}_{o,i} \hat{x}_{o,i} - \hat{a}_{o,i} y_i - \hat{L}_{o,i} [1_n (C_{o,i} \hat{x}_{o,i} - y_i)]^{\gamma_{o,i}}, \]

where \( \hat{A}_{o,i} = T_{c,i} J_n T_{c,i}^{-1}, \hat{a}_{i} = T_{c,i} a_i, \hat{L}_{o,i} = T_{c,i} \text{diag}(L_{o,i}), a_i \in \mathbb{R}^{r_i} \) consists of the coefficients of the characteristic polynomial of \( A_{o,i}, \gamma_{o,i} \in \mathbb{R}^{r_i}, \gamma_{o,i} = 1 + s \nu_{o,i}, s = 1, \ldots, r_i \), and tuning parameters \( L_{o,i} \in \mathbb{R}^{r_i}, \nu_{o,i} \in (-r_i^{-1}, 0) \).

**Corollary 2**: Consider the system (4) with state transformations for the observability decomposition (5) and observers (3) for the observable substate of each observer node, \( i = 1, \ldots, N \). If
1) $L_{o,i}$ is such that there exists positive definite matrices $Q_i$, $P_i \in \mathbb{R}^{r_i \times r_i}$ satisfying the Lyapunov equation

$$
(\bar{A}_i - L_{o,i}E_{ri})^T P_i + P_i (\bar{A}_i - L_{o,i}E_{ri}) + Q_i = 0,
$$

2) $-\frac{\eta}{\nu} e_i(\nu_{o,i} + \eta_i) < \nu_{o,i} < 0$ with $\eta_i = \exp(1) \lambda_{\max}(Q_i) / \lambda_{\min}(Q_i)$

then the dynamics of the errors $e_{o,i} = \bar{x}_{o,i} - x_{o,i}$ are globally finite-time stable for the case $d = 0$ and finite-time ISS with respect to the input $d$ otherwise.

**Proof:** The claim about finite-time stability is a direct consequence of Theorem 1. The finite-time ISS property with respect to $d$ follows from homogeneity of the estimation error dynamics with negative degree [19].

### A. Asymptotic observer for the unobservable subspace

For simplicity it is assumed that $d = 0$ and that there is no delay in the communication of the nodes (they will be included in the next subsection). With $[x_{o,j}]$ as the state in the observability decomposed form of some node $j$, there always exist $F_{i,j}$ and $G_{i,j}$ for which

$$
x_{u,i} = F_{i,j}x_{o,j} + G_{i,j}x_{u,j}.
$$

Then the linear observers

$$
\dot{x}_{u,i} = A_{ri}x_{o,i} + A_{u,i}x_{u,i} - K_i \Phi_i
$$

with the consensus term

$$
\Phi_i = \sum_{j \in N_i} \bar{x}_{u,i} - F_{i,j}\bar{x}_{o,j} - G_{i,j}\bar{x}_{u,j},
$$

will lead to exponential convergence of the estimation error $e_{u,i} = \bar{x}_{u,i} - x_{u,i}$ with convergence rate $\alpha$ in the perturbation free case if $K_i$ are selected as follows:

**Theorem 3:** Consider the system $[\bar{A}, \bar{C}]$ with detectable pair $(A, \mathrm{col}(C_i)_{i=1}^N)$ and state-transformation $[\bar{A}, \bar{B}, \bar{C}]$. Assume that there exist matrices $P_i > 0$, $Y_i$, $i = 1, \ldots, N$ for which the LMI $\Psi \leq 0$ with diagonal blocks

$$
\Psi_{ii} = P_i A_{u,i} + A_{u,i}^T P_i + p_i Y_i + p_i Y_i^T + \alpha P_i
$$

and off-diagonal blocks

$$
\Psi_{ij} = \Psi_{ij}^T = Y_i + Y_j^T, Y_i = 0, \text{ if } j \notin N_i
$$

is satisfied for $\alpha > 0$. Then the distributed observers $[\bar{X}_i]$ can be designed for the unobservable subspaces with $K_i = (Y_i^T)^{-1}P_i$ such that the dynamics of the errors $e_{u,i} = \bar{x}_{u,i} - x_{u,i}$ are globally exponentially stable with rate $\alpha$ if $e_{o,i} \to 0$ and $d_i \to 0$, $\tau_{i,j} = 0$ for all $j \in N_i$ and $i = 1, \ldots, N$.

**Proof:** If $e_{o,i}$ is zero, then the dynamics for the unobservable subspace is

$$
\dot{e}_{u,i} = A_{i} e_{u,i} - p_i K_i e_{u,i} + K_i \sum_{j \in N_i} G_{i,j} e_{u,j}.
$$

Let $V = E_{u,i}^T \bar{P} E_{u,i}, E_{u,i}^T = [e_{u,1} \ldots e_{u,N}]^T$ be a Lyapunov-function, then its derivative is

$$
\dot{V} = E_{u,i}^T (\bar{P}(\bar{A}_i - \mathcal{K}) + (\bar{A}_i - \mathcal{K})^T \bar{P}) E_{u,i},
$$

where $\mathcal{K} = p_i K_i - K_i G_{i,2} \ldots K_i G_{i,N}$, and the off-diagonal blocks $\mathcal{K}_{ij} = 0$ if $j \notin N_i$. With the substitution $Y_i = P_i K_i$, the inequality $\dot{V} + \alpha V \leq 0$ leads to the above LMI. For non-zero but vanishing $e_{o,i}$ the global asymptotic stability is then ensured due to ISS arguments for the linear dynamics [12].

In the case of disturbances the standard linear system results apply: boundedness of the estimation errors for bounded $d_i(t)$, asymptotic stability for small delays $\tau_{i,j}$, otherwise instability.

### B. Finite-time observer for the unobservable subspace

After presenting an observer with exponential convergence of the unobservable part, in this section we will design a complete finite-time distributed observer under the following assumption:

**Assumption 1:** For each observer node, the unobservable substates can be expressed as

$$
x_{u,i} = \sum_{j \in N_i} F_{i,j}x_{o,j}
$$

for some $F_{i,j} \in \mathbb{R}^{(n-r_i) \times r_j}$.

For a complete communication graph this is always true if the observability matrix of the pair $(A, \mathrm{col}(C_i)_{i=1}^N)$ has full rank. The validity in other cases depends on the graph topology and the output matrices for each node.

Let $\bar{x}_{u,i}$ denote the estimate for the unobservable substate $x_{u,i}$. According to Corollary 1, the estimates $\bar{x}_{o,i}$ converge to $x_{o,i}$ subject to a bounded error originated by the presence of $d$, then from Assumption 1 a direct way to obtain the remaining substate is by

$$
\bar{x}_{u,i}(t) = \sum_{j \in N_i} F_{i,j} \bar{x}_{o,j}(t - \tau_{i,j}) + \bar{d}_i(t),
$$

where $\tau_{i,j} \geq 0$ and $\bar{d}_i$ denote communication delays and unknown noise, respectively.

The noise $\bar{d}_i$ represents a cumulative effect of $d$ through the corresponding observable variables on the estimate $\bar{x}_{u,i}$; it is absent in the disturbance-free case (i.e. when $d = 0$) and in the presence of $d$ it is an essentially bounded function of time, with the maximal amplitude related with the corresponding value of $d_{o,i}$ and $d_{2,i}$ in $[6]$. The delays $\tau_{i,j}$ are originated by the distributed nature of the and networked communications between the nodes. For the observable part, it has been assumed that the observer is implemented locally at the sensor level, and a possible delay may be neglected since there is no long-distance communication (which is a reasonable assumption we make for simplicity, but due to the aforementioned robustness it is actually not necessary).

Therefore, for communicating nodes in the context of distributed observers for large-scale systems, these delays and noises are technically inevitable, which means that the
error \( e_{u,i}(t) = \tilde{x}_{u,i}(t) - x_{u,i}(t) = \sum_{j \in \mathcal{N}_i} F_{i,j}(\tilde{x}_{o,j}(t - \tau_{i,j}) - x_{o,j}(t)) + \bar{d}_i(t) \) will never be zero in their presence. Consequently, since \( x_{u,i}(t) \) is a dynamic variable, with a known (up to disturbance \( d_{u,i} \)) dynamics, it is a common approach in such a case to fuse the indirect measurements from other nodes using a filter [20], [21], which in our case will be designed first as a finite-time observer.

Introducing the consensus term

\[
\Psi_i(t) = \sum_{j \in \mathcal{N}_i} \frac{1}{p_i} \bar{x}_{u,i}(t) - F_{i,j} \tilde{x}_{o,j}(t - \tau_{i,j}) - \bar{d}_i(t),
\]

where \( p_i \) is the cardinality of \( \mathcal{N}_i \), the observer is chosen as

\[
\dot{x}_{u,i}(t) = A_{r,i} \tilde{x}_{o,i}(t) + A_{u,i} x_{u,i}(t) + K_i \Psi_i(t) - \text{diag}(L_{u,i}) [1_{n_r} \Psi_i(t)]^{\gamma_{u,i}},
\]

with \( K_i \in \mathbb{R}^{(n - r_i) \times (n - r_i)}, L_{u,i} \in \mathbb{R}^{n - r_i}, \gamma_{u,i} \in \mathbb{R}^{n - r_i}, \gamma_{u,i,s} = 1 + s \nu_{u,i}, s = 1, \ldots, n - r_i, \) and \( \nu_{u,i} \in (-\frac{1}{n - r_i}, 0) \) be selected as follows:

**Corollary 4:** Consider the system [4] with state transformations for the observability decomposition [5] and observers [16] with [15] for the unobservable substate of each observer node. Let Assumption [1] be satisfied, \( \tilde{x}_{o,i}(t) = x_{o,i}(t) \) for all \( t \geq 0 \) and \( \bar{d}_i = 0, \tau_{i,j} = 0 \) for all \( j \in \mathcal{N}_i \) and \( i = 1, \ldots, N \). If

1) \( K_i = 1_{n - r_i} - A_{u,i} \)
2) \( L_{u,i} \) are selected such there exists positive matrices \( Q_i, P_i \in \mathbb{R}^{(n - r_i) \times (n - r_i)} \) satisfying the Lyapunov equation

\[
(\mathcal{A}(n - r_i) - L_{u,i} C(n - r_i))^T P_i + P_i (\mathcal{A}(n - r_i) - L_{u,i} C(n - r_i)) + Q_i = 0,
\]

3) \(-\frac{\nu_{u,i}}{\sqrt{(n - r_i)^2 + \mu_{u,i}}} < \nu_{u,i} < 0 \) with \( \mu_i = \exp(1) \lambda_{\text{max}}(P_i) \|	ext{diag}(L_{u,i})\| \)

then the dynamics of the errors \( e_{u,i} = \tilde{x}_{u,i} - x_{u,i} \) are globally finite-time stable.

**Proof:** With [7] and [16] the error dynamics of the unobservable parts are

\[
\dot{e}_{u,i} = A_{r,i} e_{o,i} + A_{u,i} e_{u,i} + K_i \Psi_i - \text{diag}(L_{u,i}) [1_{n_r} \Psi_i(t)]^{\gamma_{u,i}},
\]

where by adding and subtracting [14] the consensus term [15] can be rewritten as

\[
\Psi_i = e_{u,i} + \sum_{j \in \mathcal{N}_i} F_{i,j} e_{o,j}.
\]

The choice of \( K_i \) and \( e_{o,j} = \tilde{x}_{o,j} - x_{o,j} = 0 \) for \( i = 1, \ldots, N \) leads to

\[
\dot{e}_{u,i} = A_{r,i} e_{o,i} + \text{diag}(L_{u,i}) [1_{n_r} e_{u,i}]^{\gamma_{u,i}},
\]

which is homogeneous with degree \( \nu_{u,i} \) with respect to the weights \( r_s = 1 + (s - 1) \nu_{u,i} \). The choice of \( L_{u,i} \) and \( \nu_{u,i} \) makes the systems [18] globally finite-time stable as shown in Theorem [11].

Theorem [4] considers the ideal case: When \( d(t) = 0 \) for all \( t \geq 0 \) (hence the same holds for \( \bar{d}_i(t) \)), there is no delay, and the observers for the observable states have converged already exactly to their ideal values in a finite-time. By taking into account the robustness properties of homogeneous systems we can now formulate a distributed finite-time observer for the complete state \( x(t) \) of the system [4].

**Theorem 5:** Consider the system [4] with a bounded state \( x(t) \) for all \( t \geq 0 \), an observable pair \((A, \text{col}\{C_i\}_{i=1}^N)\), state transformations for the observability decomposition [5] as well as observers [8] and [16] for the observable and unobservable states, \( i = 1, \ldots, N \), respectively. Under Assumption [1] and \( d_i = 0 = \tau_{i,j} = 0 \) for all \( j \in \mathcal{N}_i \) and \( i = 1, \ldots, N \) the estimates \( \tilde{x}_i = T_i \tilde{x}_{o,i} \) will converge in finite-time to \( x \). Moreover, for any bounded disturbance \( \bar{d}(t) \) and delay \( \tau_{i,j} \) the error \( e_i = \tilde{x}_i - x \) will remain bounded.

**Proof:** In the noise and delay-free case, from Theorem [2] follows that there exist a convergence time \( t_1 > 0 \) for which \( e_{o,i}(t) \to 0 \) for \( t < t_1 \) and \( \tilde{x}_{o,i} = x_{o,i} \) for \( t \geq t_1, i = 1, \ldots, N \). Then from Theorem [4] directly follows \( \tilde{x}_{u,i} = x_{u,i} \) for \( t \geq t_2 > t_1 \) (the solutions of [16] do not explode on the interval \([0, t_1]\) due to its ISS property, see below).

To complete the proof, it is necessary to consider the boundedness of the trajectories \( \tilde{x}_i(t) \) in the presence of disturbances, noises and delays. The boundedness of \( e_{o,i}(t) \) for \( t \geq 0 \) follows from the ISS property of homogeneous systems [19]. This in turn guarantees boundedness of \( e_{o,i} \), since due to Theorem [4] the system [17] is homogeneous with negative degree for \( e_{o,j} = 0, j \in \mathcal{N}_i \), which implies that in the case of \( e_{o,j} \neq 0 \) and

\[
\Psi_i(t) = e_{u,j}(t) + \sum_{j \in \mathcal{N}_i} F_{i,j} (\tilde{x}_{o,i}(t - \tau_{i,j}) - x_{o,i}(t)) - \bar{d}_i(t).
\]

it is also ISS with respect to bounded \( e_{o,j}(t) \) (if \( \tau_{i,j} = 0 \), bounded \( \tilde{x}_{o,i}(t) - F_{i,j} \tilde{x}_{o,j}(t - \tau_{i,j}) \) (due to boundedness of \( x(t) \)) and bounded \( d \).
IV. EXAMPLE

Let us consider an example with \( N = 3 \) observer nodes, see Fig. 1. The plant dynamics is

\[
A = \begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 \\
-1 & 1 & 1 & 0 & 0 & 0 \\
1 & -2 & -1 & -1 & 1 & 1 \\
0 & 0 & 0 & 1 & 0 & 0 \\
-8 & 1 & 1 & -1 & -2 & 0 \\
4 & -2 & 0 & 0 & 0 & -4 \\
\end{bmatrix}
\]  

and the output matrices for each observer node are

\[
C_1 = \begin{bmatrix}
2 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 5 & 0 & 0 & 0 \\
\end{bmatrix}, \quad C_2 = \begin{bmatrix}
0 & 0 & 0 & 2 & 0 & 0 \\
2 & 0 & 5 & 0 & 0 & 0 \\
\end{bmatrix}, \quad C_3 = \begin{bmatrix}
2 & 0 & 5 & 0 & 0 & 0 \\
\end{bmatrix};
\]

it is not observable from any single output \( r_1 = 2, r_2 = 1, r_3 = 5 \).

Each observer node can estimate its observable subspace in finite-time and to this end the gains are chosen as

\[
L_{o,1} = \begin{bmatrix}
2 \\
1 \\
\end{bmatrix}, \quad L_{o,2} = 1, \quad L_{o,3} = \begin{bmatrix}
5 \\
10 \\
\end{bmatrix}
\]

and \( \nu_{o,1} = \nu_{o,2} = \nu_{o,3} = -0.05 \). Fig. 2 shows a simulation of the error of the observable substate with observers according to Theorem 2. The logarithmic scaling of the y-axis make the finite-time conference property clearly visible.

For the remaining substates the observer nodes will have to rely on the other estimates using the consensus term. In the first case the observer nodes are connected in an undirected cyclic graph, which means it is complete and thus Assumption 1 holds. The gains are chosen as in Theorem 4 with

\[
L_{u,1} = \begin{bmatrix}
4 \\
6 \\
4 \\
1 \\
\end{bmatrix}, \quad L_{u,2} = \begin{bmatrix}
5 \\
10 \\
10 \\
5 \\
\end{bmatrix}, \quad L_{u,3} = 1
\]

and \( \nu_{u,1} = \nu_{u,2} = \nu_{u,3} = -0.05 \). Fig. 3 shows that also the errors in the remaining substates are finite-time stable.

Let us take a look in the case where the graph is cyclic but directed, for example node 1 can send to node 2, node 2 to node 3 and node 3 to node 1. In that case Assumption 1 is not fulfilled for the second node (case 2 in Fig. 1). Following Theorem 5 we can still design an asymptotical stable observer. Using YALMIP [22], the gains

\[
K_1 = \begin{bmatrix}
1.63 & -3.17 & -0.48 & -2.35 \\
-0.74 & 0.58 & 0.25 & 1.09 \\
-0.01 & -1.28 & -3.34 & -0.01 \\
1.48 & 0.84 & -0.39 & -1.58 \\
\end{bmatrix}, \quad K_2 = \begin{bmatrix}
-1.38 & -0.06 & -4.01 & -0.02 & 0.20 \\
-0.04 & -0.72 & 8.00 & -0.35 & 1.14 \\
0.00 & 0.00 & -0.40 & 0.00 & 0.00 \\
0.44 & 0.71 & -0.99 & 1.05 & -1.59 \\
\end{bmatrix}, \quad K_3 = 2.61
\]

were obtained for the unobservable part of the observers. Fig. 4 shows the corresponding error when simulated.
V. Conclusion

A distributed finite-time observer design was presented, provided that the plant is observable from the combination of all outputs under a connectivity assumption. When dealing with disturbances, noises and delays, the proposed observer acts as a filter and robustness is guaranteed due to the ISS property of homogeneous systems. For the design the decoupling property of finite-time stability was exploited.

The importance of the connectivity assumption was highlighted by presenting a counterexample with an asymptotically converging observer. Note that in fact it suffices if the assumption is fulfilled by a single node, since if one node is able to estimate its unobservable substate in a finite time, then the neighboring observer nodes can also make use of that estimate. The conditions on the graph for an improvement of this result is a direction of current research.
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