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Abstract
We devise and analyze a new adaptive stabilized finite element method. We illustrate its performance on the advection-reaction model problem. We construct a discrete approximation of the solution in a continuous trial space by minimizing the residual measured in a dual norm of a discontinuous test space that has inf-sup stability. We formulate this residual minimization as a stable saddle-point problem which delivers a stabilized discrete solution and an error representation that drives the adaptive mesh refinement. Numerical results on the advection-reaction model problem show competitive error reduction rates when compared to discontinuous Galerkin methods on uniformly refined meshes and smooth solutions. Moreover, the technique leads to optimal decay rates for adaptive mesh refinement and solutions having sharp layers.

1 Introduction
Continuous Galerkin Finite Element Methods (CG-FEM) are popular solution strategies in many engineering applications. However, these methods can suffer from instability under reasonable physical assumptions if the mesh is not sufficiently refined. This limitation led to the development of several alternative methods that achieve stability differently (see, e.g., \cite{25, 31} and references therein). Broadly speaking, and referring to \cite{27} for a more detailed overview, there are two approaches
to enhance stability in CG-FEM: residual and fluctuation-based stabilization techniques. Residual-based stabilization is exemplified by the Least-Squares Finite Element Method (LS-FEM) which was pioneered in the late 60’s and early 70’s (cf., [24, 37, 7] and [32] for a more recent overview). The suboptimal convergence rate of LS-FEM in the $L^2$-norm was improved by the Galerkin/Least-Squares (GaLS) method [30]. The extension of the Least-Squares approach to more general dual norms was studied in [18] where the authors make the connection between residual minimization in test dual norms and the mixed formulation (cf., Equation (27)). In this context, the use of different test norms to stabilize convection-diffusion problems was further investigated in [14]. Interestingly, the idea of residual minimization in non-standard dual norms is also at the heart of the recent Discontinuous Petrov–Galerkin (DPG) methods (see, e.g., [40, 20, 15], and [19] for a general overview). Alternatively, several strategies based on fluctuation stabilization exist. Some methods penalize the gradient of some fluctuation or some fluctuation of the gradient as in [29, 6, 38]. Other methods penalize the gradient jumps across the mesh interfaces as in [9, 11]. Yet, other techniques enlarge the trial and test spaces with discontinuous functions and penalize the solution jumps across the mesh interfaces, as in the discontinuous Galerkin (DG) methods [39, 36, 33, 17, 8, 26] (see also the textbook [22] for a recent overview).

In this work, we introduce a new adaptive stabilized FEM and study its numerical performance when approximating advection-reaction problems. We combine the residual minimization idea with the inf-sup stability offered by a large class of DG methods. More precisely, the discrete solution we seek is the minimizer in a continuous trial space (e.g., $H^1$-conforming finite elements) of the residual measured in a dual norm with respect to DG test functions. This DG norm provides inf-sup stability to the formulation. In practice, such a residual minimization implies a stable saddle-point problem involving the continuous trial space and the discontinuous test space. The price paid for solving the larger linear system (compared to just forming the normal equations as in LS-FEM) is compensated by two advantages. Firstly, the present solution is more accurate, especially in the $L^2$-norm, than the LS-FEM solution. Actually, we prove that the present method leads to error estimates of the same quality as those delivered by DG methods, yet for a discrete solution belonging to a continuous trial space only. The second advantage is that in the present approach, the component in the DG space plays the role of an error representative that can be used to drive adaptive mesh refinement. Thus, we compute on the fly a discrete solution in the continuous trial space and an error representation in the discontinuous test space. From the practical point of view, we illustrate numerically the benefits of the adaptive mesh refinement procedure in the context of the approximation of the advection-reaction model problem with solutions possessing sharp inner layers.

We now put our work in perspective with respect to the state-of-the-art literature. Compared with the LS-FEM paradigm, we solve a larger linear system, but the advantage is that we obtain an error representation that guides the mesh adaptation and that the error decay rates with respect to the number of degrees of freedom are better. Compared to the recent developments on DPG methods, we share the goal of minimizing the residual with respect to an adequate norm, using broken test spaces,
implying discrete stability and an error representation to guide adaptivity. Never-
theless, the main difference is that DPG methods are constructed considering con-
forming formulations and localizable test norms. In particular, for first-order PDEs
and if the trial space is continuous, the norm equipping the test space must be the
$L^2$-norm. Stronger norms can be applied using ultra-weak formulations which only
require $L^2$ regularity for the trial space. This in practice leads to a discontinuous ap-
proximation of the trial solution, requiring additional unknowns to represent traces
of the solution over the mesh skeleton, and therefore increasing the total number
of degrees of freedom in the system (however, the broken test space structure with
localizable norm allows for practical static condensation procedures, which lead to
linear cost solvers when combined with multigrid techniques). Here, the trial space
is continuous, but the test space is equipped with a stronger norm than $L^2$, and the
stability of the method is inherited from the DG formulation that provides the inner
product and norm on top of which we build our method.

We organize the paper as follows. In Section 2, we recall some basic facts con-
cerning the continuous and discrete settings. In particular, we present the abstract
framework from [26] for the error analysis of nonconforming approximation meth-
ods (see also [22] and Strang’s Second Lemma). We devise and analyze the present
stabilized FEM in Section 3, where our main results are Theorems 2 and 3. In Sec-
ction 4, we briefly describe the mathematical setting for the advection-reaction model
problem and recall its DG discretization using both centered and upwind fluxes. In
Section 5, we present numerical results illustrating the performance of our adaptive
stabilized FEM. Finally, we draw conclusions in Section 6.

2 Continuous and discrete settings

2.1 Well-posed model problem

Let $X$ (continuous trial space) and $Y$ (continuous test space) be (real) Banach spaces
equipped with norms $\|\cdot\|_X$ and $\|\cdot\|_Y$, respectively. Assume that $Y$ is reflexive. We
want to solve the following linear model problem:

\[
\begin{aligned}
\text{Find } u \in X, \text{ such that:} \\
b(u,v) = \langle l, v \rangle_{Y^*, Y}, \quad \forall \, v \in Y,
\end{aligned}
\]

where $b$ is a bounded bilinear form on $X \times Y$, $l \in Y^*$ is a bounded linear form on
$Y$, and $\langle \cdot, \cdot \rangle_{Y^*, Y}$ is the duality pairing in $Y^* \times Y$. Equivalently, problem (1) can be
written in operator form by introducing the operator $B : X \rightarrow Y^*$ such that:

\[
\langle B z, v \rangle_{Y^*, Y} := b(z, v), \quad \forall \,(z, v) \in X \times Y,
\]

leading to the following problem:

\[
\begin{aligned}
\text{Find } u \in X, \text{ such that:} \\
Bu = l \text{ in } Y^*.
\end{aligned}
\]
We assume that there exists a constant $C_b > 0$ such that
\[
\inf_{0 \neq z \in X} \sup_{0 \neq y \in Y} \frac{|b(z, y)|}{\|z\|_X \|y\|_Y} \geq C_b, \tag{4}
\]
and that $\{y \in Y : b(z, y) = 0, \forall z \in X\} = \{0\}$. These two assumptions are equivalent to problem (1) (or equivalently (3)) being well-posed owing to the Banach–Nečas–Babuška theorem (see, e.g., [25, Theorem 2.6]). Moreover, the following a priori estimate is then satisfied:
\[
\|u\|_X \leq C_b^{-1} \|l\|_{Y^*}. \tag{5}
\]
Finally, we mention that when $Y = X$, a sufficient condition for well-posedness is that the bilinear form $b$ is coercive, that is, there exists a constant $C_b > 0$ such that
\[
b(v, v) \geq C_b \|v\|_X^2, \quad \forall v \in X. \tag{6}
\]
Then problem (1) (or equivalently (3)) is well-posed owing to the the Lax–Milgram lemma (see, e.g., [35]), and the same a priori estimate (5) is satisfied.

### 2.2 Functional setting

For any open and bounded set $\mathcal{D} \subset \mathbb{R}^d$, let $L^2(\mathcal{D})$ be the standard Hilbert space of square-integrable functions over $\mathcal{D}$ for the Lebesgue measure, and denote by $(\cdot, \cdot)_{\mathcal{D}}$ and $\|\cdot\|_{\mathcal{D}} := \sqrt{(\cdot, \cdot)_{\mathcal{D}}}$ its inner product and inherited norm, respectively. Denote by $L^2(\mathcal{D}; \mathbb{R}^d)$ the corresponding space composed of square-integrable vector-valued functions and, abusing the notation, still by $(\cdot, \cdot)_{\mathcal{D}}$ the associated inner product. Considering weak derivatives, we recall the following well-known Hilbert space:
\[
H^1(\mathcal{D}) := \left\{ v \in L^2(\mathcal{D}) : \nabla v \in L^2(\mathcal{D}; \mathbb{R}^d) \right\}, \tag{7}
\]
equipped with the following inner product and norm (respectively):
\[
(v, u)_{1,\mathcal{D}} := (v, u)_{\mathcal{D}} + (\nabla v, \nabla u)_{\mathcal{D}}, \quad \|v\|_{1,\mathcal{D}} := \sqrt{(v, v)_{1,\mathcal{D}}}, \tag{8}
\]
Let $H^{1/2}(\partial \mathcal{D})$ be the standard Dirichlet trace space of $H^1(\mathcal{D})$ over the boundary $\partial \mathcal{D}$, and $H^{-1/2}(\partial \mathcal{D})$ be its dual space with $L^2(\partial \mathcal{D})$ as pivot space. More generally, to warrant that traces are well defined at least in $L^2(\partial \mathcal{D})$, we will call upon the fractional-order Sobolev spaces $H^s(\mathcal{D})$, with $s > \frac{1}{2}$.

### 2.3 Discrete setting

Let $\mathcal{D}_h = \{K_m\}_{m=1}^N$ be a conforming partition of the domain $\mathcal{D}$ into $N$ open disjoint elements $K_m$, such that
\[
\mathcal{D}_h := \bigcup_{m=1}^N K_m \quad \text{satisfies} \quad \mathcal{D} = \text{int}(\mathcal{D}_h). \tag{9}
\]
We denote by $\partial K_m$ the boundary of the element $K_m$, by $\mathcal{K}_h^0$, $\mathcal{K}_h^\partial$ the set of interior and boundary edges/faces (respectively) of the mesh, and by $\mathcal{K}_h := \mathcal{K}_h^0 \cup \mathcal{K}_h^\partial$ the skeleton of $\mathcal{D}_h$. Over $\mathcal{D}_h$, we define the following standard broken Hilbert space:

\[
H^1(\mathcal{D}_h) := \left\{ v \in L^2(\mathcal{D}_h) : \nabla v|_{K_m} \in L^2(K_m; \mathbb{R}^d), \forall m = 1, \ldots, N \right\},
\]

with inner product defined as

\[
(v, u)_{\mathcal{D}_h} := \sum_{m=1}^{N} (v, u)_{1,K_m}.
\]

For any $v \in H^1(\mathcal{D}_h)$ and any interior face/edge $e = \partial K^+ \cap \partial K^-$ (see Figure 1), we define the jump $\|v\|_e$ and the average $\{v\}_e$ of a smooth enough function $v$ as follows:

\[
\|v\|_e(x) := v^+(x) - v^-(x),
\]

\[
\{v\}_e(x) := \frac{1}{2} (v^+(x) + v^-(x)),
\]

for a.e. $x \in e$, where $v^+$ and $v^-$ denote the traces over $e$ defined from a predefined orientation which is fixed by the unit normal vector $n_e$. The subscript $e$ is omitted from the jump and average operators when there is no ambiguity.

Finally, we denote by $\mathbb{P}^p(K_m)$, $p \geq 0$, the set of polynomials of total degree at most $p$ defined on the element $K_m$, and we consider the following broken polynomial space:

\[
\mathbb{P}^p(\mathcal{D}_h) := \left\{ v \in L^2(\mathcal{D}) : v|_{K_m} \in \mathbb{P}^p(K_m), \forall m = 1, \ldots, N \right\}.
\]

### 2.4 Abstract setting for nonconforming approximation methods

Let $V_h$ be a finite-dimensional space composed of functions defined on $\mathcal{D}_h$ (typically a broken polynomial space). We approximate the continuous problem (1) as follows:

\[
\begin{aligned}
\text{Find } \theta_h &\in V_h, \text{ such that:} \\
&b_h(\theta_h, v_h) = \langle l_h, v_h \rangle_{V_h^* \times V_h}, \quad \forall v_h \in V_h,
\end{aligned}
\]
where $b_h(\cdot, \cdot)$ denotes a discrete bilinear form defined over $V_h \times V_h$, and $l_h(\cdot)$ a discrete linear form over $V_h$. We say that the approximation setting is nonconforming whenever $V_h \not\subset X$ or $V_h \not\subset Y$.

To ascertain that the discrete problem (15) is well posed and to perform the error analysis, we follow the framework introduced for DG approximations in [26] (see also [22] and Strang’s Second Lemma) which relies on the following three assumptions:

**Assumption 1.** (Stability) The space $V_h$ can be equipped with a norm $\|\cdot\|_{V_h}$ such that there exists a constant $C_{\text{sta}} > 0$, uniformly with respect to the mesh size, such that:

$$\inf_{0 \neq z_h \in V_h} \sup_{0 \neq v_h \in V_h} \frac{b_h(z_h, v_h)}{\|z_h\|_{V_h} \|v_h\|_{V_h}} \geq C_{\text{sta}}. \quad (16)$$

**Assumption 2.** (Strong consistency with regularity) The exact solution $u$ of (1) belongs to a subspace $X_\# \subset X$ such that the discrete bilinear form $b_h(\cdot, \cdot)$ supports evaluations in the extended space $V_{h,\#} \times V_h$ with $V_{h,\#} := X_\# + V_h$, and the following holds true:

$$b_h(u, v_h) = \langle l_h, v_h \rangle_{V_h^* \times V_h}, \quad \forall v_h \in V_h, \quad (17)$$

which amounts to $b_h(u - \theta_h, v_h) = 0$, for all $v_h \in V_h$ (Galerkin’s orthogonality).

**Assumption 3.** (Boundedness) The stability norm $\|\cdot\|_{V_h}$ can be extended to $V_{h,\#}$ and there is a second norm $\|\cdot\|_{V_{h,\#}}$ on $V_{h,\#}$ satisfying the following two properties:

(i) $\|v\|_{V_{h,\#}} \leq \|v\|_{V_h}$, for all $v \in V_{h,\#}$;

(ii) there exists a constant $C_{\text{bnd}} < \infty$, uniformly with respect to the mesh size, such that:

$$b_h(z, v_h) \leq C_{\text{bnd}} \|z\|_{V_{h,\#}} \|v_h\|_{V_h}, \quad \forall (z, v_h) \in V_{h,\#} \times V_h. \quad (18)$$

For a linear form $\phi_h : V_h \to \mathbb{R}$, we set

$$\|\phi_h\|_{V_h^*} := \sup_{0 \neq v_h \in V_h} \frac{\langle \phi_h, v_h \rangle_{V_h^* \times V_h}}{\|v_h\|_{V_h}}, \quad (19)$$

where $\|\cdot\|_{V_h}$ is the stability norm identified in Assumption 1. The above assumptions lead to the following a priori and error estimates (see [26, 22]).

**Theorem 1** (A priori and error estimates). Denote by $u$ the solution of the continuous problem (1) and suppose that the assumptions 1–3 are satisfied. Then there exists a unique $\theta_h \in V_h$ solution to the discrete problem (15), and the following two estimates are satisfied:

$$\|\theta_h\|_{V_h} \leq \frac{1}{C_{\text{sta}}} \|l_h\|_{V_h^*}, \quad (20)$$

and

$$\|u - \theta_h\|_{V_h} \leq \left(1 + \frac{C_{\text{bnd}}}{C_{\text{sta}}} \right) \inf_{v_h \in V_h} \|u - v_h\|_{V_{h,\#}}. \quad (21)$$
3 Residual minimization problem

We obtain the schemes we propose from the following two ingredients:

a) First, we select a finite-dimensional space $V_h$ and a discrete bilinear form $b_h(\cdot, \cdot)$ such that Assumptions 1, 2, and 3 hold true.

b) Second, we identify a subspace $U_h \subset V_h$ such that $U_h$ has the same approximation capacity as the original space $V_h$ for the types of solutions we want to approximate. The main example we have in mind is to choose $V_h$ as a broken polynomial space and $U_h$ as the $H^1$-conforming subspace. We refer the reader to Remark 5 for a further discussion on the approximation capacity of the spaces $U_h$ and $V_h$ in the context of advection-reaction equations.

Starting from a stable formulation of the form (15) in $V_h$, we use the trial subspace $U_h \subset V_h$ to solve the following residual minimization problem:

$$\begin{cases}
\text{Find } u_h \in U_h \subset V_h, \text{ such that: }
\end{cases}$$

$$u_h = \arg\min_{z_h \in U_h} \frac{1}{2} \| l_h - B_h z_h \|^2_{V_h^*} = \arg\min_{z_h \in U_h} \frac{1}{2} \| R_{V_h}^{-1}(l_h - B_h z_h) \|^2_{V_h^*},$$

(22)

where $B_h : V_h \rightarrow V_h^*$ is defined as:

$$\langle B_h z, v_h \rangle = b_h(z, v_h),$$

(23)

and $R_{V_h}^{-1}$ denotes the inverse of the Riesz map:

$$R_{V_h} : V_h \rightarrow V_h^*$$

$$\langle R_{V_h} y_h, v_h \rangle = (y_h, v_h)_{V_h}, \quad \forall y_h \in V_h.$$  

(24)

The second equality in (22) follows from the fact that the Riesz map is an isometric isomorphism. Classically, the minimizer in (22) is a critical point of the minimizing functional, which translates into the following linear problem:

$$\begin{cases}
\text{Find } u_h \in U_h, \text{ such that: }
\end{cases}$$

$$(R_{V_h}^{-1}(l_h - B_h u_h), R_{V_h}^{-1} B_h \delta u_h)_{V_h} = 0, \quad \forall \delta u_h \in U_h.$$  

(25)

Defining the residual representation function as

$$\epsilon_h := R_{V_h}^{-1}(l_h - B_h u_h) \in V_h,$$

(26)

problem (25) is equivalent to finding the pair $(\epsilon_h, u_h) \in V_h \times U_h$, such that:

$$\begin{cases}
(\epsilon_h, v_h)_{V_h} + b_h(u_h, v_h) = l_h(v_h), \quad \forall v_h \in V_h, \\
b_h(\epsilon_h, \epsilon_h) = 0, \quad \forall \epsilon_h \in U_h.
\end{cases}$$  

(27a)

(27b)

Conversely, if the pair $(\epsilon_h, u_h) \in V_h \times U_h$ solves (27), then (26) holds true and $u_h$ is the minimizer of the quadratic functional in (22).
Theorem 2 (A priori bounds and error estimates). If the assumptions 1-3 are satisfied, then the saddle-point problem (27) has one and only one solution \((\varepsilon_h, u_h) \in V_h \times U_h\). Moreover, such a solution satisfies the following a priori bounds:

\[ \| \varepsilon_h \| \leq \| l_h \|_{V_h^*} \quad \text{and} \quad \| u_h \|_{V_h} \leq \frac{1}{C_{\text{sta}}} \| l_h \|_{V_h^*}, \]

and the following a priori error estimate holds true:

\[ \| u - u_h \|_{V_h} \leq \left( 1 + \frac{C_{\text{bnd}}}{C_{\text{sta}}} \right) \inf_{z_h \in U_h} \| u - z_h \|_{V_h^*}, \]

recalling that \(u \in X\) is the exact solution to the continuous problem (1).

Proof. See A. □

Assumption 4. (Saturation) Let \(u_h \in U_h\) be the second component of the pair \((\varepsilon_h, u_h) \in V_h \times U_h\) solving the saddle-point problem (27). Let \(\theta_h \in V_h\) be the unique solution to (15). There exists a real number \(\delta \in [0,1)\), uniform with respect to the mesh size, such that \(\| u - \theta_h \|_{V_h} \leq \delta \| u - u_h \|_{V_h}\).

Theorem 3 (Error representative). Let \(u_h \in U_h\) be the second component of the pair \((\varepsilon_h, u_h) \in V_h \times U_h\) solving the saddle-point problem (27). Let \(\theta_h \in V_h\) be the unique solution to (15). Then the following holds true:

\[ \| u_h - \theta_h \|_{V_h} \leq \frac{1}{C_{\text{sta}}} \| \varepsilon_h \|_{V_h^*}. \]

Moreover, if the saturation Assumption 4 is satisfied, then the following a posteriori error estimate holds true:

\[ \| u - u_h \|_{V_h} \leq \frac{1}{(1 - \delta) C_{\text{sta}}} \| \varepsilon_h \|_{V_h^*}. \]

Proof. We observe that

\[ \| B_h(u_h - \theta_h) \|_{V_h^*} = \| R_{V_h}^{-1}(B_h u_h - l_h) \|_{V_h} = \| \varepsilon_h \|_{V_h^*}, \]

which leads to the bound (30) owing to the inf-sup condition (16). Then, invoking the triangle inequality and the saturation assumption leads to

\[ \| u - u_h \|_{V_h} \leq \| u - \theta_h \|_{V_h} + \| u_h - \theta_h \|_{V_h} \leq \delta \| u - u_h \|_{V_h} + \| u_h - \theta_h \|_{V_h}. \]

Re-arranging the terms and using (30) proves the a posteriori estimate (31). □

Remark 1 \((U_h = V_h)\). In the particular case where \(U_h = V_h\), one readily verifies that the unique solution to the saddle-point problem (27) is the pair \((0, \theta_h)\), where \(\theta_h \in V_h\) is the unique solution to (15). In this situation, the bound (30) is not informative.
Remark 2 (LS-FEM). Assume that \( V_h := B^p(\mathscr{D}_h) \), \( p \geq 1 \), is the broken polynomial space defined in (14) and that \( U_h \) is the \( H^1 \)-conforming subspace \( U_h := V_h \cap H^1(\mathscr{D}) \). Assume that \( V_h \) is equipped with the \( L^2 \)-norm and that the inf-sup condition (16) holds true (in the examples we have in mind, for example, a first-order PDE such as the advection-reaction equation described in Section 4, the discrete bilinear form is \( L^2 \)-coercive). Then, the residual minimization problem (22) coincides with the Least-Squares Finite Element Method (LS-FEM) set in \( L^2(\mathscr{D}) \), and the error representative \( e_h \in V_h \) is the \( L^2 \)-projection onto \( V_h \) of the finite element residual. Unfortunately, the \( L^2 \)-norm is too weak, leading to an error estimate (29) that is suboptimal, typically by one order in the mesh size (i.e., of the form \( Ch^p |u|_{H^{p+1}(\mathscr{D})} \)). To remedy this difficulty, we shall equip \( V_h \) with a stronger norm inspired by the DG method, thereby leading to (asymptotic) quasi-optimality in (29), that is, an upper bound of the form \( Ch^{p+\frac{1}{2}} |u|_{H^{p+1}(\mathscr{D})} \).

4 Model problem: Advection-reaction equation

In this section, we present examples of the above formulations in the context of the advection-reaction model problem.

4.1 Continuous setting

Let \( \mathscr{D} \subset \mathbb{R}^d \), with \( d = 1, 2, 3 \), be an open, bounded Lipschitz polyhedron with boundary \( \Gamma := \partial \mathscr{D} \) and outward unit normal \( \mathbf{n} \). Let \( \gamma \in L^\infty(\mathscr{D}) \) denote a bounded reaction coefficient, and let \( \mathbf{b} \in L^\infty(\mathscr{D} ; \mathbb{R}^d) \) denote velocity field such that \( \nabla \cdot \mathbf{b} \in L^\infty(\mathscr{D}) \). Assume that the boundary \( \Gamma \) can be split into the three subsets \( \Gamma^\pm := \{ \mathbf{x} \in \Gamma : \pm \mathbf{b}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x}) < 0 \} \) (inflow/outflow) and \( \Gamma^0 := \{ \mathbf{x} \in \Gamma : \mathbf{b}(\mathbf{x}) \cdot \mathbf{n}(\mathbf{x}) = 0 \} \) (characteristic boundary). Finally, let \( f \in L^2(\mathscr{D}) \) denote a source term and \( g \in L^2(\mathbf{b} \cdot \mathbf{n} ; \Gamma) \) denote a boundary datum, where

\[
L^2(\mathbf{b} \cdot \mathbf{n} ; \Gamma) := \left\{ v \text{ is measurable on } \Gamma : \int_{\Gamma} |\mathbf{b} \cdot \mathbf{n}| v^2 \, d\Gamma < \infty \right\}. \tag{32}
\]

The advection-reaction problem reads:

\[
\begin{aligned}
\text{Find } u \text{ such that:} \\
\mathbf{b} \cdot \nabla u + \gamma u &= f & \text{in } \mathscr{D}, \\
u &= g & \text{on } \Gamma^-.
\end{aligned} \tag{33}
\]

Consider the graph space \( V := \{ v \in L^2(\mathscr{D}) : \mathbf{b} \cdot \nabla v \in L^2(\mathscr{D}) \} \) equipped with the inner product \( (z, v)_V := (z, v)_\mathscr{D} + (\mathbf{b} \cdot \nabla z, \mathbf{b} \cdot \nabla v)_\mathscr{D} \) leading to the norm such that \( \| v \|_V^2 := (v, v)_V \). Then, \( V \) is a Hilbert space. Moreover, assuming that \( \Gamma^- \) and \( \Gamma^+ \) are well separated, that is, \( d(\Gamma^-, \Gamma^+) > 0 \), traces are well defined over \( V \), in the sense that the operator:

\[
\tau : C^0(\partial \mathscr{D}) \to L^2(\mathbf{b} \cdot \mathbf{n} ; \Gamma) \\
\nu \mapsto \tau(\nu) := \nu|_\Gamma,
\tag{34}
\]

extends continuously to \( V \) (cf., [26]).
One possible weak formulation of (33) with weak imposition of the boundary condition reads:

\[
\begin{align*}
\left\{ \right.
\text{Find } u \in V, \text{ such that:} \\
b(u, v) &= (f, v)_\Omega + \langle (b \cdot n)\sigma g, v \rangle_\Gamma, \quad \forall v \in V,
\end{align*}
\]

with \((\cdot)\sigma\) denoting the negative part such that \(x\sigma := \frac{1}{2}(|x| - x)\) for any real number \(x\), and the continuous bilinear form \(b\) is such that:

\[
b(z, v) := (b \cdot \nabla z + \gamma z, v)_\Omega + \langle (b \cdot n)\sigma z, v \rangle_\Gamma.
\]

The model problem (35) is well-posed under some mild assumptions on \(\gamma\) and \(b\) (see [26] or [12] for the details). The well-posedness is specific to right-hand sides of the form (35) (and not to any right-hand side in \(V^*\)), so that well-posedness is not established by reasoning directly on (35), but on an equivalent weak formulation where the boundary condition is strongly enforced by invoking a surjectivity property of the trace operator.

### 4.2 DG discretization

Recall the discrete setting from Section 2.3. For a polynomial degree \(p \geq 0\), the standard DG discretization of the model problem (35) is of the form:

\[
\begin{align*}
\left\{ \right.
\text{Find } \theta_h \in V_h := P^p(G_h), \text{ such that:} \\
b_h^\text{dg}(\theta_h, v_h) := b_h(\theta_h, v_h) + p_h(\theta_h, v_h) = l_h(z_h), \quad \forall v_h \in V_h,
\end{align*}
\]

where \(b_h(\cdot, \cdot)\) and \(p_h(\cdot, \cdot)\) are the bilinear forms over \(V_h \times V_h\) such that

\[
b_h(z_h, v_h) := \sum_{m=1}^N (b \cdot \nabla z_h + \gamma z_h, v_h)_{K_m} + \sum_{e \in \mathcal{S}_h^0} \langle (b \cdot n_e)\sigma z_h, v_h \rangle_e
\]

\[
- \sum_{e \in \mathcal{S}_h^0} \langle (b \cdot n_e)\Gamma z_h, \|v_h\|_e \rangle_e,
\]

and

\[
p_h(z_h, v_h) := \frac{\eta}{2} \sum_{e \in \mathcal{S}_h^0} \langle (b \cdot n_e)\Gamma z_h, \|v_h\|_e \rangle_e,
\]

where \(\eta \geq 0\) is the penalty parameter, and \(l_h(\cdot)\) is the linear form over \(V_h\) such that

\[
l_h(v_h) := \sum_{m=1}^N (f, v_h)_{K_m} + \sum_{e \in \mathcal{S}_h^0} \langle (b \cdot n_e)\sigma g, v_h \rangle_e.
\]

The choice \(\eta = 0\) corresponds to the use of centered fluxes, and the choice \(\eta > 0\) (typically \(\eta = 1\)) to the use of upwind fluxes, see [8, 22]. To verify that the assumptions 1-3 are satisfied, we need to make a reasonable regularity assumption on the exact solution.
Assumption 5. (Partition of \( \mathcal{D} \) and regularity of exact solution \( u \)) There is a partition \( \mathcal{P}_\mathcal{D} = \bigcup_{i=1}^{N_\mathcal{D}} \mathcal{D}_i \) of \( \mathcal{D} \) into open disjoint polyhedra \( \mathcal{D}_i \) such that:

(i) The inner part of the boundary of \( \mathcal{D}_i \) is characteristic with respect to the advective field, that is, \( \mathbf{b}(\mathbf{x}) \cdot \mathbf{n}_{\mathcal{D}_i}(\mathbf{x}) = 0 \) for all \( \mathbf{x} \in \partial \mathcal{D}_i \cap \mathcal{D} \) and all \( i \in \{1, \ldots, N_\mathcal{D}\} \), where \( \mathbf{n}_{\mathcal{D}_i} \) is the unit outward normal to \( \partial \mathcal{D}_i \);

(ii) The exact solution is such that \( u \in X_b := V \cap H^s(\mathcal{P}_\mathcal{D}), \quad s > \frac{1}{2} \).

(iii) The mesh is aligned with this partition, that is, any mesh cell belongs to one and only one subset \( \mathcal{D}_i \).

Assumption 5 is instrumental to ensure that the trace of \( u \) is meaningful on the boundary of each mesh cell, and that \( u \) can only jump across those interfaces that are subsets of some \( \partial \mathcal{D}_i \cap \mathcal{D} \) with \( i \in \{1, \ldots, N_\mathcal{D}\} \). In the case where \( u \) has no jumps, we can broadly assume that \( \mathcal{P}_\mathcal{D} = \mathcal{D} \), in which case the statement of Assumption 5-(i) is void.

The broken polynomial space \( V_h \) can be equipped with various norms. We consider the following choices:

\[
\| w \|_{cf}^2 := \| w \|_{\mathcal{D}}^2 + \frac{1}{2} \| \mathbf{b} \cdot \mathbf{n} \|^2_{1, \mathcal{D}}, \\
\| w \|_{up}^2 := \| w \|_{cf}^2 + \sum_{e \in \mathcal{S}_h} \frac{\eta}{2} \| \mathbf{b} \cdot \mathbf{n}_e \|^2 + \sum_{m=1}^{N} h_{K_m} \| \mathbf{b} \cdot \nabla w \|_{K_m}^2.
\]

In view of Assumption 3, we define \( V_{h,b} := X_b + V_h \) with \( X_b \) defined in (41), and we consider the following extensions of the above norms:

\[
\| w \|_{cf,b}^2 := \| w \|_{cf}^2 + \sum_{m=1}^{N} \left( \| \mathbf{b} \cdot \nabla w \|_{K_m}^2 + h_{K_m}^{-1} \| w \|_{\partial K_m}^2 \right), \\
\| w \|_{up,b}^2 := \| w \|_{up}^2 + \sum_{m=1}^{N} \left( h_{K_m}^{-1} \| w \|_{K_m}^2 + \| w \|_{\partial K_m}^2 \right).
\]

For the proof of the following result, we refer the reader to [22].

Proposition 1. (Verification of the assumptions) In the above framework, Assumptions 1-3 hold true in the following situations: (i) \( \eta = 0 \) (centered fluxes) and the norms \( \| \cdot \|_{cf} \) and \( \| \cdot \|_{cf,b} \); (ii) \( \eta > 0 \) (upwind fluxes) and the norms \( \| \cdot \|_{up} \) and \( \| \cdot \|_{up,b} \).

Remark 3. (Coercivity) The case of centered fluxes in Proposition 1 leads to stability in the form of coercivity, whereas the case of upwind fluxes leads to an inf-sup condition, and the norm that is controlled is stronger than with centered fluxes.

An immediate consequence of Theorem 1 is the bound

\[
\inf_{y_h \in V_h} \| u - y_h \|_{V_h} \leq \| u - \theta_h \|_{V_h} \leq C \inf_{y_h \in V_h} \| u - y_h \|_{V_h,b},
\]
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with $C$ uniform with respect to the mesh size, where the lower bound is trivial and simply results from the fact that $\theta_h \in V_h$. When comparing the decay rates with respect to the mesh size for the best-approximation errors of smooth solutions in the norms $\| \cdot \|_{V_h}$ and $\| \cdot \|_{V_h, #}$, the following terminology is useful: the estimate (44) is said to be suboptimal if the left-hand side decays at a faster rate than the right-hand side, and it is said to be (asymptotically) quasi-optimal if both sides decay at the same rate. The inequality in (44) is suboptimal when centered fluxes are used (the left-hand side decays at a rate of order $h^{p+\frac{1}{2}}$ and the right-hand side decays at rate $h^p$), and it is (asymptotically) quasi-optimal when upwind fluxes are used (both sides decay at a rate of order $h^{p+\frac{1}{2}}$) (cf., [22]).

Remark 4 (Continuous trial space). If we set $U_h := V_h \cap H^1(\Omega)$, that is, if $U_h$ is composed of continuous, piecewise polynomial functions, the discrete bilinear form $b_h(\cdot, \cdot)$ reduces on $U_h \times V_h$ to

$$b_h(z_h, v_h) = (b \cdot \nabla z_h + \gamma z_h, v_h)_{\Omega} + \sum_{e \in \mathcal{F}_h} (b \cdot n_e) \langle z_h, v_h \rangle_e,$$

since functions in $U_h$ have zero jumps across the mesh interfaces and their piecewise gradient coincides with their weak gradient over $\Omega$.

Remark 5 (Best approximation). An interesting property of the present setting regarding the approximation capacity of the discrete spaces $U_h$ and $V_h$ is that, for all $v \in H^s(\Omega)$, $s > \frac{1}{2}$,

$$\inf_{v_h \in U_h} \| v - v_h \|_{up, #} \leq C_{app} \inf_{v_h \in V_h} \| v - v_h \|_{up, #},$$

with $C_{app}$ uniform with respect to the mesh size (see B). The converse bound is trivially satisfied with constant equal to 1 since $U_h \subset V_h$.

5 Numerical examples

In this section, we present the 2D and 3D test cases, cover some implementation aspects, and discuss the numerical results.

5.1 Model problems

5.1.1 2D model problem

We consider the purely advective problem (33) ($\gamma = 0$) over the unit square $\Omega = (0, 1)^2 \subset \mathbb{R}^2$, with a constant velocity field $b = (3, 1)^T$ (see Figure 2a). We consider the source term $f = 0$ in $\Omega$ and, for a parameter $M > 0$, an inflow boundary datum $g = u_M\mid_{\Gamma^-}$, where $\Gamma^- = \{(0, y), y \in (0, 1)\} \cup \{(x, 0), x \in (0, 1)\}$, and the exact solution $u_M$ is given by

$$u_M(x_1, x_2) = 1 + \tanh \left( M \left( x_2 - \frac{x_1}{3} - \frac{1}{2} \right) \right).$$
The parameter $M$ tunes the width of the inner layer along the line of equation $x_2 = \frac{x_1}{3} + \frac{1}{2}$. The limit value as $M$ grows becomes

\[
u_{\infty}(x_1, x_2) := \lim_{M \to +\infty} u_M(x_1, x_2) = 1 + \text{sign}\left(x_2 - \frac{x_1}{3} - \frac{1}{2}\right). \tag{46}\]

The inner layer can be seen in Figure 3b for the case $M = 500$ (compare with Figure 3a for the case $M = 5$). Although the inflow and outflow boundaries are not well-separated here, the exact solution matches the partition and regularity assumption 5. Indeed, $\mathcal{P}_D = \Omega$ when $M < \infty$, whereas $\mathcal{P}_D$ is composed of two subsets with the common characteristic interface $\{ (x_1, x_2) \in \mathcal{D} \mid x_2 - \frac{1}{3} - \frac{1}{2} = 0 \}$ when $M = \infty$ (see Figure 2a). In addition, the absence of a reactive term precludes the straightforward derivation of $L^2$-stability by a coercivity argument. However, $L^2$-stability is recovered via an inf-sup argument which remains valid whenever the advective field is filling (which is trivially the case for a constant field across a square domain); we refer the reader to [21, 3, 2, 13] for further insight into this point.

### 5.1.2 3D model problem

We still consider the purely advective problem (33), this time over the unit cube $\mathcal{D} = (0, 1)^3 \subset \mathbb{R}^3$, the source term $f = 0$, the spiral-type velocity field $\mathbf{b}(x_1, x_2, x_3) = (-0.15 \sin(4\pi x_3), 0.15 \cos(4\pi x_3), 1)^T$, and the inflow boundary datum $g = u_M|_{\Gamma^-}$, where the exact solution $u_M$ is given by

\[
u_M(x_1, x_2, x_3) = 1 + \tanh\left[M \left(0.15^2 - (x_1 - X_1(x_3))^2 - (x_2 - X_2(x_3))^2\right)\right]. \tag{47}\]
Figure 3: 2D exact solutions for \( M = 5 \) and \( M = 500 \)

with \( X_1(x_3) = 0.15 \cos(4 \pi x_3) + 0.45 \) and \( X_2(x_3) = 0.15 \sin(4 \pi x_3) + 0.5 \). The limit value as \( M \) grows becomes

\[
u_\infty(x_1, x_2, x_3) = 1 + \text{sign} \left( 0.15^2 - \left(x_1 - X_1(x_3)\right)^2 - \left(x_2 - X_2(x_3)\right)^2 \right).
\] (48)

Figure 4b illustrates the inner layer for \( M = 100 \). The inflow boundary corresponds to the following union of portions of planes:

\[
\Gamma^- = \{(x_1, x_2) \in \Gamma_1 \cup \Gamma_2, \ x_3 \in [0, \frac{1}{8}] \cup \left[\frac{1}{2}, \frac{5}{8}\right]\}
\]
\[
\cup \{(x_1, x_2) \in \Gamma_2 \cup \Gamma_3, \ x_3 \in \left[\frac{1}{8}, \frac{1}{2}\right] \cup \left[\frac{5}{8}, \frac{3}{4}\right]\}
\]
\[
\cup \{(x_1, x_2) \in \Gamma_3 \cup \Gamma_4, \ x_3 \in \left[\frac{1}{4}, \frac{3}{8}\right] \cup \left[\frac{3}{4}, \frac{7}{8}\right]\}
\]
\[
\cup \{(x_1, x_2) \in \Gamma_4 \cup \Gamma_1, \ x_3 \in \left[\frac{3}{8}, \frac{1}{2}\right] \cup \left[\frac{7}{8}, 1\right]\},
\] (49)

where \( \Gamma_1 = \{x_1 \in (0, 1), x_2 = 0\} \), \( \Gamma_2 = \{x_1 = 1, x_2 \in (0, 1)\} \), \( \Gamma_3 = \{x_1 \in (0, 1), x_2 = 1\} \), and \( \Gamma_4 = \{x_1 = 0, x_2 = 0\} \). As for the 2D model problem, the solution does not satisfy the regularity assumption 5 since the inflow and outflow boundaries are not well separated; moreover, whenever \( M = \infty \), the exact solution is piecewise smooth, but the subsets \( \mathcal{D}_i \) in the corresponding partition are not polyhedra.

### 5.2 Implementation aspects

We consider the broken polynomial space \( V_h := \mathbb{P}^p(\mathcal{D}_h) \), with \( p = 1, 2 \), defined in (14), and consider the \( H^1 \)-conforming subspace \( U_h := V_h \cap H^1(\mathcal{D}) \), that is, \( U_h \) is composed of continuous, piecewise polynomial functions of degree \( p = 1, 2 \). Since the trial space for the minimization problem (22) is composed of continuous functions, we use the label “CT” in our figures. We equip the space \( V_h \) with one of the two norms defined in (42), leading to the labels “CT-cf” and “CT-up”. For comparison purposes, we also compute the DG solution \( \theta_h \in V_h \) solving the primal problem (15). When reporting the corresponding error, we use the labels “DT-cf” and “DT-up”, where...
Figure 4: 3D initial mesh and exact solution

"DT" means discontinuous trial space, and the labels “cf” and “up” indicate the use of centered fluxes and upwind fluxes (with $\eta = 1$), respectively, as well as the norm in which the error is evaluated. The solution “CT-cf” can be loosely interpreted as a LS-FEM solution. Indeed the residual minimization is performed over the $H^1$-conforming finite element space, and the minimizing functional is the $L^2$-norm of the residual in $\mathcal{D}$ supplemented by the $L^2$-norm in $\Gamma^{-}$ for the residual associated with the boundary condition (see the norm $\| \cdot \|_{cf}$ in (42)).

In all the 2D simulations, we start with the uniform triangular mesh shown in Figure 2b, whereas for 3D simulations, we start with the uniform tetrahedral mesh shown in Figure 4a. We produce subsequent mesh refinements under uniform and adaptive criteria. We obtain all the solutions of the saddle-point problem (27) and the primal formulation (15) by using FEniCS [1]. We show convergence plots of the error measured in the chosen norm of $V_h$ as a function of the number of degrees of freedom (DOFs) (that is, $\dim(U_h) + \dim(V_h)$ for (27) and $\dim(V_h)$ for (15)).

5.2.1 Adaptive mesh refinement

Adaptive mesh refinement is possible when solving (27) and we use the error representative $\varepsilon_h \in V_h$ for that purpose. A standard adaptive procedure considers an iterative loop where each step consists of the following four modules:

SOLVE $\rightarrow$ ESTIMATE $\rightarrow$ MARK $\rightarrow$ REFINE.
These four modules are applied as follows: We first solve the saddle-point problem (27). Then, we compute for each mesh cell $K$, the local error indicator $E_K$ defined as

$$
E_K^2 := \begin{cases} 
E^2_{cf, K} := \| \varepsilon_h \|^2_{\mathcal{T} \cap \partial \Omega} + \frac{1}{2} \| \varepsilon_h \|^2_{\mathcal{T} \cap \partial \Omega} & \text{if } \| \cdot \|_{V_h} = \| \cdot \|_{cf}, \\
E^2_{cd, K} + \eta \| b \cdot \mathbf{n} \|^2_{\partial \Omega \cap \partial K} + h_K \| b \cdot \nabla \varepsilon_h \|^2_{\Sigma} & \text{if } \| \cdot \|_{V_h} = \| \cdot \|_{up}.
\end{cases}
$$

We mark using the Dörfler bulk-chasing criterion (see [23]) that marks elements for which the cumulative sum of the local values $E_K$ in a decreasing order remains below a chosen fraction of the total estimated error $\| \varepsilon_h \|_{V_h}$. For the numerical examples, we consider this fraction to be one half and a quarter for the 2D and 3D examples, respectively. Finally, we use a bisection-type refinement criterion (see [4]) to obtain the refined mesh to be used in the next step.

### 5.2.2 Iterative solver

The algebraic realization of problem (27) takes the form

$$
\begin{pmatrix}
G & B \\
B^* & 0
\end{pmatrix}
\begin{pmatrix}
\varepsilon \\
u
\end{pmatrix} =
\begin{pmatrix}
1 \\
0
\end{pmatrix}.
$$

We consider the iterative algorithm proposed in [5]. Denoting by $\hat{G}$ a preconditioner for the Gram matrix $G$, and by $\hat{S}$ a preconditioner for the reduced Schur complement $B^* \hat{G}^{-1} B$, the iterative scheme can be written as

$$
\begin{pmatrix}
\varepsilon_{i+1} \\
u_{i+1}
\end{pmatrix} = \begin{pmatrix}
\varepsilon_i \\
u_i
\end{pmatrix} + \begin{pmatrix}
\hat{G} & B \\
B^* & \hat{C}
\end{pmatrix}^{-1} \left\{ \begin{pmatrix}
1 \\
0
\end{pmatrix} - \begin{pmatrix}
G & B \\
B^* & 0
\end{pmatrix} \begin{pmatrix}
\varepsilon_i \\
u_i
\end{pmatrix} \right\},
$$

with $\hat{C} = B^* \hat{G}^{-1} B - \hat{S}$. Denoting by $r_i = 1 - G \varepsilon_i - B u_i$ and by $s_i = -B^* \varepsilon_i$ the residuals for $\varepsilon$ and $u$ at the outer iteration $i$, the scheme requires the resolution of two interior problems for the following increments:

$$
\eta_{i+1} := u_{i+1} - u_i = \hat{S}^{-1} \left( B^* \left( \hat{G}^{-1} r_i \right) - s_i \right),
$$

and

$$
\delta_{i+1} := \varepsilon_{i+1} - \varepsilon_i = \hat{G}^{-1} \left( r_i - B \eta_{i+1} \right).
$$

In [5], the authors suggest to consider $\hat{G}$ as a relaxed approximation for the matrix $G$, for instance, a few iterations of the conjugate gradient method. However, in our context, the matrix $G$ plays an important role in stabilizing the system. Therefore, less accurate representations worsen the conditioning of the reduced Schur complement in (53). For this reason, we consider one outer iteration and, as preconditioners, a sparse Cholesky factorization obtained using the module “sksparse.cholmod” (see [16]) for the $G$ matrix, whereas the conjugate gradient method (available in the Scipy sparse linear algebra package) is the preconditioner $\hat{S}$. On the coarsest mesh, we consider the initial guess to be zero vectors, whereas on the subsequent adaptive meshes, this guess becomes the solution obtained in the previous level of refinement.
5.3 Discussion of the numerical results

5.3.1 Discussion of the 2D results

As a first example, we consider the value $M = 5$ in the 2D exact solution (45) so as to obtain a sufficiently smooth solution that allows us to appreciate the expected convergence rates. Figure 5 reports the results obtained with uniform mesh refinement and the polynomial degree $p = 1$. Figure 5a shows the error measured in the $L^2$-norm vs. DOFs in log-scale, whereas Figure 5b shows the error measured in the corresponding $V_h$-norm vs. DOFs in log-scale. The main point is that the “CT-up” solution converges at the same rate as the “DT-up” solution and with very close error values, when measuring the error using both the $L^2$- and $\| \cdot \|_{ap}$-norms. Interestingly, the “CT-cf” solution converges with a higher rate when compared with the “DT-cf”
solution in the $L^2$-norm, and that is also the case for this solution in the $\|\cdot\|_{cf}$-norm. In Figure 6, we consider the same type of results, but using the polynomial degree $p = 2$. The conclusions we can draw are similar. Again the most salient one is that the "CT-up" and "DT-up" solutions converge at the same rate for both the $L^2$- and $\|\cdot\|_{up}$-norms, both methods delivering very close error values. Incidentally, the "DT-cf" solution also converges at the same rate for $p = 2$, again in both norms.

As a second example, we consider the value $M = 500$ for the 2D exact solution $u_M$ in (45) so that $u_M$ is very close to the discontinuous function $u_{\infty}$ defined in (46) (see Figure 3b). In this case, optimal convergence rates are not obtained when considering uniform mesh refinements as can be appreciated from the results reported in Figures 7a-7b, and 9a-9b for the polynomial degrees $p = 1$ and $p = 2$, respectively. However, as Figures 8a-8b, and 10a-10b show, the convergence improves for the "CT-up" solution by resorting to mesh adaptation. Figures 11 and 12 compare

Figure 7: 2D model problem: errors in the $L^2$- and $\|\cdot\|_{V_h}$-norms vs. DOFs for uniform meshes, $p = 1$, and $M = 500$.

Figure 8: 2D model problem: errors in the $L^2$- and $\|\cdot\|_{V_h}$-norms vs. DOFs for adaptive meshes, $p = 1$, and $M = 500$. 
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the adaptively refined mesh and a cut of the solution over the line \{x_1 = 1 - x_2\} requiring a similar number of total DOFs. The key observation is that the choice of the norm in \(V_h\) has a significant impact on the convergence of the adaptive process, as much faster convergence rates are observed if one uses the \(\| \cdot \|_{V_h}\)-norm rather than the \(\| \cdot \|_{cf}\)-norm. This not only shows that the error representative defined in (26) can be used for adaptivity, but also that the use of the stronger norm \(\| \cdot \|_{V_h}\) drives the adaptive process more efficiently than the \(\| \cdot \|_{cf}\)-norm which would be considered in LS-FEM.

### 5.3.2 Discussion of the 3D results

In this section, we explore the performance of the proposed adaptive method with the \(\| \cdot \|_{V_h}\)-norm for the 3D model problem. We consider the value \(M = 100\) in the
exact solution (47) so that $u_M$ is close to the discontinuous limit when $M = \infty$. The method delivers accurate solutions by refining where it is most needed, as can be appreciated in Figures 13a-13d, and 14a-14d respectively, where we show a 3D representation of the contour and cuts over the planes $\{x_2 = 0.5\}$, $\{x_3 = 0\}$ (part of inflow) and $\{x_3 = 1\}$ (part of outflow) for the solution and for the mesh obtained after 31 levels of adaptive refinement. The mesh refinement at the plane $\{x_3 = 0\}$ located at the inflow boundary is finer compared with that at the plane $\{x_3 = 1\}$ located at the outflow boundary. Finally, Figures 15a-15b show the convergence in the $L^2$- and $V_h$-norms vs the total number of DOFs for the polynomial degrees $p = 1, 2$. 

Figure 11: 2D model problem: adaptively refined mesh and transversal cut of the discrete solution for $p = 2$, $M = 500$ at level 35 of refinement; CT-cf, 191,546 DOFs.

Figure 12: 2D model problem: adaptively refined mesh and transversal cut of the discrete solution for $p = 2$, $M = 500$; CT-up, 159,255 DOFs.
6 Conclusions

In this paper, we proposed a new stabilized finite element method based on residual minimization. The key idea is to obtain a residual representation using a dual norm defined over a discontinuous Galerkin space that is equipped with a norm.
that delivers inf-sup stability. The cost is that one needs to solve a stable saddle-point problem. The advantage is that one recovers at the same time a stabilized finite element solution and an error representative defined in the discontinuous Galerkin space that can be used to drive adaptive mesh refinement. Our numerical results on 2D and 3D advective model problems featuring sharp inner layers indi-
cate that the present method leads to competitive error decay rates on uniformly refined meshes with respect to the discontinuous Galerkin approximation while at the same time being able to deliver adaptive meshes that sharply capture inner layers. Further studies are on the way to assess the computational performance of the proposed method, especially in 3D, and on other model problems comprising, for example, systems of first-order PDEs of Friedrich's's type, as in Darcy's equations or in Maxwell's equations.

A Proof of Theorem 2.

Recall the definition of the discrete operator $B_h : U_h \rightarrow V_h^\ast$ from (23) (here, the domain of $B_h$ is restricted to $U_h$). Let $B_h U_h \subset V_h^\ast$ be the range of $B_h$, and $(B_h U_h)^\perp \subset V_h$ be such that

$$(B_h U_h)^\perp := \{v_h \in V_h : b_h(z_h, v_h) = 0, \forall z_h \in U_h\},$$

where $(B_h U_h)^\perp = \text{ker} B_h^\ast$ with $B_h^\ast : V_h \rightarrow U_h^\ast$.

We prove the well-posedness of (27) by establishing the equivalence between (27) and the following constrained minimization problem:

$$
\inf_{v_h \in (B_h U_h)^\perp} \left\{ \frac{1}{2} \|v_h\|^2_{V_h^\perp} - \langle l_h, v_h \rangle_{V_h^\ast V_h} \right\} =: \inf_{v_h \in (B_h U_h)^\perp} F(v_h), \tag{55}
$$

which has a unique solution since the functional $F$ is strictly convex and $(B_h U_h)^\perp$ is a closed subspace of $V_h$. By differentiating with respect to $v_h$, we observe that the minimizer $\tilde{v}_h \in (B_h U_h)^\perp$ of (55) must be a critical point of $F$, that is,

$$(\tilde{v}_h, v_h)_{V_h^\perp} - \langle l_h, v_h \rangle_{V_h^\ast V_h} = 0, \quad \forall v_h \in (B_h U_h)^\perp. \tag{56}$$

Any component $\varepsilon_h$ of a solution $(\varepsilon_h, u_h) \in V_h \times U_h$ of the saddle-point problem (27) satisfies (56). Conversely, let $\varepsilon_h = \tilde{v}_h \in (B_h U_h)^\perp$ be the unique solution of (56). Then,
The second a priori bound in (28), we have

\[ \| \varepsilon_h \|^2_{V_h^*} = \langle I_h, \varepsilon_h \rangle_{V_h^*} \leq \| I_h \|_{V_h^*} \| \varepsilon_h \|_{V_h}, \]

and the first a priori bound follows by dividing the above expression by \( \| \varepsilon_h \|_{V_h} \). For the second a priori bound in (28), we have

\[
\| u_h \|_{V_h} \leq \frac{1}{C_{sta}} \| b_h(u_h, v_h) \|_{v_h} \leq \frac{1}{C_{sta}} \sup_{v_h \neq v \in V_h} \langle \frac{R^{-1}_h B_h u_h, v_h}{\| v_h \|_{V_h}} \rangle_{V_h} \quad \text{(by (16) and (23))}
\]

\[
= \frac{1}{C_{sta}} \frac{\langle R^{-1}_h B_h u_h, v_h \rangle_{V_h}}{\| v_h \|_{V_h}} \quad \text{(since } v_h = R^{-1}_h B_h u_h \text{ is the supremizer)}
\]

\[
= \frac{1}{C_{sta}} \left[ \frac{\langle R^{-1}_h B_h u_h, v_h \rangle_{V_h}}{\| R^{-1}_h B_h u_h \|_{V_h}} \right] \quad \text{(since } b_h(u_h, \varepsilon_h) = 0)
\]

\[
= \frac{1}{C_{sta}} \langle I_h, R^{-1}_h B_h u_h \rangle_{V_h^*} \leq \frac{1}{C_{sta}} \| I_h \|_{V_h^*}. \quad \text{(by (27a))}
\]

Finally, we prove the a priori error estimate (29). For any \( z \in V_{h,X} \), we define the projector \( P_h : V_{h,X} \rightarrow U_h \) by \( P_h z = z_h \), where \( z_h \in U_h \) is the second component of the solution \((\varepsilon_h, z_h)\) of the saddle-point problem (27) with right-hand side \( I_h(u_h) = b_h(z, v_h) \) (i.e., meaningful owing to Assumption 2). Using the a priori bound in (28) and the bound (18) in Assumption 3 leads to

\[
\| P_h z \|_{V_h} = \| z_h \|_{V_h} \leq \frac{1}{C_{sta}} \| b_h(z, \cdot) \|_{V_h^*} \leq \frac{C_{bnd}}{C_{sta}} \| z \|_{V_{h,X}}. \quad \text{(57)}
\]

Besides, \( P_h z_h = z_h \) for any \( z_h \in U_h \). Indeed, in that case, \((0, z_h)\) solves the corresponding saddle-point problem (27). To conclude, we observe that for the exact solution \( u \in X_\delta \) and the discrete solution \( u_h \in U_h \), we have

\[
\| u - u_h \|_{V_h} = \| (u - z_h) - P_h (u - z_h) \|_{V_h} \quad \text{(by definition of } P_h, \forall z_h \in U_h) \]

\[
\leq \| u - z_h \|_{V_h} + \frac{C_{bnd}}{C_{sta}} \| u - z_h \|_{V_{h,X}} \quad \text{(by the triangle inequality and (57))}
\]

\[
\leq \left( 1 + \frac{C_{bnd}}{C_{sta}} \right) \| u - z_h \|_{V_{h,X}}. \quad \text{(by Assumption 3)}
\]

The result follows by taking the infimum over \( z_h \in U_h \).
(a) Set $D_V$

(b) Set $\mathcal{K}$ (thick lines)

Figure 16: Sets considered for the averaging operator and associated with a given node $V$ (here a mesh vertex) and an element $K \in \mathcal{P}_h$

## B Best-approximation in the upwinding norm

We introduce the well-known averaging operator (also known as Oswald interpolator) $\Pi^\text{av}_h : \mathcal{P}_p(\mathcal{D}_h) \to \mathcal{P}_p(\mathcal{D}_h) \cap H^1_0(\Omega) = U_h$ such that, for any interpolation node $V \in \Omega$,

$$\Pi^\text{av}_h(v)(V) := \frac{1}{\text{card}(\mathcal{D}_V)} \sum_{K \in \mathcal{D}_V} v_h|_K(V),$$

(58)

with $\mathcal{D}_V \subset \mathcal{D}_h$ denoting the union of the elements $K$ sharing $V$ as a common node (see the left panel of Figure 16a). In [34, 10, 28], it is shown that, for all $K \in \mathcal{P}_h$,

$$\|v_h - \Pi^\text{av}_h(v_h)\|_K^2 \lesssim \sum_{e \in \mathcal{G}_K \cap \mathcal{G}_h^e} h_k \|v_h\|_e^2,$$

(59)

with $\mathcal{G}_K$ denoting the mesh faces/edges having a non-empty intersection with $\partial K$ (see the right panel of Figure 16b).

Let $v \in H^s(\Omega) \cap V$, $s > \frac{1}{2}$, and denote by $v_h \in V_h$ a function such that

$$\|v - v_h\|_{\text{up},\#} := \inf_{z_h \in V_h} \|v - z_h\|_{\text{up},\#}. $$

(60)

Let $v_h^* := \Pi_h^\text{av}(v_h)$. Since $v_h^* \in U_h$, we have

$$\inf_{z_h \in U_h} \|v - z_h\|_{\text{up},\#} \leq \|v - v_h^*\|_{\text{up},\#} \leq \|v - v_h\|_{\text{up},\#} + \|v_h - v_h^*\|_{\text{up},\#}. $$

(61)

Therefore, we only need to show that $\|v_h - v_h^*\|_{\text{up},\#} \lesssim \|v - v_h\|_{\text{up},\#}$ to prove the claim. Using inverse and discrete trace inequalities, we infer that

$$\|v_h - v_h^*\|_{\text{up},\#}^2 \lesssim \sum_{K \in \mathcal{P}_h} h_k^{-1} \|v_h - v_h^*\|_K^2. $$

(62)
Using (59) leads to
\[ \| v_h - v_h^* \|^2_{up,\#} \lesssim \sum_{e \in \mathcal{S}_h^0} \| J v_h K \|_{e}^2. \] (63)

Since \( \| v \| = 0 \), for all \( e \in \mathcal{S}_h^0 \) (recall that \( s > \frac{1}{2} \)), we have \( \| v_h \| = \| v_h - v \| \). We can now use the triangle inequality to decompose the jump into the two parts coming from the two cells sharing \( e \), and re-arranging the terms leads to
\[ \| v_h - v_h^* \|^2_{up,\#} \lesssim \sum_{K \in \mathcal{S}_h} \| v - v_h \|^2_{\partial K} \leq \| v - v_h \|^2_{up,\#}, \] (64)

thereby completing the proof.
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