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Abstract: The paper presents the actual results of the
TIMMO-2-USE project dedicated to time modeling and
analysis in the domain of automotive embedded Byste
design. A first result is the Timing Augmented
Description Language (TADL2) that offers capalmskti
for symbolic time expressions modeling, probabdist
timing information and timing constraints appliech o
mode definitions. The syntax and semantic of such
extensions are presented. These extensions aneedlig
with EAST-ADL and AUTOSAR timing models. Based
on these extensions, new algorithms and tools are
developed to analyze and validate TADL2 specifarai

Conjointly with these aspects, a new methodologseta
on industrial use cases is proposed compatible thiike

of TIMMO, ATESST2 and AUTOSAR. This
methodology solves specific issues related to gniman
automotive system design, such as time budgeting.

The TIMMO-2-USE work and results are driven by
industrial use cases. Use cases are the cornex gfdhe
project as they are used as input for providing
requirements for the language, the algorithm
development, and the methodology development =at al
because the same are used for a validation oEthdts.

Keywords: Time modeling, EAST-ADL, AUTOSAR,
Automotive embedded systems, Use Cases, Methodology
Multi-clock systems, Probabilistic timing informati,

1 Introduction

TIMMO-2-USE [1] is an abbreviation that stands for
TIMing MOdel - TOols, algorithms, languages,
methodology, and USE cases, which summarizes tle ma
objectives of the project, i.e., the developmenmnotel
languages, algorithms, tools, and a methodology,
validated by use cases, for the development ofnaniive
embedded systems.

This project is the follow-up of the TIMMO proje2]
which has developed a language, the Timing Augnaente
Description Language (TADL) [3] that allows - ineth
context of a development process based on EAST-ADL2
[4] and AUTOSAR 3.0 [5] - the complete management
and transformation of timing information, i.e. thei
specification, their modeling and their analysis.

TIMMO was the path paving for introducing
WCRT/WCET timing analysis into the first phases of
AUTOSAR-based automotive software development. A
methodology was developed — complementary to the
EAST-ADL methodology - that supports these modeling

and analysis activities. Both, language and metlogyo
were developed as true extensions of the AUTOSAR
standard.

This paper presents the first results of TIMMO-2BJ3s

the title suggests, TIMMO-2-USE is centered on the
definition of industrial uses cases for the extensand
the validation of concepts defined during the prbje

The definition of these industrial use cases plagentral
role in the project as they drive requirements tioe
language, the new algorithms to be developed and
methodology works.

Concerning the language, TIMMO-2-USE goes a step
beyond that of TIMMO by extending TADL with new
capabilities for symbolic time expressions — i.ecef
variables in time expressions, multi-clock defimits,
modeling of probabilistic timing information and d®
dependency. Semantic definitions of such extensiras
proposed that fix some previous semantical issues o
TADL.

New algorithms are under development and would be
integrated in some partners’ tools to analyze aalilate
TADL2 models.

The integration of these new results into an autov@o
development process is handled by the developnfeat o
methodology, compatible with those of TIMMO,
ATESST2 [6] and AUTOSAR. The methodology is
applied on the different industrial use cases efgioject.

All these aspects are illustrated on a Brake byeWir
(BbW) example. This example covers one out of the f
uses cases presented in this paper. The BbW syistem
characterized by timing requirements related tosylio
time expression, synchronization constraints
probabilistic constraints. In the paper, the examglso
serves as a basis for illustrating the conceptsséepls of
the methodology process. The algorithm results rare
highlighted here but it is part of the overall pict.

The paper is organized as follows: first, we give a
overview of the existing work related to time madgl
and methodology and we point out how we relateddiff
from them. The industrial uses cases on which whusk

is founded are presented in section 3. Sectionedemts
the Brake by Wire example and its connections it
different use cases. Section 5 is dedicated toTieL 2
language and semantics with a special focus on sljenb
time expressions and probabilistic time modelindgre T
concepts of the methodology and how they apply & u
cases are presented in section 6. A concludingosect
which presents the ongoing and future works of the
project, closes the paper.

and
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2 Related work on Time modeling and
Methodology in automotive domain

2.1 Timing Modeling.

An automotive design process is organized into ipialt
abstractions levels respectively phases which ifereht
languages, models and tools to handle timing
requirements and properties. EAST_ADL2, AUTOSAR
4.0 and their timing extensions [7] play a cent@é in
this process. They allow expressing basic timing
constraints such as repetition rates, end to enaysle
synchronization and compositions of these condtaan
different levels of abstraction. In these modeisiet is
discrete and implicit. Measurements are constahiega
associated with two possible time units (ms andifk}.
These languages consid&rent as the main entity to refer
to a specific location in the system at which the
occurrences of such event can be observed (dath rea
from a port, data written to a port, , activatirsgarting
and terminating of a runnable entity, sending enfraver

a network, ... ), In order to relate timing eventsotoe
another, a concegEventChain is introduced. Based on
Events and EventChains, it is possible to abstract from
EAST-ADL and AUTOSAR structural models, functional
and data dependencies, critical execution paths tand
apply timing constraints on these paths.

The EAST-ADL timing package as well as the
AUTOSAR Timing Extensions originate from the
“Timing Augmented Description Language” TADL
developed during the TIMMO project.

Some other languages such as the UML profiles MARTE
[8] and SysML [9] make it possible to integrate an
design, more complex algebraic expressions for
manipulating time. In MARTE models, time can be
multiform (discrete, dense and logical). The Clock
Constraint Specification language CCSL [10] is a
declarative language annexed to MARTE that specifie
constraints imposed on clocks. CCSL covers claksica
timing constraints such as tiperiodicity, the delay, the
offset and some others such as tpeecedence, the
coincidence and the alternation of events. A CCSL
specification is the conjunction of all these coaistts
applied on clocks.

Discrete time is also a common concept for formal
languages such as PSL [1Hroperty Specification
Language. PSL can be applied for the definition of
assertions, as well as for complex modeling. PSio al
covers timing intervals based on semantics of discr
event simulation and includes a type of regularesgion
called SERE, a Sequential Extended Regular Exmnessi
to describe complex scenarios. In PSL, time adwainte
pre-defined units.

These models are independent from any abstractiosi |
of a design. There are several tools that suppStt fer
simulation and formal verification (e.g. from Mento
Graphics, Cadence, and Synopsys). TimeSquare §12] i
the software environment to deal with MARTE time

model and CCSL that allows timing analysis and
simulation of CCSL specifications.

These languages have interesting concepts that can
potentially solve some issues raised by TIMMO-2-USE
Therefore, different concepts of time: symbolic dim
expression, uncertain or probabilistic time, ance th
possibility to extend timing expression with thesxions
are carefully studied. TIMMO-2-USE will further
advance TADL2 while keeping the current alignment
between TADL2 and AUTOSAR Timing Extensions and
adapting TADL2 in the future if changes of the
AUTOSAR Timing Extension occur.

2.2 Methodology.

In order to accurately solve timing issues duriig t
development of distributed automotive software+istee
systems, it is essential to follow a suitable mdtiogy
that proposes a step-by-step solution for the issue
essence, such a methodology shall desaertis needs to
be donewhen by whom, and even more importantly, what
are the required inputs and produced outputs fodby
specific step in the methodology. For efficiencagens, it

is very important that the timing modeling language
provides adequate support for capturing the timing
information stipulated by the methodology.

In the TIMMO [2] project, that introduced the first
version of the TADL, a methodology was defined
focusing on the timing analysis during a developmen
process following the top-down approach: Time btsige
on one level of abstraction are broken into smdilae
budgets on the next lower level of abstraction, The
primary concern of this methodology is to ensura tm
every level of abstraction timing analyses are cotet

in order to verify timing at early stages of the
development. In addition, the methodology suggests
number of available tools for timing analysis and
simulation purposes.

The ATESST?2 [4] project based its methodology om th
results of the TIMMO project and aligns and integsgait
with other cross-cutting concerns like requirements
safety, and behavior. In addition, the ATESST2
methodology enables one to make use of various
combinations of such cross-cutting concerns, fangxe,
combining methods for dealing with safety and tignin
topics. This methodology accounts also for guidsin
describing the sequence of task to be conductedch whe
combining such cross-cutting concerns.

When AUTOSAR [5] introduced the AUTOSAR Timing
Extensions in R 4.0.1 and maintained it in subsetjue
revision of this standard, the AUTOSAR methodology
was extended to consider the aspect of timing & th
development of automotive systems. By and large, th
AUTOSAR Timing Extensions provide different timing
views that are utilized during the development loé t
entire vehicle system (VFB and System Timing) amal t
development of the ECUs (SW-Component, Basic
Software Module and ECU Timing) which are parttaét
system. The AUTOSAR methodology describes the
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timing related work products to be created and maaiad
during the development process and which tasksinequ
those work products.

All the mentioned methodology definitions lack the
description of how timing information is used and
processed while conducting tasks of the proposed
methodology; and do not address various day-to-day
collaboration scenarios that are playing a key ml¢he
automotive industry, for example bottom-up approach
Specifically, the TIMMO-2-USE project is concerned
about closing this gap and is addressing a number o
prominent use cases and scenarios to addressnihmg ti
related issues in those situations. Some of thesecase
are described in the following subsection.

3. T2U use case descriptions

As mentioned already above, the main goal of the
TIMMO-2-USE project is to address and propose
practical solutions for relevant industrial use esaghat
require special consideration of timing aspectse&huse-
cases that are the center of discussions in tiperpare
described in this section.

3.1. Specify time budgets

Many novel and innovative vehicle functions sparerov
several ECUs and across the responsibility of iplelti
suppliers. In the presence of timing constraint&hsas
maximum end-to-end latencies, that are tied toctireect
functioning of such distributed functionalitieset®EM is
responsible for integrating all involved systemtganto
the vehicle’'s EE-architecture while making suret thth
timing constraints are fulfilled. However, it i®iclear
for the suppliers what portion of the total endetud delay
is available for the system parts that they impleme
Therefore, the OEM has to divide the overall eneitd
latency for the involved system parts, and comnaieic
these as so-called timing budgets to his suppl@using
the development process, the OEM and the suppliens
to keep the two-way feedback. When the supplieke ha
refined solutions at the proper abstraction lethed, OEM
can estimate if the time budgets are realistic, avay
either ask the supplier to improve the solutionadjust
the time budgets.

3.2. Specify synchronization constraints

A vehicle offers many different features such aaking,
steering etc, to the driver. Today, these featuaes
typically implemented using both mechanical and
electronic components. The fact that the electrepgtem

of the vehicle is integrated with different mectwahi
solutions implies that the vehicle’s electronic teys
inherently contains a certain degree of paralleli3imat

is, the system needs to monitor and control several
simultaneous sources of input and output. Quiteroift is
also the case that the input or output needs to be
synchronized in order to provide a notion of siranéity.

For example, when braking, it is crucial that thake
forces that are applied at each wheel also ardeappt

the same time. A correct behavior is governed by th
introduction of synchronization constraints duritige

vehicle design. This use-case is concerned, onotige
hand, with the formulation of such synchronization
constraints, and on the other hand with technigioes
ensure their fulfilment during system design.

3.3 Specify probabilistic timing constraints

Much automotive functionality are so calldwrd-real
time systems, which means that the violation of timing
constraints leads to total system failure. FordéHeeds of
constraints such as worst-case execution times (WCE
and strict end-to-end deadlines. However, in autow@o
system design, one also has to cope with funciitbessl
which can be classified a$rm real-time systems. For
such functionalities infrequent deadline missed are
tolerable but degrade the system’s quality of servi
Timing constraints for such kind of functionalitieannot

be very well described using deterministic timing
constraints. For this reason, this use case is tabou
extending the TIMMO-2-USE language, methodology,
and tool landscape with the possibility to spedciiyd
verify probabilistic timing constraints. In partiew, it
shall be possible to describe probabilistic timing
properties for events and event chains. For exantipée
end-to-end delay of an event chain must be smtikm

10 ms in 99% of the cases. Obviously, existing mgsh
and tools for analyzing timing constraints must be
adapted. For example, the schedulability test caanty
return true or false. The answer should be the ghitiby

of the schedulability.

4. An Automotive example BbW

The example used to illustrate our concepts through
this paper is a brake-by-wire system (BbW). As di=gl

in Figure 1, the system consists of one brake pddat
brake actuators, four wheel speed sensors and five
electronic control units (ECU).

J—

- __

Figure 1: Distributed ar chitecturefor brake-by-wire

Four of the ECUs are placed each at one wheelbidie
actuators and the wheel speed sensors are directly
connected to the ECU at the respective wheel. Takeb
pedal is directly connected to fifth ECU. All fileCUs

are interconnected via a common bus.
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Figure 2: Functional Design Architecture of a BbW system annotated with timing requirements
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The intended functionality of this system is thédwing:
When the driver presses the pedal, the brake actuat
shall apply a braking force on the wheel that iselation
with the angle of the pedal. In addition to thisibarake
functionality, it is augmented with ABS functiortgliin

the sense that if the speed of one wheel is sagmifly
smaller than the estimated vehicle speed, the Hiake

is reduced on that wheel until it regains speed tba
comparable with the estimated vehicle speed. This
functionality is modeled at design level in funciéd
design architecture (FDA) as depicted in Figure 2

The FDA in Figure 2 can visually be divided intaaé
parts. Sensors are depicted on the left, compatatio
activities in the middle, and actuators on the tigrhe
sensor functionality is realized with two functiofer
each sensor. The first function models the
functionality of the sensors, whereas the secotatprets
the raw data provided by the first in the contekithe
application. For the brake pedal, the raw data d¢eréain
voltage that is related to the pedal angle, whitlthie
second step is transformed into a desired percemtbihe
maximal brake force. In the case of wheel speea rdlw
data is “ticks”, which are interpreted as wheelespim the
second step.

The computation is divided into three main subpadris
the first subpart, the requested brake force ispuded.
The second subpart (solely consisting of the global
controller) calculates a basic brake force on eafcthe
four wheels, disregarding the ABS functionality. It
additionally estimates the vehicle speed based hen t
wheel speeds. The ABS functionality is added in the
second part on a per wheel basis. The desired Igioalee
force, computed in the first step, may be adjusted
depending on the difference between the estimated
vehicle speed and the respective wheel speed.

The actuator part has a similar two-steps strucaisréhe
sensors, but mirrored. The first step translates th
requested brake force into an electrical voltage ¢n be
used by the actuators in the second step.

All wheel-specific functions are allocated to th€ EE near
their respective wheel. Functionality related te fiedal
and to the global controller is allocated to thentcs
ECU.

This design is primarily concerned with two typek o
timing  requirements:  end-to-end latency and
synchronization. The end-to-end latency requirement
constrain the time it might take for the brake atdus to
react to a change of the pedal angle. As showrigar&

2, this limit is in this example set to 200ms. Tigure
also shows two segments of this delay of 130ms and
70ms. Although not explicit in the figure, identica
requirements are imposed for all wheels.

The end-to-end latencies introduced previously téfe

an upper bound on the response from pedal anglegeha
to a brake actuation. For that reason, a situatioere the
front left wheel starts braking after 50ms and trent
right wheel after 200ms would be legal. Such behav
could potentially be dangerous, or at least very

raw

uncomfortable to the driver. In order to enforce Hrake
actuation to happen roughly at the same time at all
wheels; regardless of if it happens after 50 orn2§0a
synchronisation  constraint is  introduced. The
synchronisation constraint states that if one ditina
event occurs on one wheel, actuation events msst al
occur on the other wheels within 20ms.

In addition, each function has been assigned ageAill
functions in the sensor and actuator parts hawriagof
10ms, whereas all functions in the computation pave

a period of 50ms.

5. The TADLZ2 language

TADL?2 is a language for imposing timing constraiots

the events identifiable in structural models onfed#nt
levels of abstraction. As such, TADL?2 is entirepnastic
regarding the nature of the events it constrains,
demanding only that it must be possible to asseaaery
event with a sequence of occurrence times when a
modeled system is run. Currently, TADL2 incorposate
the event definitions of both AUTOSAR and EAST-ADL,
as well as a more informally identified form of estal
events.

5.1 Overview of the language
The timing constraints of TADL2 are of three basic
forms:
e The repetition constraint, which constrains the
distance between repeated occurrences of a
single event.

» The delay constraint, which constrains the
distance between two events callgmirce and
target, so that all occurrences of source must be
matched by an occurrence of target.

e The synchronization constraint,  which
constrains a set of events to always occur within
a certain tolerance from each other.

From these basic constraints TADL2 derives several
forms that capture common special cases and offer
compatibility with AUTOSAR 4.0 timing extensions.
Typical examples are the special casegp@fodic and
sporadic repetition, and the delay variantge and
reaction time (which attach to thewvent-chains used to
indicate causality relationships between events in
AUTOSAR).

The BbW system modeled in Figure 2 illustrates ubke

of all three basic constraints. The delay constrain
BrakeReactionDelay at the top of the figure specifies that
the upper limit on the distance between each oeoae

of EventPedalPosition and the matching occurrence of
EventABSTorqueRearRight is 200 milliseconds. The
lower limit, which is also possible to specify, dalts to 0

if not present.
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The bottom of Figure 2 also shows fifteen exampulées
periodic repetition constraints, with periods vagi
between 10 and 50 milliseconds. Each such constisin
equivalent to a basic repetition constraint giviegual
values for their upper and lower distance limits.id
important to note that these constraints—just ltke
delay constraints above—are just specifying requénets
on the functions producing the constrained evetttsy
are in no way part of the implementations of these
functions.

The rightmost constraint of Figure 2 illustrates tiird
basic constraint form: event synchronization. lis ttase
four individual events are constrained to alwaysuoc
within 20 milliseconds of each other, although with
prescribing any form of order between them (thishis
essential difference between synchronization asdtaf
delay constraints). Whether such a timing behavsor
allowed, contradicted, or maybe even implied, bg th
other constraints attached to the same eventséparate
guestion that can only be answered by comparing the
meanings of all constraints involved.

To simplify reasoning, TADL2 defines the semantids
each of its basic constraints formally, using olagical
quantifiers for all, there exists) and simple inequalities
between time values. The meaning of derived constra
then follows from their mechanical translation irttee
basic forms.

5.2 Symbolic time expressions

All time values in Figure 2 are simple constanthjol is
often all that is needed in order to specify amestiming
behavior. However, one of the main developments of
TADL2 is the generalization of time values to exgsiens
that also include symbolic variables and arithmetic
operations. The three delay constraints of Figunaad
illustrate the power of this extension. Since aegidelay
limit must be preserved when an end-to-end delay is
broken down into segments, the presence of two eetgm
in Figure 3 actually only corresponds to one degrke
freedom when setting up a time budget for the segne
Thus, instead of manually maintaining the invaritret
the upper limits assigned tBrakeDelayAtMasterNode
and BrakeDelayAtRear RightNode always sum up to 200
ms, it may be beneficial to express this invartangiving

the upper attribute of BrakeDelayAtRearRightNode the
value of 200 ms -BrakeDelayAtMaster Node.upper.
Furthermore, by replacing 130 msBnakeAtMaster Node

by the symbolic expressioxn ms, it will be possible to
freely experiment with different values nfas well as to
symbolically infer possible bounds onas dictated by
other constraints (in this exampl&, must clearly be
between 0 and 200 for the constraints to be salifiat
all).

5.3 Multiple timebases

Timing constraints traditionally refer to the unisal
chronometric time which is implicit in constraint
declaration. This convenience presents two main
drawbacks. First, it is difficult to model constres
measured on a different timebase so as for aniagnit

control system where timing constraints are both
measured on chronometric clocks or/and rotatiorleanfy

a crankshaft. In this case, the rotation positidnthe
crankshaft triggers periodic execution of control
functions. Secondly, as clocks are implicit, driffisters
and offset between clocks cannot be modelled edHilip

is a classical issue when distributing functionslecan
different ECUs. The choice of a processor and/or a
network may introduce distortions on time evolutibat
influences the overall constraints.

To overcome these drawbacks, we propose, in TABQ2,
explicit notion of timebases. A timebase represents a
possibly infinite and strictly ordered set of ing&a A
timebase is associated with dimension. Example 1
shows how to declare a dimension. A time measuremen
may havea chronometric or anangle dimension. Each
dimension lists their units. Numbers indicate tlaior
between one unit and the smallest one (ratio=1)sTthe
timebase Universal is of type chronometric and its
precision is the nanosecond (ns).

dimension chronometric { ns:1, micros:1& ms: 16,
sec: 16}

dimension angle { degree: 1, rotation: 360 }

timebase Universal: chronometric { 1 micros }

timebase ECU1: chronometric {1 mson ECUl= 96
microson Universal }

timebase Crankshaft: angle {1 rotationon Crankshaft
= gpeed mson Universal }

Example 1. Dimension and timebase declarations

Timebases may relate to each other. As shown impba

1, ECUl has a drift of 4 micros comparing to the
Universal timebase.

Timebases with different dimensions can be linkad a
well. For instance, theranckshaft timebase has aangle
dimension. A conversion factor based on the engine
rotation speed must be applied on values measureheo
crankshaft to be converted into thiiversal timebase.
Arithmetic rules have been defined to cope withtipld
timebases and timingExpression with values measomed
multiple timebase. Based on this definitionlbfiversal, a
timing expression in the BbW example becomes:

DelayConstraint.Lower = 200 mson Universal

5.4 Probabilistic time

A basic delay constraint defines time windows inickih
target occurrences are expected, but does notefurth
specify where in such a window an occurrence shbald
placed. This means that a behavior where the target
occurrences repeatedly touch the window limitaui ps
correct as a behavior where occurrences are nicely
concentrated to the window midpoint. To give the
constraint user a means to distinguish between such
behaviors, TADL2 has been extended to support the
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notion of probabilistic timing. Two complementary
approaches are currently included in TADL?2 sidesiule.
One approach assumes full independency between
repeated occurrence variations, which allows oecwe
placements to be finely controlled using an optiona
distribution attribute. Available settings include both
predefined standard distributions as well as abijtr
discretized distribution curves. The other approaebds
no independence assumption but requires the plausie
of several constraints to express variations, eacé
specified with an attribute that expresses a minimu
number of inhabited time windows over sequences of
particular length.

The two approaches are overlapping, but their kbetai
relationship is still a topic of further investigat within
the TIMMO-2-USE project. Ongoing work is also
exploring how the probabilistic approaches can fiydied

to the other basic constraint forms of TADL2.

5.5 Timing constraints and modes

Even TADL, the constraint language of the original
TIMMO project, supported a notion of system-lex@de
identifiers attached to its timing constraints. TIAD
inherits this mechanism, with the intuition thatrede-
dependent constraint only needs to be satisfieohgluihe
intervals when its mode is active. The mode concept
quite complex idea, however, whose full specifmatand
realization involves much more behavioral aspebtnt
just a desired timing behavior. Still, the logic wibde
changes does affect the meaning of timing condsain
since changes that occur during some open timeomind
may render the window inhabitance question ambiguou
To keep the TADL2 language relatively self-contdine
TIMMO-2-USE has decided not to fully develop theito

of modes and mode changes, but to capture theiadmp
on timing constraints via a notion sthrt andstop events
for each mode. This means that ambiguity issuesee!
to the timing of mode changes can be sorted out
semantically in TADL2 without having to engage ith a
aspects of defining and propagating mode changes
throughout a full system model. The exact definisicof
mode-dependent repetition, delay and synchronizatio
constraints is still work in progress.

5.6 Gap between AUTOSAR and EAST_ADL concepts
TADL concepts of events, event chains, and timing
constraints are common to AUTOSAR Timing Extensions
introduced in AUTOSAR R4.0 and EAST_ADL. In
TADL2, timing constraints have been revisited by
clarifying semantic points such as the timing caaiat in
the context of mode or the synchronization constrai
New concepts have been introduced such as the $igmbo
timing expression and the explicit clock definitiormhe
objective of TIMMO-2-USE is the ownership by
AUTOSAR and EAST_ADL of these new concepts by
aligning them to the current and future releasethe$e
languages.

6. Methodology
6.1 TIMMO-2-USE Generic Method Pattern

During the analysis of several industrial use caites
became obvious that there are a lot of common tdsks
led to the definition of the TIMMO-2-USE Generic
Method Pattern (GMP) described in this section.sThi
method pattern is the basis for all steps to bertaluring
the course of a phase and level of abstractiorectisiely.

As shown in Figure 3, the TIMMO-2-USE Generic
Method Pattern consists of the six tasks callede&@
Solution”, “Transform Timing Requirements”, “Find
Timing Properties”, “Analyze”, “Verify and Validate
and “Specify Timing Requirements”. By and largeggh
tasks are carried out at every level of abstractibthe
EAST-ADL. Since the EAST-ADL, as well as TIMMO-
2-USE, defines a phase for every level of abstradtiese
tasks are carried out for every level of abstractio
Vehicle, Analysis, Design, Implementation and
Operational Level. Indeed, there are two exceptidine
first exception is that at the beginning of the \é&h
Phase, a formal work product “Timing Requiremeriss”
not available. The second exception is that ateti of
the Operational Phase the task “Specify Timing
Requirements” is not carried out. In the followirg)
tasks and their purpose are described in moreldétae
tasks are described in the order as they appdégure 3
(from left to right).

Create Solution: Based on the given requirements,
including timing requirements, that originate frotime
higher level of abstraction respectively previolsage, a
solution is created or an already existing solutisn
revised. While creating/revising the solution thiveg
timing requirements must be considered, in otherdso
the given timing requirements, like any other nionittg
requirement, guide the creation of the solution.e Th
resulting solution is captured in appropriate medéh
case of EAST-ADL these models are the Technical
Feature Model TFM on the Vehicle Level, Functional
Analysis Architecture FAA on the Analysis Level,
Functional Design Architecture FDA and Hardware
Design Architecture HDA on the Design Level, and
Environment Model EM which is present on all levefs
abstraction. Out of these, the first three modeiarily
capture timing requirements and properties relédethe
system’s application. The Hardware Design Architeet
provides parameters for execution and hardwareysela
The Environment Model provides characteristics and
constraints imposed by the surrounding systems.
Several solutions (alternatives) can evolve from tisk
“Create Solution” and each of those solutions shaite
the potential to satisfy the given requirementsweleer,
each solution may result from specific design dens
that have been taken during the course of this task

Transform Timing Requirements: Based on the created
solution the timing requirements specified in tmevous
phase are transformed into timing requirementsablat
for further processing during the current phaseottmer
words, those timing requirements are transformdd in
timing requirements such that they are “comparatli¢fi
the timing properties of the solution created ie thurrent
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phase and thus on the current level of abstra¢siea also
the description of the task “Verify and Validate”).

In a nutshell: Timing requirements are expressadgus
events, event chains, and timing constraints that a
imposed on these events and event chains. Eveatstoe
locations, usually ports, in a solution model afckhthe
occurrences of the events are observed; and ehaimsc
specify a causal relationship between events aed th
temporal occurrences.

During every phase, a solution model is create@dam
the requirements and solution model created in the
previous phase. An event specified in the previohese

«Artifact»
Timing
Requirements

and referring to an observable location in the
corresponding solution model possibly has to be
transformed or mapped into an event referring to an
observable location in the solution model creatadng

the current phase. This transformation has to be
performed for all events and event chains, andasihe

the values of the timing requirements imposed oenev
chains.

Several solutions (alternatives) can evolve from tisk
“Create Solution” and for each of those solutiohs t
given timing requirements must be transformed.

Higher
Level of Abstraction

B

Create Transform

Find Timing

) Timing .
Solution D Requirements D Properties D
«Artifact» «Artifact» «Artifact»
Solution Transformed Timing Timing
Requirements Properties
Current

Level of Abstraction

Analyze

Specify Timing
Requirements

Verify and
Validate

«Artifact»
Validation/
Verification

Report

«Artifact»
Analysis

Report «Artifact»

Timing
Requirements

Lower
Level of Abstraction

Figure3: TIMMO-2-USE Generic Method Pattern.

Find Timing Properties:. Once the solution has been
created and the timing requirements evolved from
previous phase have been transformed [into timing
requirements on the current level of abstractiahp
timing properties of this solution are specifiedd atie
values of these timing properties are determined an
assessed. The methods applied to determine — fithe —
particular values are manifold: [timing] expert kviedge
and estimation, simulation, analysis, educated gues
knowledge from previous projects or iterations witthe
current project, etc. The most appropriate andablet
method should be selected for this purpose.

The objective of this task is to find timing propes that
are inherent in the solution and its requiremeffst
example, the critical path in the solution is idiéed and
annotated with timing properties accordingly.

Note that the purpose of this task is not to defiesv
types of timing properties, but to decide whichtbé
timing properties, like latency, response time, cexien
time, sampling rates, etc. are used to describdyhamic
behavior of the solution.

If several solutions (alternatives) are availatien each
of those solutions is annotated with timing infotioa.
And with regard to the dynamic — temporal — behawfo
the solutions there may be different critical pd#dasling
to different sets of timing properties and theilues.

Analyze: Based on the solution and its timing properties
the specific values of those timing propertiesasgessed,

in the sense of checking the consistency of allingm
properties (looking at the whole picture and thegea
system). The primary purpose of this assessmemb is
decide whether to continue conducting the subsdquen
tasks in the development process, or to repeatoarsy
sequence of previous tasks. In other words atpibiist it

is decided “whether the numbers are good enough for
progressing”, or whether those numbers have to be
revised (iteration). It could also happen that séution
subject to timing analysis must be revised, or ewerse

a new solution must be searched.

The methods applied to assess the values of thagtiim
properties are manifold and the most appropriaté an
suitable method should be selected for this purp®aeh
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a method could be as simple as an addition of galoreit
could be more complex, like applying a calculustba
given numbers. In addition, the methods being used

analyses may vary depending on the phase: On higher

levels of abstractions other methods are used tran
lower levels of abstraction. For example, schedulin
analysis is used on implementation level, but not o
abstraction levels like Vehicle Level.

It may happen that several solutions (alternative®)
available and in this case the purpose of the task
“Analyze” is to identify and quantify the strengttos
every solution with regard to the dynamic — tempera
behavior. One can select the most appropriate and/o
promising solutions in order to proceed with the
development.

Verify and Validate: Eventually, the timing properties are
explicitly compared against the given timing requients
(verification) and assessed for appropriatenessichwh
means regarding consistency and correctness (tialija
During the course of this task the values of timeirtg
properties are compared against the values of the
transformed timing requirements and possibly timing
properties that arose during the course of the gohbke
primary purpose of this task is to decide whether t
continue conducting the subsequent tasks in the
development process, or to repeat any or a sequence
previous tasks. Essentially, this is the task which
“compares the numbers of timing properties withegiv
[transformed] timing requirements”.

If several solutions (alternatives) are availalilent the
purpose of the task “Verify and Validate” is to fgrand
validate the timing properties of every solutiomeChas

to select the most appropriate solution — one gwiut in
order to proceed with the development.

Specify Timing Requirements: Once the decision is
taken to proceed with the next phase, all or sofmine

Product plan >

i

Estimate influence
from future
functionality

Time budget
[Higher level]
>
Create solution v B
Estimated influence from N
| | future functionality g
E
=]
Time budget ) =
properties Create time budget S
[Lower level] ! proposal 2
@
=3
@
2]
Transform time ;
4 Time budget
> budget properties _— pmposf,
from lower AL

Determine time
< budget properties

Verify time budget

Extrapolate time
budget properties

v

Time budget properties

Time budget

verification report

saadoud Buiwn pui

Specify time budget

Time budget

Figure 4. Methodology for the use case Specify time
budgets

obtained timing properties and transformed timing
requirements are converted into corresponding timin
requirements.

The result of the task is not that all timing prajees that
were found in the previous tasks are convertedtinng
requirements, but only those of them which are
fundamental and important for design decision taalken

in subsequent steps. One criterion for identifyiimging
properties as timing requirements is that they veeitecal

for the verification performed.

These timing requirements are the basis for anygdes
work being conducted during the next phase.

In the TIMMO-2-USE project the Generic Method Patte
is used in the work package “Methodology” to ddseri
the various use cases identified at the beginnungng
the requirements elicitation in work package
“Requirements and Use Cases”. The following section
makes use of this pattern explaining the task®toarried
out in order to specify time budgets on differentdls of
abstraction and phases respectively.

6.2 Use case Specify time budgets
In Figure 2 an end-to-end latency between pedal sensor
and brake actuator of 200ms has been specifietghéh
abstraction levels and given to this abstractiorell@as a
requirement. The task is now, in accordance to the
description of the use case Specify time budgeseation
3 to divide this end-to-end latency over the intediate
design functions. For simplicity of example, we wass
that it is sufficient to divide the end-to-end latg into
two segments as indicated in the figure. The fasueere
on the first segment, BrakeDelayAtMasterNoBeure 4
presents the methodology for the use case Speaoiky t
budgets, and how it maps to the generic methodology
presented in section 6 TIkénd timing properties and the
Analyze timing properties tasks have been split into two
subtasks each in order to illustrate the activitiesbe
performed in these tasks in more detail. Moreotee,
tasks Verify timing properties and Specify timing
requirements have been renamed to better reflect their
purposes in the context of this use case. The Viitig
paragraphs will describe the figure in more ddtalising
on the tasks mapped Eond timing properties andAnalyze
timing properties. The task Find timing properties
identifies timing properties with a direct impaat ¢the
time budgeting process and that are a direct iraptia of
the solution and its timing requirements. Such prtes
are typically execution times (or preferably resgmn
times) and communication delays. These propertiase
obtained using the following strategies:

1. Transformed from a lower abstraction level

2. Determined from the solution

3. Determined from an extrapolated solution at

lower abstraction level

Each of these strategies is represented by a sepask
in the methodology.
The purpose of the tagkansform time budget properties
from lower abstraction levels is to reuse information that
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has already been derived for the parts of the isoluhat
has already been developed bottom-up at a lower
abstraction level. Referring to the example inFégRr the

WCET of the HW_BrakePedalSensor and the

LDM_BrakePedal have been determined/measured at a

lower abstraction level, but are in this task tfansed
into the context of the current abstraction levathw
values of 5ms each.

The taskDetermine time budget properties analyses the
solution and its requirements for time budget prtopse
that are a direct implication of the solution arte t
requirements at the current abstraction level. lUr o
example, this corresponds to highlighting all peigo
constraints on all functions, including those of gensor
functions whose execution times we estimated in the
previous task.

The taskExtrapolate time budget properties addresses a
problem that occurs in particular at high abstmacti
levels, where information needed for finding theigiat
timing properties might not be present. The tagwal us

to rapidly prototype lower-level models in order to
estimate essential properties. In our example, thsk is
not necessary as all functions are annotated weitiogs.

In the taskAnalyze timing properties, the previously
found timing properties are elaborated to form raeti
budget proposal. In this process, not only the enirr
solution needs to be considered, but also theenfie of
both planned and still unknown future functionalifyhe
task Estimate influence from future functionality assesses
the amount of slack that needs to be introduced tdue
interference of future functionality. In our examplwe
disregard this aspect.

A final time budget proposal is formed in the t&3leate
time budget proposal based on the identified time budget
properties and the estimated influence from future
functionality. The principal timing properties negdfor
creating a time budget in our example, are theoperof
function. Given the assumption that the executiomes
are less than or equal to the period (which we have
some cases even confirmed previously), the perasds
the main contributors to the end-to-end response.ti
Summing up the periods gives a delay of 110ms.
Assigning a budget of 130ms to this part of thetesys
therefore introduces a 20ms margin that may be fogeal
more relaxed implementation if needed in the future
Following the same line of reasoning, the secondgbt
segmented was fixed to 70ms. Both budget segmérds g
a total latency of 200ms, which satisfies the o
requirement.

Lower abstraction levels will receive the two butge
segments as requirements in addition to the erahtb-
latency requirement.

7 Conclusion & perspectives

This paper presents the first results of the TIMIZOSE
project concerning the time modeling and analydis o
automotive embedded systems. Different uses cages a
defined in the project which highlights new needs t

consider such as complex time expression with lkbia
parameters, multi time bases and probabilistic esllA
methodology has been developed that covers these us
cases. A TADL2 language guide is currently being
prepared. Results on analysis and new algorithms to
validate TADL2 models are not highlighted in theremt
paper but it is part of the all picture.

Ongoing work will further advance TADL2 while keegi

the current alignment between TADL2 and EAST_ADL?2
and AUTOSARA4.0 timing concepts. Collaborations
between the MAENAD project and the AUTOSAR
timing group will allow adapting TADL2 if future
changes of the AUTOSAR and/or EAST_ADL timing
concepts occur.
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