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$GYDQBEKMBHUEBBHGLFWLRQ RI LFHG LUIRLO

M. Costes, F. Moen$

ONERA, Thérench Aerospace Lab, 92190 Meudon, France

The paper presents anumerical investigation of the flow arounda NACA23012
airfoil with two ice shapes, a spanwise rdge and leading edge roughnesRANS and
URANS simulations are completedvith various 1% and 2 order turbulence models
(Spalart-Alimaras, Menter SST,EARSM, DRSM) for a selected number of points of
the airfoil polar. To assess the ability of advanced uteady hybrid RANS/LES
models, me selectedflow condition of the spanwise ridgecaseis alsocomputed with
a ZDES hybrid method. The results are compared with experimental data
(integrated loads, pressure distribution, velocity field) obtained in the ONERAF1
wind tunnel. The Spalart-Allmaras model is the only RANS modelamong those
assessed in this studgonverging efficiently towards steadystate whatever the flow
condition considered.Together with DRSM, it also provides a reasonable predictive
effect on the performance degradation due to ice shapeDRSM is much more
expensive as it contains more physics, providing natural unsteady solutions which
have to be timeaveraged DRSM first and secondorder statistic fields comparewell
with ZDES ones both of them indicating that geometrical threedimensionality of
the ice shapeshould be taken into accountFurthermore, the unsteady content of
the DRSM URANS solution is compared with that of ZDESshowing that the vortex

shedding phenomenon can also be captuddy DRSM.

! Research Scientist, Aerodynamics Aeroelasticity and Acoustics Department, 8 rue des vertugadins, 92190 Meudon, France.
2 Research Engineer, Aerodynamics Aeroelasticity and Acoustics Department, 8 rue des vertugadins, 92190 Meudon, France.
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Nomenclature

pressure coefficient

drag coefficient

lift coefficient

maximum lift coefficient

pitching moment coefficient

airfoil chord

distance to wall in wall units
frequency of pressure fluctuations
power spectraldensity of pressure fluctuation
lift -to-drag ratio

freestream velocity

velocity on top of shear layer
velocity at bottom of shear layer

coordinate along normal to shear layer

Strouhal number based airfoil chord

Strouhal number based warticity thickness

vorticity thickness

eddy viscosity at wall (roughness model)
Delayed Detached Eddy Simulation
Detached Eddy Simulation

Differential Reynolds Stress Model
Explicit Algebraic Reynolds Stress Model

Equivalent Sand Grain Height
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HRL, HRLES = Hybrid RANS LES

LES = Large Eddy Simulation

PSD = Power Spectral Density

RANS = ReynoldsAveraged NavielStokes

RMS = Root Mean §uare

SA = SpalartAllmaras

SST = Shear Stres§ransport

URANS = Unsteady RANS

ZDES = Zonal Detached Eddy Simulation
I.  Introduction

Ice accretion induces strong performance degradation of lifting surfaces by modifygepthetry of
thdr leading edgeandthe state of boundary layedownstreamat the source gprematureand highly
undesirabldlow separationWhen aircraft are led to fly in icing conditionsista serious threat fdaheir
safety Ice protection systemgroved their efficiencyfor maintaining safe flightcapabilities in such
atmosphericonditions Howeverthe degradation of airfoils and wingerformance due tize-accretion
must beconsideed in case of system failyreinback ice accretion or simphgcause of ice accumulation
during intercycle operation of the dieing systemA wide review and analysis of existirxperimental
datafor iced lifting surfacesvas canpiled by Lynch and KhodadouHit], showing the large degradation
of performance induced by the various-a&zEretion mechanisms. Maximum losses of lift drawn from this
extended compilation of results range from 40% to 80%haif of clean wing sections, depending on the
test condition and configuration. An important aspect emphasized by the authors concerns the uncertainty
which resuls from the various existing experimental databases, most of the tien® dReynolds number
effects (vhich may have a large influence on the clean configuration and therefore on theudeaghit
performance degradationj wind-tunnelwall interferences, so thaenalties due to ieaccretion may be
underestimated in a significant number of tbdected databaseA.ircraft designergenerallyuse semi
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empirical correlations based on such kind of test data to detepmif@mance degradationduced by
ice-accretion. Therefore these estimated penalties suffer from the uncertainties mentioned abov
Furthermore, as these performance degradations are known to be dependent on the body shape and flow
condition, the level of uncertainty is even larger. This is because the effectaifcietion on lifting

surfaces involves various mechanisms, as dssil by Bragg et gP], and their effect is highly
dependent on the position and geometry of the ice obstacles on the lifting surfaces. Insemsicea
obstacles create recirculation bubbles, and the airfoil performance is highly dependent on its capability to
reattach downstream, which is linked to the type of stall of the clean airfoil. They also affect the state of
the boundary layer, its ewgion further downstream and promote pedune trailing edge separation,

even when very small geometry modifications are involved due to surface roughness.

The development and validation of accurate methods based on CFD for the prediction of performance
degradation due to ice shapes is therefore an important topic of research with great potential benefits for
aircraft designand safety However this is a challenging problem too. Accreted ice blocks are
geometrically complex with rough surfaces, and theegation of accurate body conforming grids around
such shapes is far from trivig8]. Furthermore, as ice obstacles are prone to inducing floaraém, an
accurate prediction of the flow recirculation zone and of the reattachment line downstream is requested
for a proper estimation of the aerodynamic coeffici€tsCp, C.,, and liftto-drag ratioL/D. As is the
case for most separated flowse tReynoldsAveraged NaviefStokes (RANS) equations have difficulties
to predict such kind of phenomena, due toltioé of universalityof the turbulence models used in these
situations. On the other hand, the application of more general methodologiesssucrge Eddy
Simulation (LES) or hybrid RAN&ES (HRLES) to this problem implies considerably more computer
resources and therefore only the application of RANS methods for predicting iced airfoil performance is
feasible for actual industrigapplications. A detailed validation of these various approaches for the
simulation of iced airfoil aerodynamic flow is therefore of high interest in order to determine the
capabilities and weaknesses of RANS.
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Quite a number of investigators have considé¢hégiproblem in thepast About 20 years agoChung
et al[4] performed 2D and 3D RANS simulations with eeguation Spalarlimaras(SA) and Balavin-
Barth models to investigateturboprogpoweredaircraft accident due to icing. A ridge ice shape located
at the leading edgef the wing was considered as it involved the largest performance penalties.
Differences between 2D and 3D results were highlighted, but no experiment was available thessess
Due to the difficulty of the problem, most of the woperformed subsequelyt focused on 2D
configurationspften consideing simplified geometries of the ice obstacles. In a series of papers, Dunn et
al [5] and Kumar and Lotlfi6] used adaptive unstructured grids, and Pan and [Zothsed structured
grids, to simulate a quarteound ice shape to investigate the effect of a spanwise ridge accretion on
airfoil performance. Steaestate solutions were considered with the-egaationSA turbulence rodel.
The effect of airfoil geometry, ice obstacle position and height, Mach number and Reynolds number were
investigated. A qualitatively good prediction of the available experimental data was found up to stall, but
failed to predict the flow when apprdang stall andoeyond This was attributed to the unsteady flow
developing under these conditions with lasgale vortex shedding which cannot be captured by the
model[2]. As a resulthigher fidelity simulations were investigated, both in termaudjulencemodeling
and of ice geometryKumar and Loth[8] as well asPan and Loth9] applied theDetached Eddy
Simulation DES) method for similar configurations, showing the better capability of DES to simulate
massive separation, in particular the occurrence of a maximum lift coefficient at stall. Nevertheless the
agreement with experiment was still limited, which may be expthlyy the fairly coarse discretizations
used.Chi et al[10] compared various turbulence models in a RANS approach to simailéod
performance égradation due teealistic ice shapesThe models tested ranged from ergiationSA to
sevenrequation differential Reynolds stress model (DRSM). For rime ice, where no horn occi88, the
model was found to be fairly accurate up to st@bnverse}, al modelscould notpredict the large
separated regions induced by horns in the glaze ice case, and adga#nrttoelel was foundo give the
best predictiondMore recently, Alam et dlL11] [12] compared theiHybrid RANS/LES(HRL) model to

DES andDelayed Detached Eddgimulation DDES) results for an airfoil with horn ice, showing an
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earlier development of flow instabiliti¢san other hybrid modedownstream the obstaclEhe length of

the recirculation bubblevas alsobetter predicted, leading to an improved predictof lift andpressure
distribution although the opposite effewtas found for dragThe hybrid methodologglsobehave more
consistently with grid refinement by comparison to DDERiclercq et al[13] applied the Zoa
Detached Eddy Simulation method (ZDES) to the computation of the NACA23012 airfoil with a
spanwiseridge on both upper and lower surface, showing an improved prediction of the flow separation
with respect to RANS. The unsteady nature of the flow with vortex shedding was emphBseetfect

of mesh fineness was alsssessd, showing a small influeecon resultsSimilady, Zhang et al[14]
applied the ZDES woudel to the prediction of iced airfoil aerodynamiasnsideringboth hornand
spanwise ridge caseanertioned aboveshowing the importance of a fisfent spanwise mesh extension

in the presence of massively separated flows. Fairly good agreement with experiment was obtained,
although none of the computed cases was above the angle of attack at wkigh,tbecurs.Xiao et al

[15] applied DDES with low dissipation scheme tthe samehorn configuration as Alamand Zhang
[11][22][14]. Three grid levels were testednd thefine grid solutionyielded the best pressure plateau
prediction in the recirculation by comparison with published wittre recently, the prediction of iced
airfoil and wing performance waaso considered with the LattieBoltzmannmethodology([16] [17]),
showing successful predictions for a horn ice shape.

The objective of the present paper is twofold. First a detailed validati®ANS, Unsteady RANS
(URANS) and ZDES models for iced airfoil aerodynamics is presented, focusing on the mean flow
prediction with an emphasis on performance degradation due to ice. Second, a comparison of the
unsteady content captured by a URANS DRSM maahel a hybrid ZDES method for massive flow
separation induced by ice is performed in order to draw additional information about flow unsteadiness.
7R WKH DXWKRUVY NQRZOHGJH LW LV WKH ILUVW WLPH WKDW \
compared tohose captured by HRLES for such complex configuration with massive flow separation.
Furthermore, the analysis of flow unsteadinessxpected to give useful information on the validity and
capability ofURANS for separated flows.
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Il. Case studies

In the present work a detailed windunnel aerodynamic database for icing conditions of the
NACA23012 airfoil is exploited. It was generated jointly by NASA, the University of lllinois and
ONERA [18] [19]. This database includes more particularly -fdle iced airfoil aerodynamidata
obtained in the ONERA F1 pressurized windinel for six selected iegccretion geometries: a horn, a
spanwise ridge, two roughness and two streamwis@dceetion shapes. These shapes were selected
among the most representatives obtained duririgséalle iceaccretion tests in the NASA IRT icing
tunnel for the same airfoil. The fudlcale aerodynamic model used castings of these selected shapes.
These castings represent the 3D geometry of the ice obstacles over 381mm spaverd hegeated to
cower the full 3492mm span of the airfoil modelthe wind tunnelThe tests in the ONERA pressurized
F1 windtunnel allowed the Reynolds number to vary from 418° to 16. 10° and the Mach number
from 0.1 to 0.28. Anglef-attack sweeps were performed for the clean airfoil and the six selected iced
cases. Data acquisition included loads and moments, pressure distribution and PIV velocity measurements
for some cases\dditional data was also obtained at reduced scale and Reynolds number during tests in
the University oflllinois low-speed wingunnel.

The two ice shapes considered in the present studganwise ridge and a roughness caseshown
in Figure 1. The spanwise ridgdeft) typically results from water flowing downstream leadadge ice
protection systems and freezing further downstream. It induces large flow recirculation and consequently
severe performance penalties. It should be noted that, although the ice shalhe tastad presented
geometrical variations in span, a geometrically 2D simulation of the problem was considered,
corresponding to the 43% span section which is equipped with pressure trans@ibisersarticular
configuration was also considered by Zhagigal in[14]. It was ato used by Duclercq et 4l3] to
validate th& ZDES simulation and the present work is a folow of this activity. The roughness shape
(right) corresponds to the early stages of ice accretion or it appears during tloycieesperation of the
ice protection system. Although the original geometr the NACA 23012 airfoil is weakly altered by
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roughness, the modifications in the leading edge region are larger than the local boundary layer thickness.
Consequently, the development of the boundary layer downstream is affected by roughness, leading to
premature flow separation witrespect to the clean airfolgain, a 2D section of the actual roughness

was considered in the present work, although the problem is highly 3D at the scale of the rotitjeness.
preseniarticle is a synthesis @ longterm research worwhoseprogress papers were presente{Pi,

[21] and[22]. The test conditions considered correspond to a freestream Mach number equaltd M

and a Reynoldsiumber of Re=15.74 10° based a airfoil chord (equal to 1.828) and freestream

velocity.

v

ST
Figurel: NACA23012 withridge (EG1159)androughnes$EG1126)ice shapédpictures from accretion

tests at IRT)

I1l.  Numerical method

The CFD method used in the present work is the elsA spulpose software of ONERA for
aerodynamic$23]. It solves the compressible flow exions for structurednultiblock grids in a finite
volume approeh. For space discretizatiostandard %-order cented discretization with Jamessnalar
artificial viscosityis used for all RANS and URANS simulations. In the ZDES computation, the upwind
AUSM+(P) scheme developed by Edwards and [#3:1] was selected for the inviscid part of the fluxes,
mainly because of its low numerical dissipation in the boundary layer. In all cases, the viscous fluxes use
a classical centred formulatiomo converge the steady RANS equatioassimple backward Euler
method with local timestepping is usedlhe implicit system is obtained by flux linearization and solved
with LU factorization.When possible, multigrid techniques were used to accelerateergamee to
steadystate For timeaccuratd JRANS computaions,secondorder impicit time-discretizations applied

using the dual timstepping methadwith LU factorizationtoo. The number of duaime iterations
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depends on the problem considered, andeigerally selected in order to enswagoutone order of
magnitude reduction of the du@ine residuad. Finally, the ZDES method uses Gaanplicit time-
discretization scheme whichagainsolvediteratively byflux linearization,LU factorizationand Newton
subiterations

A wide range of turbulence models are available in elsA, from algebraic niod#S. In the present
work, modelsof increasing complexityhave been considerdadr validation the oneequationSA model
[25], Mentertwo-equation k& P R G H 5S4 LcuvrEction26], Hellstentwo-equation EARSM k&
model[27], and the SS&&or SSG/LRR &severequationDRSM model[28] [29]. The first two models
IROORZ %RXVVLQHVTIV K\SRWKHVLV RI OLQHEnE vEddiylgr@deehtQFH R
tensor. The third one belongs to tbkass of nonlinear eddy viscosity modedsill considering two
transport equations only. The last aaeecomputationally more expensive aslé@scribeghe transport of
thesix Reynolds stregsand ofoneadditionalvariable related ttheturbulentlengh scalejn the present
case the widely used specific dissipatiate & Most computations were started from a constant
freestream staté\s the SSG&DRSM model does not generally develop its ownulgbce starting from
freestream stafét was initialized from &8ST simulationcontrary to the SSG/LRR:. Z K wia¥started
from a uniform freestream state

Additionally, ZDES simulatios [30] of the spanwise ridge caseere also consideredt a single
incidence angleThis technique was originally developed by Deck get a flexible and effient
framework to cope with practical issues encountered with technical applicg®ibndt also aims at
reducing the gridnduced separatiophenomena whicham be obtained with theriginal DES method
[32]. The ZDES method is zonal, allowing one to select the areas of the computatamalrdwvhere
either RANS or DES are applied accordingéveral formulationavailable Schematically, three modes
have been defined, corresponding to three physics of flow separation: mode 1 corresponds to a separation
induced by geometry, mode igiplements the separatiadue to the pressure gradient over aosth
surfaceandmode 3also accourgfor the state of the upstream boundary layéese modes correspond

to different definitions of the length scales which discriminate the RANS and LESrdoofaheDES
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zones. In the present computati@d®ES mode 2 L H WKH 3DXWRPDW Ww&s s&lRt€dHn R1 ='(6
order to omput flow reattachment properlyFnally, the subgrid length scaleused in the present
computationss alsobased on vorticity to facilitate the generation of turbulence along the sheatiddyer

downstrea the top of the spanwise ridge

IV. Description of grids

EG1159 case

The grids used for the RANS and URANS simulations are based on a 2D version of a mesh
previously used by Duclercq et |I3] to perform a ZDES simulation of the same configuration. This
multiblock structured grid was generated with ICEBFD Hexa Figure 2). The total number of points
for the 2D mesh is equal to 97,873. It is refined in the vicinity of the ice obstacle in order to resolve flow
separation properly. Downstream the ridge, thescelke is based on vorticity thicknessU L
1T F 790 0 700 b; 5 g £Of the shear layer developing at the boundary between the recirculation bubble
and the outer flow. The corresponding constraints gL U ot chordwise and¢VL U otr,
normalwise. An aditional mesh was generated around the upper surface ridge ice shape and the
recirculation downstream of it for ZDES, in order to better simulate the separated bubble downstream the
spanwise ridge. This second mesh extends towards the airfeithoid andincludes 108,192 points
(Figure2). It was embedded into the previous airfoil mesh using the Chimera overset grids method, and
was used with th&A model to check that the RANS solutions dependence on mesh density is limited
(Figure3). In this figure, results obtained with a coamseltiblock mes of 42,140 points are also plotted

in order to have a wider idea of the effect of mesh refingmérith is actually small
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Figure3: Grid sensitivity of EG1159 solution witBA model +tSUHVV XUH GLVWULEXWLRQ DW

polar curves

For ZDES computations, both 2D meshes were extrudeithe spanwisedirection and the
Chimera child mesh was progressively refined to comply with DES requirements. The final mesh was
extruded over 12.75% chord in 401 planes for the child mesh on which DES is applied, while the

background airfoil mesh was extruded in 50 plaslesg the same spanvith a DES resolution for the

upper surface of the airfoil only. This first ZDES mgshce refinement is achievadcludes 43,027,589
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points. The effect of mesh refinement on the tameraged solution is significant, as shownRigure4.

The eddy viscosity computed at rggan is plotted in the first row, showing a reduction of its maximum
value in the DES region as the grid is refin The bottom row plots the corresponding tameraged
chordwise pressure distribution compared to F1 experiment (symbols). The coarser grid g#ligiivas

4 a and bxhow a good correlation with the experimental pressure in the recirculation bubble due to error
compensation, and flow separation near the trailing edge. As the grid is r@figace 4 ¢ and d) the

trailing edge separation disappears, the mean pressure in the bubble increases and the recompression after
reattachment expands over a longer region than in experiment. Tthoiasis due to intense vortex
shedding downstream the bubble. As the DES part of this first mesh stops over the upper surface of the
airfoil, an uncertainty remained on the capability of the present simulation to compute flow reattachment
properly. A seond ZDES mesh was generated by extending the first child mesh half a chord downstream
the trailing edgeKigure2 d). This new ZDES mesh has 59,538%oints. An instantaneous view of the
turbulent viscosity contours in a midedpan cut of the mesh and of the-@oface of Q criterion is
presented irFigure 5 for both child grids. ZDES results capture the fast development of instabilities
downstream the spanwisielge with good spatial resolution. In ZDES mesh [, the end of the child mesh

at mid-chord is also clearly noticeable, leading to a saturation of the eddy viscosity contours downstream

with larger scale vortices being shdolvnstream.
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a) 21.0M cells b) 25.3M cells c) 35.5M cells d) 39.7M cells

Figure4: Effect of grid refinement otime-averaged subgrid viscosity and chordwise pressure
distribution(ZDES mesh 1)
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Figure5: Contours of instantaneous eddy viscosity and iso surface of Q criterion colored by turbulent
viscosity in midplane for ZDES mesh tdp) and Il pottom
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EG1126 case

Two sets of grids were generated to simulate this case, one set correspondingrfoilthetii
roughnessissumed to be purely twimensionalthe other one for the clean airfaigure6). As for the
previous case, they were generated with ICEND Hexa. For the airfoil with roughness, three
successive grids were generated with increasing refinement in the boundary layer. At LQFLGHQFH
thenumber of points in the upper surface boundary layer is in the 68hte80for the first mesh, 80 to
100 for the second mesh add0 to 140for the third mesh. On the lower surface, the corresponding
number ofpointsequals40 to ® for the first mesh, 60 to 80 for the second mesh and 80 tdotQbe
third mesh No chordwise refinement was done, although it would have allowed a better description of
roughness detail§ he effect of this parametewas investigatedy Chung et ain [33]. They concluded
that from 50% of the@oughness geometry details included the effect on aerodynamic results is small.
Thus it can be estimated that the present chordwise discretization of leading edge roughness is sufficient
for our purposeAs shown inFigure7, the sensitivity of solutions to grid was found to be very small and
the finer mesh was finally retained, including 151,602 points. The same discretization was kept for the
clean aifoil which was used for computing clean airfoil aerodynamic characteristics and also to apply the

roughness model in tH&A turbulence model.

Figure6: Leading edge detailf meshes used for EG1126 computatimridded roughness (left), clean
airfoil (right)
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Figure7: Grid sensitivity of EG1126 solution witBAmodel +tSUHVVXUH GLVWULEXWLRQ D

V. Time averagedresults

Effect of turbulence modellingfor EG1159
Flow Convergence

In the availabletest data, incidence angles betweéh to +6° were considered for the numatic
simulations, focusing mainfRQ WKH FDVH . f IRU ZKLFK WKH DYDLODEOH HJS
PIV. The various turbulence models testegal@rtAllmaras, Menter k& 667 +HOOVWH-Q@fV ($560
DRSM SSG& DQG WKH ='(6 VLPXODWLRQV RY HhusWlkud fov Z Bonré&h PHUD J
DQJOH RI DWWDFN . f :KLOH WKH ='(6 PHWKRG L \Zor@ifiahtXUD OO\
resolution method, all RANS models are expected to provide steady soluditimsugh the occurrence of
flow separation may render the convergence diffiditie SA model is the onlyne converging towards
steadystate in alocal timestepping approachproviding more than 7 orders of magnitude residual
reduction Converse}, the other RANS models dnot converge properly. The SST model shows a
reduction of residuals of less than 4 orders of magnitude and the resulting integrated loads show large
amplitude oscillabns. Concerning the EARSM model, less than 3 orders of magnitude residual
reductions are obtained together with a large amplitude oscillation of integrated loads similarly to SST.
The SST and the EARSKodeldo converge to steadstate wheratime-consisentglobal timestepping
approachis used which isvery CPU timeconsumingBoth models converge towards constant values of
the lift and drag coefficient, providetthat they are run for sufficiently long time, typically 50 to 60

convective timesFinally, theDRSM modelprovides quite a modest residual reduction as it is initialized
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from a SST flow solution, and the corresponding result is not converged yet, showing large amplitude

oscillations.This model also requires a tirsccurate computatiofput the solution obtained is naturally

unsteady(see|Figure 8| a for the evolution of lift coefficient) The unsteady solutiorshows large

amplitude oscillation of the lift. Iwill be discussed more in details belo®or all theseunsteady
computations, the choice of the physical time step was driven by the capability of thiengugtrations
to convergeproperly. They typicdy varied between 4108 s for theDRSM simulation an@ . 10° s for
theEARSM and the SST computation.

In the case of ZDES, the physical time step was set i@4s, providing about 2 orders of magnitude
in residual convergence in five Newton iterations. The correspondDgS resultscapture the
unsteathess of theurbulert flow developping downstream the ridge ice shapstabilities develop very

rapidly downsteam the ice obstacle as shown by the contours of Q criteffiéiguine 5{ As a result,he

time evolution of the lift coefficient presentscambination of low and high frequency fluctuatidios

both overset grids usedvith a global evolutiorof this parameter seemingore erratic for mesh |l

Figure8|b andc). This is probably related to the larggownstreanextension of the ZDES mesh Il, as

the transition between the child mesh | and the background mesh seems to promote larger scale vortex
shedding along the downstream half chord of aivéoil. However, large ertical structures develop

downstream the reattachment of the shear layer in both cases.

a) DRSM b) ZDES Mesh | c) ZDES Mesh Il
Figure8: Evolution of lift coefficient versus convective time for ZDES &®RSM computationD W . f
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ComparisonofPHDQ VROXWLRQV DW . f

For comparing the various results, BES and DRSMutputswere timeaveraged ovea period of
time as long as possibléo obtain a meaningful mean aerodynamic fidldey correspond approximately
to nine convective times for the DRSM simulation and thoeéour convective times for the ZDES

simulations.Additionally, the ZDES computationwere spaceaveraged along the span directidinis

clear fronmpFigure8|that a longer period of time would be necessary to get good statistical convergence of

the ZDES simulations on both grids. However, the examination of mean results in the course of the
computations tend to show that these tameraged resul@re meaninfyl, as also discussdaklowin the

paragraph devoted to statistical convergence

Figure9: Comparison of pressure distribution for varioubulencemodels(EG 1159,. f

The pressure distributions are compared with F1 experimgrigime9| TheSA and SST models predict

the higher suction on the upper surface of the airfoil, in closer agreement with experiment. However, the
pressure plateau in the recirculation is not correctly predicted dyAtmeodel with a too high suction in
the middle of therecirculation and an earlier recompression downstream. On the other hand, the SST
model overestimates the pressure level in the recirculation zone, with a small acceleration inside the
recirculation and a too smooth recompression downstream with flowtolesparation in the vicinity of
the trailing edge. This has an impact on the whole pressure distribution on the lower surface which

provides less satisfactory results than 8feones. The EARSM model still deteriorates the situation as
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larger flow sepation is obtained over the airfoil upper surface. As a result, the suction induced by the
spanwise ridge is the lowest of all together with the smoothest recompression downstream, providing a
poor correlation with experiment. The DRSM and both ZDES reshiise many points in common. The

lower surface pressure is correctly predicted in all cases, giving a correlation with experiment as good as
the SA one. On the contrary, the upper surface pressure distribution does not fit the experimental results.
The pessure level in the recirculation bubble is too high, a little above the one predicted by SST, but the
length of the bubble (about 10% chord) with a relatively constant pressure seems correct. However, the
pressure risén the reattachment zordownstreams too slow, the computed pressure approximately

reaching the experimental one between 50% and 55% chord only. This is certainly explained by the

intense vortex shedding predicted by these simulations downstream reattachment, as|tiguva 10

where samples of instantaneous pressure data are plotted. For all these samples, the beginning of pressure
rise is correct and pressure oscillations occuhsiigdownstream. Time averaging smoothes out these
pressure oscillations, but at the same time they reduce the pressure gradient by spreading the
recompression. This phenomenon is certainly also at hand in the experiment, but it is much less noticeable
asthe pressure rise is sharper. This tends to show that the vortex shedding is too intense in these unsteady

simulations. This may come from thrdamensional effects not considered in the simulation, since the ice

geometry shown iffrigureljis clearly threedimensional. Another possibility for the ZDES simulations

could be that the spanwise extension of the mesh is too small for the present simdiatiener,

Duclercq et al dl not find any significant effect of spanwise extension from 8.5% chord to 34% chord for

this same cafid 3]
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a) DRSM b) ZDES mesh | c) ZDES mesHi

Figurel0: Examples of instantaneous pressure distribution for DRSM and ZDES

simulations

A comparison of the velocity contours with PIV comfort these observation§igee 11

where only

selected results are plotted). TBA model tends to predict a too short recirculation, but the velocity field

downstream fits fairly well the PIV results. DRSM and ZDES yield \&nyilar mean velocity contours,

with a recirculation bubble larger than the one predicted 84thand more importantly a larger velocity

defect than in the PIV data downstream. Though not shown here, the SST and EARSM results predict an

even larger veldty defect, consistently ith the pressure distributions.
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a) SA b) PIV

c) DRSM d) ZDES mesh II

Figurell: Comparison of mean velocity magnitude $etectednodels(EG 1159,. f

Comparison of pressure distributions father incidences

7KH SUHVVXUH GLVWULEXWLRQ\BAaﬁsmmwmal\Gar@m/esenteﬁdrﬁ@J&. f ZLW

Basically the same qualitative behaviotv R E W D L QH Eor bath Ea¥éshe SA model allows a
very good convergence to steastate, the SST model requires global tisbepping to yeld a converged
steady solution and the DRSM model provides unsteady solutions with vortex shedding dowtigtream
ridge ice shapeso that the flow must be tinsseraged for comparison with the other solutions and

experiment
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At 0° incidencethe correlation with experiment is generally quite goddit the computed pressure
distributions show similar trends as at 2° incidenskk.models predict reasonably well the pressure
distribution on the lower surface, and they mainly differ on the upgéace downstream the spanwise
ridge until reattachmenthe pressuréevel predicted by théSA model in the recirculation bubble is too
small withincreasing suction until reattachment. For SST, the pressure level inside the bubble is slightly
too highbut its chordwise evolution is much better predicted than by SA. The recompression downstream
the bubble is better predicted tdenally, the DRSM model predicts too high pressure in the recirculation
with again a too smooth pressure rise downstreamuhblé. This isagaindue to a too intense vortex
shedding downstream the bubble which does not comegjecthe experimental results.

$W . f IORZ VHSDUDWLRQ LV RYHUHVWLPDWHG IRU DOO WXUE>
with experiment. Th&A model gives the higher suction right downstream the spanwise ridge, close to
the experimental levebut the pressure rise occurs much too early and smoothly downstream where
massive flow separation is obtained. SST prediction is qualitatively sitoil&A one, with higher
pressure in the recirculation. Finally, DRSM still predicts higher pressure in the recirctddtored by
higher loading in the separated part of the airfoil due to intense vortex she8dicly.a pressure
distribution is closera what is actually obtained in the experiment at 5° incidence, showing that airfoil

stall is overestimated by the model
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Figurel2: Comparison of pressure distributifor various models

Integrated results

The polar curves of the NACA 23012 airfoil with spanwise ridge computed with the various

turbulence modelling techniques are compared to the F1 experinfféigune 13 The SA model provides

a fair description of the airfoil loads. The stall angle is approximately well predicted, although,hie
underestimated by 30% (about 0.3 instead of 0.45). Tdug rise and pitching moment loss after stall are

also correctly predicted. On the contrary, the SST model predicts too early stall with a large
underestimation of the maximum lift. The only incidence angle computed with the EARSM model is
clearly off thepolar curves as the airfoil is already stalled at 2° incidenceDR&M model is in slightly

better agreement with experiment than SA in the linear part of the lift polar, but it tends to stall too early.
Finally, the two ZDES results at 2° incidence also in fairly good agreement with experiment, similarly

to the DRSM results. Other incidences should be considered in order to better assess the capabilities of
this methodology to predict iced airfoil performance. However, as discussed before, there is a
uncertainty about the actual twdimensionality of the test data, which makes thildation work more

difficult.
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Figurel3: Effect of turbulence model on integrated results for EG1159

Effect of turbulence modellingfor EG1126
Roughness modelling
For the roughness casanly two turbulence models were testathmely theSA and DRSM
SSG/LRR &models This DRSM turbulence model was preferreddSSG& GXH WR LWV EHWWHU L
Its usewas motivated byhe convergencadlifficulties encountered in the previous EG1159 simulations.

For both models, the roughness shape was included in the grid, assumingliménsional roughness

geometry. Additionally, th&sA model was applied witla roughness model developegy Aupoix|[34]

The model assumes that the roughness height is small with respect to the boundary layer thlekness.
eddy viscosity is prescribed to benzero at the wall due to roughness. Its valife expressed in wall

units, explicitly depends on thEquivalent Sand Grain Height (ESGH) G, The velocity profile is

modified in order to follow that of the smooth conditions shifted by a dista%sce ZKHU lthevonV

Karman constant, giving

%

a

a& Gy . & U %aepl HE FU E%G
eaadt

@ L @usE

The simulationsare run on the clean aiifomesh and the modets applied at the location of the ice

roughnesgKigure 14). The ESGHwas determined by adjustmenith gridded roughness simulations at

.=10°. Initial values were obtained froexperimental datgatheredn the lowspeed wineunnel of the

University of lllinois at Urbana Champaign, where variay# distributions @er the clean airfoil hee

been teste(d35]| giving k/c=0.0009 on the lower surface and k/c=0.0013 on the upper suflaese

23
Submitted to AST



values are consistent witheasured ice roughness sizeg36]| However, suchiESGHs do notprovide

sufficient airfoil performance degradatiaver the full range of angle of attagkth respect to gridded
roughnessA multiplying factor was then applied tthese initial valuesin order to obtain the same
aerodynamic coefficients as the gridded roughness at f It was found that &actor of 4 is required to
approximately simulate the CCy and G, resuts of the gridded roughnessthts angle of attackthus

giving k/c=0.0036 on the lower surface and k/c=0.0052 on the upper s{ifigaee 171'. The corrected

height results areompared to those of the gridded roughnegddare15| The corrected surface pressure

and boundary layer momentum thickness match those of the dgriddghness quite well, contrary to
whatwas obtained with the initidESGH definition. However,the agreemeris not so goodor the skin
friction coefficient, especially in the vicinity of the leading edgédthough it is greatly improved

compared to urarrected resultsThe prescribedESGHis one order of magnitude larger than the local

boundary layer thickneggstead of a factor of 3 to 5([86]), so thatthe modelis applied outside of its

domain of validityand may thus explain this discrepancy on the sHiiction coefficient. Finally, the
corrected roughness height also allowsalmost perfect match of the lift polar curve with that of the

gridded roughness up to stalk will be seen later

Figurel4: Setup of roughness model for EG112&ft: position of roughness model at airfoil leading
edge (blaclsymbolg; right: difference of lift coefficient between modelled and gridded roughness at
f YHUVXV FRUUHFWLRQ IDFWRU RQ (6*+
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Figurel5: Comparison othordwisedistribution ofpressureskinfriction and momentum thickne$sr
the gridded roughness and the modelled one with initial and correS@HD W . f

Convergence of simulations

Very good convergence to steagtate is reached with th@A model whatever a gridded or
modelled roughness is usedor all incidences computed, more than 9 orders of magnitude residual
reduction and good stabilization of therodynamicoefficiens are obtainedThe DRSM SSG/LRR &
model also allows satisfactory steasbate convergence of the simulations before stall. The density
residual drops by more than 4 orders of magnitude and a good stabilization of the aerodynamic
coefficientsis obtained, even close to ti&,.c DW . f $W . f WKH IORdy wth QDWXUD

strong vortex shedding and the dual tistepping method had to be applied. The lift coefficient oscillates

with large amplitudedue to vortex shedding~igure 16). For comparison with experimental data, this

unsteady solutiowastime-averaged.
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Figurel6: Lift evolution and contour of instantaneous velocity magnitude computed with DRSM at

ffor two times of the simulation depicted by synsanh lift curve

Comparison of solutions

A comparison of the predicted surface pressure distritgiiath F1 experiment is shown in

Figurel7|ffor 3 VHOHFWHG D QJ@H2/IR%ard \t&VaDnkodelsSA and DRSM with gridded

roughness an®A with modelled roughness $ W8°, the flow is attached andll modelsgive very

similar solutionsin good agreemenwith experimentHowever, leading edge roughness induce a small

pressure plateau around x/c=5% not captured by the simulation. As sh

Giguialg

it comes froma

small bubble generated by the biggest roughness, which extends further downstream as the angle of attack

is increasedMost likely predicting its effect on pressure distrilout would require a finer chordwise

discretization with respect tihe oneused in the present wagrkhough this small discrepancy does not

affect the good correlation with experiment elsewh@rethe angle of attack is increased, trailing edge

separatioroccurs and progresses towards the leading edlmsever airfoil stall is predicted too latey
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all models.While stall occus DW ° in the experimentthe simulatios only predict limited trailing

edge separation for this angle of attaEkg(re 19). DRSMis closer to experimerds it predicts flow

separatiorstarting from60% chord while it startsaround70% chord withSA for both the gridded and
modelled roughness KH DLUIRLO LV Wit DRBM, H@viding reasorfably good correlation of

the time-averagedoressure with experimenthe main discrepancy comes from the trailing edge where
large vortex shedding induces suction not noticeable in the experiment. Maybe the mesh discretization is
not sufficiently fine in this region, more especiadlythe base of the trailing edge where trid is not
adapted to a viscous resolution of the flow. Furthermore, the actual roughness in the tests is 3D and it is

likely that a pure 2D simulation promotes too large vortex sheddimgeed, threedimensional

simulations presented|[d6]|clearly show that the flow separatiomduced by roughness 3D. Last, the

pressure distribution is probably not yet statistically converged for thi$rkeguency and higamplitude
unsteadiness in the vicinity of the trailing edge, as only eight convective times were confdered
averaging Finally, it can also be noted that the occurrence of stall corresponds to the time when the

leading edgeecirculation induced by the rough elements connects with the trailing edge separation which

has moved sufficiently forwar@Figure 20), thus leading touil separation of the upper surface of the

airfoil. With SA model VWDOO KDV QRW \H\Wt ddly BeCw V@ D tfthe gfidded
roughness), so that the correlation with experiment is less satisfattwymodelled roughness also

provides the worst results as it underpredicts flow separation even more
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Figurel7: Comparison of chordwise pressure distribution predicte8/gfor gridded and modelled

roughness) and DRSMirbulence modslifor EG1126

a) SA b) DRSM

Figurel8: Leading edge etail of velocity nagnitudH ZLWK JULGGHG URXJKQHVY DW
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a) SA b) DRSM

Figurel9 aRQWRXU RI YHORFLW)\ PDJQLWXGH ZLWK JULGGHG L

a) SA b) DRSM

Figure20 /HDGLQJ HGJH GHWDLO RI YHORFLW\ PDJQLWXGH ZLWK

Integrated results

The resulting integrated aerodynamic coefficients are compared with experimEiguie 21] As

mentioned aboveaheSA results with gridded and modelled roughness match almost perfectly together up
to stall. For higher incidences, the gridded roughmessicts more severe stall, consistently with the
evolution of pressure distribution. Neverthelassboth caseshe SA model overestimate the C . Of
about0.1, the stall angle of 1°and the predicted stall is also too smooth. Before stall, the drag and
pitching moment coefficients are fairly well predicted. On the contrary, the DRSM model underestimates
the C_nax Of about the same value 0.1 and the stall region is spread over a range of incidences of 2° before

severe performance degradation with large unsteady content. In the stall region, the pitching moment
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presents an overshoot before abrupt moment stall, atimteable in the experimengain, this may be
due to a too coarse discretization of the trailing edge region. Finally, the pitching moment fluctuations in
the stalled regime are also too large, and may be attributed to the 2D assumption of the siwithation

too strong vortex shedding

Figure21: Effect of turbulence model on integrated results for EG1126

Performance degradation due to ice

A comparison of the polar curves computedthe clean airfoil, the spanwisilge and the roughness

shape with F1 experimem$ presentedn|Figure 22| Two turbulence models are consider&# and

DRSM. In both casedhe clean airfoil was computed in fully turbulent mode on the sdeam airfoilgrid

as the one used for applying the roughness maielSA turbulencemodel.Although theC, ,.xand the

stall angle are not perfectly predicted by the present simulatioas,anking of airfoil as well as the
magnitude in lift performance penalty is fairly well estimabgdooth modelsWith SA, the C . Of the

clean airfoil and of the airfoil with roughness is overestimated by about the same amount (of the order of
0.1), bgether with a stall angle overestimated by 1G&Snverse), the C . Of the spanwise ridge is
underestimated by 0.15 and the stall angle underestimated by 1°, so that the predicted performance
degradation for the most severe case is conservative vgiplegeto experimenihe pitching moment

stall is also fairly well predicted, as well as the drag rise due to ice acci@tntrary tothe SA model,

the DRSM model tends to underestimate @gax for the three configurations, but the corresponding
discrepancy is smaller and the stall anglenerallyseems to be better predicted. The degradation of

performance due to both ice shapes is fairly well predicted in terms of lift and drag. However, too large
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positive pitching moments are predicted before monstali, and their value in the stalled regime
presents very large fluctuations. This seems to be due to the large sensitivity of this parameter to trailing

edge flow prediction.

Figure22. Comparison of polar curves computed by elsA with the F1 experiment

V.  Unsteady results
As could be checked before, the ttileYHUDJHG UHVXOWYV REWDLQHG IRU (*
model and ZDES are clos@he unsteady fluctuations computed by bdtichniques also present

similaritieswhich are discussed in this paragraph

Statistical convergence
Before showing the unsteady content of the DRSM and ZDES solutions, sowei®iew on the

statistical convergence of resuitspresentedThis is more paticularly important for ZDES results as a
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relatively short period of convective time was computed for averagingt the effect of duration of

averagingfor the chordwise pressure distributimpresented 1rIFigure 23|for the DRSM and ZDES I

simulations.The ZDES resultgHigure 23|b) compare the mean pressure coefficient computed after 3.17

convective times and 4.07 convective times, showing only small differences on the upper surface of the

airfoil downstream the recirculation bubble where strong vortex shedding is obtaamdoRSM (Figure

a), the mean solutions are compared after 6.20 and 9.16 convective times. Althouggr period of

time was computed, small differencean yet be notedon the upper surface of the airfoil ait the
spanwise ridgeagain due to the strong vortex sheddingvdstream the recirculation. This indeeda
low-frequency phenomenon very demanding for being perfectly statistically convemdtht lower
frequency phenomena discussed below will have to be considered witlnclaoth cases, the pressure
distributions on the lower surfaad the airfoil and upstream the recirculation on the upper surface are
identical. Thereforeasthe mean presurevariations observed remadquite small the comparisons with
experiment and with other turbulence models presented in the papezamagful

a) DRSM b) ZDESII

Figure23: Effect of duration of tim&veraging on meapressure coefficient

As far as RMS quantities are concerned, only ZDES results are presented as we are interested in the

Reynolds stresses which are modelled by DRSM and therefore do no neetine-aeeraged to be

significant. The ZDES Il results arelgtted in|Figure 24|andFigure 25(for the longitudinal normal stress

and the shear stresdth a period of timeaveraging varying from 1.36 to 4.07 convective time units.

Although the contours get smoother as the time interval is increasechrtiprited Reynolds stresses

32
Submitted to AST



weakly depend on the convective time used for averagdimg.other normal stresses also shosinailar
convergence behavior, thus proving that reasonable statistical convergence is rapidly obtained for the
Reynolds stress tensdrhis result isconsistent witha characteristic integral time scale of turbulence in

the freeshear layer:U =:74 F 7g;; being much smaller than the convective time un®a7y ;. In

addition, because the mean flow is tdimensional, the results are also averaged along the spanwise

direction over large number of valud¢sus explaiing this fast convergence of statistical results.

Uu a7 F u. a7 F Uu.a7 F Uu.a7 F
(¥4
Figure24: Effect of duration of time averaging on contour 6)‘f“$

u. a7 F Uu. a7 F U. a7 F U a7 F
Figure25: Effect of duration of time averaging on contour S$

Unsteady loads
The time evolution of liftexhibits a low frequencyand high amplitudescillation in the unsteady

computationgorrespondingo vortex shedding downstream the recirculation bubkiés periodic vortex

shalding can be observed for the three simulaii'rmrFigure 26/from thehigh-velocity spots above the

airfoil. The period of the sheddirgan be estimatelly spectral analysisf the lift, drag and pitching

moment oscillationgseeg|Figure 27| for the lift spectra where the identified shedding frequency is

indicated by the dotted ligelt corresponds to a Strouhal numpleased on airfoil chord and freestream

velocity, of s§dr Gra tfor DRSM, of s« yGrdufor ZDESI| andof s&sGr & vfor ZDESII. The
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corresponding frequencies agqual toy st Gst&Hz, x s Gz&Hz and x r& G wduHz respectively

for a Mach number M=0.2 and a chord c=1.820 These estimates show that thedding frequecy is

in the same range for the c®@mputationsthus providing a qualitative agreement between ZDES and
DRSM. As mentioned before, a longer period of computed time would be necessary to get a more
guantitative comparisoof the vortex shedding phenomepetween the model

a) ZDES mesh | b) ZDES mesh li

c) DRSM SSG&

Figure26: Example of instantaneous velocity field computed by unsteady DRSM and ZDES simulations
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a) DRSM b) ZDES Mesh | c) ZDES Mesh I

Figure27: PSD of lift coefficient computed by DRSM and ZDES modetetted vertical line: identified
shedding frequency

Reynolds stresses

The Reynolds stress contours of the taweraged DRSM solution are comparedheir spanwise

averaged counterparts computsdZDESI and Ilin|Figure 28|to|Figure 30| For ZDES, the subgrid part

of the Reynolds stress tensor is neglectedri the large scale fluctuations coming from the unsteady
content of the solution are taken into accodiitis means that the lower surface stresses computed by
ZDES | and Il are not relevant. On the upper surfasgy similar levels are obtained in theree
simulations for all four meaningful componenfsthe Reynolds stresses, which all use the same contours
scale with a simple shift for the shear stress as it includes both positive and negativeltéduasans

that the most energetic stressegnity from the larger scales, are captured by ZRIES match those
modelled by DRSM As far as normal stresses are concerrtbad, largest one is the longitudinal
componenté‘j@ It is mainly localized in the shear layer at the edge of the recirculatiod@mastream
within the vortex shedding areahd@ maximum level is very similar between the three computations,
altoughit seems to be localized slightly more upstream in ZDES than in DRSM. The other two normal
stresses have about the same magnitude witaxanmam value ofaround50% that of the longitudinal
stress, and the spanwise compon&‘ﬁs a little larger than the vertical on&® especially right
downstream the spanwise riddenally the only meaningful shear stre@fsis mainly negative, #h a
maximum value slightly lower than that the normal stresse®and §®and a localization in the shear

layertoo. It is alsointeresting to note that the ratibetween the components of tReynolds strestensor
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and the turbulent kinetic engr@re of the same order of magnitude as the classical values obtained for

homogeneouturbulentshear flowqFigure 31| ratio of 1.1 for % 0.6 for & 0.4 for §%® and-0.3 for

?3*5? Right downstream the ridge, a small region far from equilibriumyeabe noted with a balance of

the Reynoldstresses clearly bthe distribution downstream.

a) O b) 6

c) S% d) Q¥

Figure28: Contours of Reynold WUHVY FRPSROHOWY FRPSXWHG E\ '560 IRU
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a) O b) 6

c) S d) s

Figure29: Contours of reconstructed ReyngldsWUHVY FRPSRQHQWY IURP ='(6 , IRU (°
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a) O b) 6

c) S d) s

Figure30: Contours ofeconstruatd Reynoldsstress componenfoom ZDES I IRU (* DW .
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a) %G b) 6 G

c) 8%G d) GG

Figure31: Contours of reconstructed Reynckisess components normalized by turbulent kinetic energy
fromZDESIIIRU (* DW . f

Pressure spectra
Higher frequency content is also presenthe solutions mainly in the ZDES simulation®robes
were set in the computational domain in order to record the time evolution of the field variables. The

spectra of the pressure fluctuatians plottedfor several locations along the shear layer and close to the

wall in the recirculation bubblérhey were computed using Welch metfj8d]{with Hamming window

and 50% overlap, with an averaging over at least 10kblothe Power Spectral DensityPGD of

pressure fluctuatiofs(f) is plotted in red in logog scales, whiléts normalized counterpaiBg) : B; 0ébis
plotted inbluein linearlog scales, withé® L ij ):B @R ijﬂ B ):B; @ . KB. This second plot thus

directly gives the contribution of each frequency banith¢oRMS pressure fluctuations.
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The first region of interest is the shear layer, with probes locat#d,&% and24% chord|Figure32

Figure33landFigure34). The two ZDES simulations give very similar spectra for all prdbegure 32

to[Figure34{d and e) At the first location{Figure 32), right downstram the upper edge of the ridge,ythe

show highfrequency content in the range 168@000 Hz or equivalently Strouhal numbers in the range
30-800. It corresponds to the turbulent fluctuations due to the large scales captured in the simulations,
confirming that the destabilization of the shear layer is very fast in the simulations. As expected, the

spectra show a widening of the hiffequency fluctutions towards lower frequencieghen moving

downstream|KFigure 33| [Figure 341, because of the thickening of the shear layiéris range of

frequencies is modelled by DRSM and therefore it cannot appear in the captured (§jpgoteBd2| to

Figure34|c). However, a few lowrequency isolated peaks can be obseinatie DRSM spectra. Right

donwstream the spanwise ridgedure32), a first peak at a Strouhal numigbased on airfoil chord and

freestream veloty) of the order of 2 can be noted. It corresponds to the vortex shedding frequency which

is also noticeable in the unsteady loads. It does not appear in the ZDES spectra, probably because a too
short period of time was computéd this caseThis frequeng is clearly out of the range of turbulent
fluctuations captured by ZDES, showing that scaparation is valid in this case. At this location the
DRSM model also predicts a set of higher frequency peaks. When normalized by the local vorticity
thicknessinstead of airfoil chordestimated at 2.42m here, the corresponding Strouhal numbers are
equal to 5P Lrasxzrauturawrwazur The approximately integer ratio of frequencies
suggests that thegll are subharmonics dhe same lowirequency motion of the shear layer and of the

recirculation. A few isolated peaks alget out of the turbulent spectra of ZDES in the rafige L

rayyF r&wwhich may also be attributed to the same phenomena. In this casesegigon does

not apply anymore. Further downstregang(ire 33 Figure341, the DRSM simulation only predicts one

pressure peakhe frequency of which decreases along the chord. The ZDES simulations also predict
more spreaded peaks in the same requency rahgé&trouhal number based on local vorticity thickness

is equal to5P Lr&x{Fr&{tat 86 chord and to5P L r&tyF r& uyat 24% chord. This
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freguency range is typical of Kelvillelmholtz instabilitie§38]|[39](and thus corresponds to the rolling

up of the shear layer prior to vortex ddang. These peaks are at tlvery lowest frequenciesf the
turbulent spectrum and therefaeale separation does not hédd this part of the flow wherthe validity
of URANS may become questionable

a) DRSM b) ZDES

c) RANSspectrum d) Mesh | spectrum e) Meshll spectrum

Figure32: Pressure spectia the shear layeat 5% chord +top row: position of probe with velocity
contours; bottom row: spectfar DRSM (left) and ZDE3nesh | (middle) and Kright)
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a) DRSM b) ZDES

¢) RANS spectrum d) Mesh | spectrum e) Mesh Il spectrum

Figure33: Pressure spectra in the shear layer at 8% chtwrd row: position of probe with velocity
contours; bottom row: spectra for DRSM (left) and ZDES mesh | (middié)l (right)
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a) DRSM

¢) RANS spectrum

b) ZDES

d) Mesh | spectrum e) Mesh Il spectrum

Figure34. Pressure spectra in the shear layer at 24% chtm row: position of probe with velocity

contours; bottonnow: spectra for DRSM (left) and ZDES mesh | (middle) and Il (right)

The pressure spectra near the airfoil wall is now considered for two points located at 8% and 23%

chord|Figure 35||Figure 36

. The highfrequency content can still be noted in ZDES simulat{éngure

anc Figure36|d and e) showing that the captured turbulent fluctuations also affect the URANS part of

the simulationAs before, this part of the spectrum is modeled by DR®M therefore it is missing in the

corresponding spect

&igure 35

ang

Figure36

c¢). However, both ZDES and DRSM spectra also show a

lower frequency peak for a Strouhal number in the rabgé z F suat 8% chord,decreamg to

5R v F wat 23% chordThis last value is very close toettoneobtained in theshear layer at the same

chordwise location, so that this peak can be attributed to the fluctuation of the recirculation bubble due to

the KelvinrHelmholtz instability. The probe locateat 8% chord also sheva large peak for a Strouhal

number of the order of 2, corresponding to the oscillation of loads due to vortex shedding, which can also

be guessed in both ZDES spectra, probably because the magnitude of the turbulent spectier is smal

close to the wall where the methogerats in URANS mode. Again, scale separation between these low
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frequency unsteady phenomena and turbulence is valid, as turbulence applies to Strouhal numbers larger
than 30.

a) DRSM b) ZDES

¢) RANS spectrum d) Mesh Ispectrum e) Mesh Il spectrum

Figure35: Pressure spectra near the wall at 8% chtinb row: position of probe with velocity contours;
bottom row: spectra for DRSM (left) and ZDES mesh | (middle) and Il (right)
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a) DRSM b) ZDES

¢) RANS spectrum d) Mesh | spectrum e) Mesh Il spectrum

Figure36. Pressure spectra near the wall at 23% chsiogh row: position of probe with velocity
contours; bottom row: spectra for DRSM (left) and ZD&&sh | (middle) and 1l (right)

Synthesis

To conclude, beside the filtering effect of RANS resulting in a much richer freqspecyraof the
ZDES solutioms, the unsteadphenomenaaptured byDRSM qualitativelyfit the lowfrequency content
of ZDES.Howewer, DRSM results tend to concentrate the unsteady part of the solution at a few discrete
frequencieswhile ZDES spreads it in a wider domaiin the same rangef frequenciesThis low
frequency content is mainly induced by the shear layer instability stosam the ridge ice shape, which
governs the vortex shedding downstream as well as the fluctuations of the recirculation $ubble.
phenomena interact with the turbulent content of the,flsa small overlaf the turbulent scales with
the larger frequencies computed by DR8buUId be observed. Howevescale separatn betweerthe

low-frequency sheddingnd turbulence seem to work reasonably well.

45
Submitted to AST



VI. Conclusions

This article presestia numerical investigation of the capability to predict flow around a NACA
23012 airfoil with two ice shapg a spanwise ridge and leading edge roughn8eseral turbulence
models have been tested (Spakdfinaras, Menter k& 667 +HOOVWHD D(Q &6 056I0 & 6 *
and SSG/LRR& as well as the ZDES approadiost of the simulations were performed with a grid
conforming to the actual ice shape, thus adding the difficulty of generating good quality structured grids
around such complex shapes.

In spite of its deficiencies in predicg some details of the flow, tH&A modelhas proven to be
numerically very robust and efficient, converging to steady states foesséidconfigurations. It also
provides a fair description of the complex flow separation phenomena over the full ddrivdarest of
the airfoil. The roughness case also allowed evaluating the roughness model applied to a clean airfoil grid,
showing satisfactory results once the equivalent sand grain height has been determined. In the present
work, the results with a bgdconforming grid at one single angle of attack were sufficiene$timating
it.

For the spanwise ridgehe SST and EARSM modelsere also tested. Thagquire a time
consistent method to converge to steady state, which is far from efficient. Furtaetheygenerally
provide too early stall with respect to the other models.

The DRSM model was more difficult to apply to such kind of geometaéthough mnificant
progress in terms of robustness and applicability was obtained by switching from & SSGUP XODWLRQ W
a SSG/LRR& RQH 2QH GLIILFXOW\ DVVRFLDWHG ZLWK WKLV NLQG RI |
traditional Boussinesq models, unsteady solutions are frequently obtained as soon as large flow separation
occurs, so that the computats have to be run in a tiraecurate mode. The unsteady solution has to be
subsequently timaveraged for comparison with experiment. Although it is clear that such kind of model
requires more extensive validation including a true grid convergence igsn8IiRSM predicts iced airfoll

aerodynamics and induced performance degradation similarf§Atcbut with different qualities and
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deficiencies. The solutions obtained are more expensive in terms of CPU requirements, but they include
more physical contentnore particularly flow unsteadiness, with lkequency results comparable to
thoseof ZDES for the spanwise ridge.

The ZDES method was applied only to one angle of attack of the spanwise ridge because of the higher
cost of such hybrid RANSES VLPXODWLRQV 7KH UHVXOWY REWDLQHG DUH DP
very close to the DRSM predictions. However, these two sets of simuldZDiES and DRSMalso
predict a too low suction in the recirculation bubble dstream the ridge ice shagep strong vortex
sheddingandtoo small mean pressure gradiémtthe reattachmerdownstream. While for ZDES this
might be due to a too narrow extension of the mesh along the span direction, this is not the case for
DRSM which is purely twalimensional. mdeed, it can be suspected that the discrepaatially comes
from threedimensional effects in the experiment, as the ridge ice shape was actualjiteasional in
the tests.

A comparison of the unsteady solutions computed with DRSM and ZB&S al® completed.
Although he relatively short period of time used for averaging resulted in a poor accuracy of the low
frequency content where the comparican only be qualitativeeasonabletatistical convergence could
be achiewed for higler frequencies The two modelisations capture vortex shedding dowstream the
recirculationin the same lowrequency range, resulting in similar effects on the mean flow. fi&ld
comparison of the pressure spectra at various locations in the field also mittiaatéeside the filtering
effect of the URANS approach which does not allow it to capture-firigiuency turbulent phenomena,
the lowfrequency response of both solutions pressmilarities with varyingcharacteristic frequencies
related to the fluctations of the recirculation bubble and the shedding of vorticity in the wake of the ridge
ice shape A very good comparison dfhe Reynolds stress tensor captured by ZD#® the one
modelled by DRSMs also obtained.

Finally, these simulations of i@ffect on airfoil performance suggebat a geometrically 2D analysis
of the problem may not be appropriate because ice shapes are 3D. This may explain some of the
discrepancies observed in the present work.
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