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# COMPLEX SEMISIMPLE QUANTUM GROUPS AND REPRESENTATION THEORY 

CHRISTIAN VOIGT AND ROBERT YUNCKEN

[^0]
## Introduction

The theory of quantum groups, originating from the study of integrable systems, has seen a rapid development from the mid 1980's with far-reaching connections to various branches of mathematics, including knot theory, representation theory and operator algebras, see [25], [57], [17]. While the term quantum group itself has no precise definition, it is used to denote a number of related constructions, including in particular quantized universal enveloping algebras of semisimple Lie algebras and, dually, deformations of the algebras of polynomial functions on the corresponding semisimple groups. In operator algebras, the theory of locally compact quantum groups [54] is a powerful framework which allows one to extend Pontrjagin duality to a fully noncommutative setting.

In both the algebraic and the analytic theory of quantum groups, an important role is played by the Drinfeld double, also known as the quantum double, which is designed to produce solutions to the quantum Yang-Baxter equation. While the algebraic version of this construction, due to Drinfeld, appears already in 25], the analytical analogue of the Drinfeld double was defined and studied first by Podleś and Woronowicz in 63].

If one applies the Drinfeld double construction to the Hopf algebra of functions on the $q$-deformation of a compact semisimple Lie group then in accordance with the quantum duality principle [25], 30], the resulting quantum group can be viewed as a quantization of the corresponding complex semisimple group. This fact, which was exhibited in [63] in the case of the quantum Lorentz group $S L_{q}(2, \mathbb{C})$, is key to understanding the structure of these Drinfeld doubles. More precisely, one can transport techniques from the representation theory of classical complex semisimple groups to the quantum situation, and it turns out that the main structural results carry over, albeit with sometimes quite different proofs.

These notes contain an introduction to the theory of complex semisimple quantum groups, that is, Drinfeld doubles of compact quantum groups arising from $q$-deformations. Our main aim is to present the classification of irreducible HarishChandra modules for these quantum groups, or equivalently the irreducible YetterDrinfeld modules of $q$-deformations of compact semisimple Lie groups. We also treat some operator algebraic aspects of these constructions, but we put our main emphasis on the algebraic considerations based on quantized universal enveloping algebras.

The main reason for going into a considerable amount of detail on the algebraic side is that the existing literature does not quite contain the results in the form needed for our purposes. Many authors work over the field $\mathbb{Q}(q)$ of rational functions in $q$, while we are mainly interested in the case that $q \in \mathbb{C}^{\times}$is not a root of unity. Although it is folklore that this does not affect the general theory in a serious way, there are subtle differences which are easily overlooked, in particular when it comes to Verma modules and Harish-Chandra bimodules. In addition, different conventions are used in the literature, which can make it cumbersome to combine results from different sources.

In the first part of these notes, consisting of Chapters 1 and 2 we work over a general ground field $\mathbb{K}$ and a deformation parameter $q \in \mathbb{K}^{\times}$which is not a root of unity. Technically, this means that one has to start from an element $s \in \mathbb{K}$ such that $s^{L}=q$ for a certain number $L \in \mathbb{N}$ depending on the type of the underlying semisimple Lie algebra. No assumptions on the characteristic of $\mathbb{K}$ are made, and in particular we shall not rely on specialization at $q=1$ in order to transport results from the classical situation to the quantum case. However, we shall freely use general constructions and facts from classical Lie theory as can be found, for instance, in [35].

In the second part of the notes, consisting of Chapters 3, 4 and 5, we restrict ourselves to the case $\mathbb{K}=\mathbb{C}$ and assume that $q=e^{h} \neq 1$ is a positive real number. Some parts of the material could be developed in greater generality, but for certain arguments the specific properties of the ground field $\mathbb{C}$ and its exponential map do indeed play a role. This is the case, for instance, for the characterization of dominant and antidominant weights in Chapter 4.

We have used a number of textbooks as the basis of our presentation, let us mention in particular the books by Lusztig [57], Jantzen [39], Klimyk and Schmüdgen [48, Chari and Pressley [17, Brown and Goodearl [15], and the book by Humphreys on category $\mathcal{O}$ in the classical setting 37. The key source for the second half of these notes is the book by Joseph [41, which in turn builds to a large extent on work of Joseph and Letzter. Our account is largely self-contained, the only notable exception being the section on separation of variables in Chapter 2, which relies on the theory of canonical bases. Nonetheless, we assume that the reader has some previous acquaintance with quantum groups, and we have kept short those arguments which can be easily found elsewhere. Let us also point out that our bibliography is far from complete, and the reader should consult the above mentioned sources for a historically accurate attribution of the results covered here, along with much more background and motivation.

Let us now explain in detail how this text is organized.
In Chapter 1 we review the theory of Hopf algebras and multiplier Hopf algebras. While the basics of Hopf algebras can be found in numerous textbooks, the nonunital version, developed by Van Daele [73], 74] under the name of multiplier Hopf algebras, is not as widely known. Multiplier Hopf algebras provide a natural setting for the study of some aspects of quantized enveloping algebras, like the universal $R$-matrix. Moreover, they are a very useful tool for studying the link between the algebraic and analytic theory of quantum groups 51]. Since only a limited amount of the general theory of multiplier Hopf algebras is needed for our purposes, we refer to the original sources for most of the proofs.

Chapter 2 contains an exposition of the basic theory of quantized universal enveloping algebras. Most of the material is standard, but we have made an effort to establish uniform conventions and notation. We work throughout with what is often called the simply connected version of $U_{q}(\mathfrak{g})$. This is crucial for some of the more advanced parts of the theory, notably in connection with the $l$-functionals. Our discussion of the braid group action on $U_{q}(\mathfrak{g})$ and its modules is significantly more detailed than what can be found in the standard textbooks. We have also tried to simplify and streamline various arguments in the literature, in particular we avoid some delicate filtration arguments in 41] in the proof of Noetherianity of the locally finite part of $U_{q}(\mathfrak{g})$.

In Chapter 3 we introduce our main object of study, namely complex semisimple quantum groups. These quantum groups can be viewed as quantizations of complex semisimple Lie groups viewed as real groups. As indicated above, they are obtained by applying the quantum double construction to compact semisimple quantum groups. We discuss the structure of complex quantum groups as locally compact quantum groups, including their Haar weights and dual Haar weights.

The remaining two chapters are devoted to representation theory. Chapter 4 contains a discussion of category $\mathcal{O}$ for quantized universal enveloping algebras. This is parallel to the theory for classical universal enveloping algebras, but some peculiar new features arise in the quantum situation due to the periodicity in the space of purely imaginary weights.

Finally, Chapter 5, covers the representation theory of complex semisimple quantum groups and their associated Harish-Chandra modules. We also provide a detailed account of intertwining operators, by taking advantage of the relation between the category of Harish-Chandra modules and category $\mathcal{O}$. This both simplifies and extends the work by Pusz and Woronowicz [66], [64] on the quantum Lorentz group $S L_{q}(2, \mathbb{C})$.

Let us conclude with some remarks on notation and conventions. By default, an algebra is a unital associative algebra over a commutative ground ring, which will typically be a field $\mathbb{K}$. In some situations we have to deal with non-unital algebras and their multiplier algebras, but it should always be clear from the context when a non-unital algebra appears. Unadorned tensor products are over the ground field $\mathbb{K}$. In some situations we also use $\otimes$ to denote the tensor product of Hilbert spaces, the spatial tensor product of von Neumann algebras, or the minimal tensor product of $C^{*}$-algebras. Again, the meaning should be clear from the context.

Let us note that we have aimed to make the transition between the algebraic and analytic points of view as convenient as possible. This results in some slightly unconventional choices for the algebraically-minded reader, in particular in terms of the pairing between quantized enveloping algebras and their dual function algebras, which we define to be skew-pairings by default.

Last but not least, it is a pleasure to thank a number of people with whom we have discussed aspects of quantum groups and representation theory over the past few years. Let us mention in particular Y. Arano, P. Baumann, K. A. Brown, I. Heckenberger, N. Higson, U. Krähmer, S. Neshveyev, S. Riche and D. Vogan; we are grateful to all of them for sharing their insight with us.
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## 1. Multiplier Hopf algebras

In this chapter we collect definitions and basic results regarding Hopf algebras and multiplier Hopf algebras. Algebras are not assumed to have identities in general. Throughout we shall work over an arbitrary base field $\mathbb{K}$, and all tensor products are over $\mathbb{K}$.
1.1. Hopf algebras. The language of Hopf algebras is the starting point for the study of noncommutative symmetries. In this section we collect some basic definitions and facts from the theory. There is a large variety of textbooks devoted to Hopf algebras and quantum groups where more information can be found, let us mention in particular [17, [39, [47, 48 .

An algebra is a vector space $H$ together with a linear map $m: H \otimes H \rightarrow H$ such that the diagram

is commutative. An algebra $H$ is called unital if there exists a linear map $u: \mathbb{K} \rightarrow H$ such that the diagram

is commutative. Here the isomorphisms are induced by scalar multiplication. As usual, we write $f g$ for $m(f \otimes g)$, and $1_{H}$ or simply 1 for $u(1)$ in the unital case.

A (unital) algebra homomorphism between (unital) algebras $A$ and $B$ is a linear $\operatorname{map} \varphi: A \rightarrow B$ such that $\varphi m_{A}=m_{B}(\varphi \otimes \varphi)$ (and $\varphi u_{A}=u_{B}$ in the unital case). Here $m_{A}, m_{B}$ denote the multiplication maps of $A$ and $B$, respectively, and $u_{A}, u_{B}$ the unit maps in the unital case. In other words, $\varphi$ is an algebra homomorphism iff $\varphi(f g)=\varphi(f) \varphi(g)$ for all $f, g \in A$, and additionally $\varphi\left(1_{A}\right)=1_{B}$ in the unital case.

By definition, a coalgebra is a vector space $H$ together with a linear map $\Delta$ : $H \rightarrow H \otimes H$ such that the diagram

is commutative. A coalgebra $H$ is called counital if there exists a linear map $\epsilon: H \rightarrow \mathbb{K}$ such that the diagram

is commutative.
We shall use the Sweedler notation

$$
\Delta(c)=c_{(1)} \otimes c_{(2)}
$$

when performing computations in coalgebras, where we are suppressing a summation on the right-hand side. For instance, the counit axiom reads $\epsilon\left(c_{(1)}\right) c_{(2)}=c=$ $c_{(1)} \epsilon\left(c_{(2)}\right)$ in this notation.

In analogy to the case of algebras, a (counital) coalgebra homomorphism between (counital) coalgebras $C$ and $D$ is a linear map $\varphi: C \rightarrow D$ such that $(\varphi \otimes \varphi) \Delta_{C}=$ $\Delta_{D} \varphi$ (and $\epsilon_{D} \varphi=\epsilon_{C}$ in the counital case).

If $C$ is a (counital) coalgebra then the linear dual space $C^{*}=\operatorname{Hom}(C, \mathbb{K})$ is a (unital) algebra with multiplication

$$
(f g, c)=\left(f, c_{(1)}\right)\left(g, c_{(2)}\right)
$$

(and unit element $\epsilon_{C}$ ). Here (, ) denotes the canonical pairing between $C$ and $C^{*}$.
Conversely, if $A$ is a finite dimensional (unital) algebra, then the linear dual space $A^{*}$ becomes a (counital) coalgebra using the transpose $m^{*}: A^{*} \rightarrow(A \otimes A)^{*} \cong$ $A^{*} \otimes A^{*}$ of the multiplication map $m: A \otimes A \rightarrow A$ (and counit $\left.\epsilon(f)=f(1)\right)$. We point out that if $A$ is infinite dimensional this will typically break down since then $(A \otimes A)^{*} \neq A^{*} \otimes A^{*}$.

However, at least in the finite dimensional situation, we have a complete duality between algebras and coalgebras. This can be used to transport concepts from algebras to coalgebras and vice versa. For instance, a coalgebra $C$ is called cosimple if it does not admit any proper subcoalgebras. Here a subcoalgebra of $C$ is a linear subspace $D \subset C$ such that $\Delta(D) \subset D \otimes D$. This notion corresponds to simplicity for the dual algebra $A$. A coalgebra is called cosemisimple if it is a direct sum of its simple subcoalgebras.

A basic example of a cosimple coalgebra is the dual coalgebra $C=M_{n}(\mathbb{K})^{*}$ of the algebra of $n \times n$-matrices over $\mathbb{K}$. Explicitly, the coproduct of $C$ is given by

$$
\Delta\left(u_{i j}\right)=\sum_{k=1}^{n} u_{i k} \otimes u_{k j}
$$

for $1 \leq i, j \leq n$, where the elements $u_{i j} \in C$ are dual to the basis of standard matrix units for $M_{n}(\mathbb{K})$. All cosemisimple coalgebras we will encounter later on are direct sums of such cosimple matrix coalgebras.

A Hopf algebra structure is the combination of the structures of a unital algebra and a counital coalgebra as follows.

Definition 1.1. A bialgebra is a unital algebra $H$ which is at the same time a counital coalgebra such that the comultiplication $\Delta: H \rightarrow H \otimes H$ and the counit $\epsilon: H \rightarrow \mathbb{K}$ are algebra homomorphisms.
A bialgebra is a Hopf algebra if there exists a linear map $S: H \rightarrow H$, called the antipode, such that the diagrams

are commutative.
In the definition of a bialgebra, one can equivalently require that the multiplication map $m$ and the unit map $u$ are coalgebra homomorphisms.

For many examples of Hopf algebras the antipode $S$ is an invertible linear map. We write $S^{-1}$ for the inverse of $S$ in this situation. We remark that $S$ is always invertible if $H$ is a finite dimensional Hopf algebra.

If $H$ is a finite dimensional Hopf algebra then the dual space $\hat{H}=H^{*}=$ $\operatorname{Hom}(H, \mathbb{K})$ can be naturally equipped with a Hopf algebra structure with comultiplication $\hat{\Delta}: \hat{H} \rightarrow \hat{H} \otimes \hat{H}$ and counit $\hat{\epsilon}$ such that

$$
\begin{aligned}
(x y, f) & =(x \otimes y, \Delta(f)) \\
(\hat{\Delta}(x), f \otimes g) & =(x, g f) \\
\hat{\epsilon}(x) & =(x, 1) \\
(\hat{S}(x), f) & =\left(x, S^{-1}(f)\right)
\end{aligned}
$$

for all $x, y \in \hat{H}$ and $f, g \in H$. Here (, ) denotes the canonical pairing between $H$ and $\hat{H}$, or $H \otimes H$ and $\hat{H} \otimes \hat{H}$ respectively, given by evaluation. Note that we are choosing the convention whereby $\hat{H}$ and $H$ are skew-paired, in the sense that the comultiplication $\hat{\Delta}$ is dual to the opposite multiplication $f \otimes g \mapsto g f$.

In order to generalize this construction to certain infinite dimensional examples we shall work with the theory of multiplier Hopf algebras discussed in the next section.
1.2. Multiplier Hopf algebras. The theory of multiplier Hopf algebras developed by van Daele and his coauthors [74, [23, [24] is an extension of the theory of Hopf algebras to the case where the underlying algebras do not necessarily have identity elements.
1.2.1. Essential algebras. In order to obtain a reasonable theory, it is necessary to impose some conditions on the multiplication of an algebra. We will work with algebras that are essential in the following sense.

Definition 1.2. An algebra $H$ is called essential if $H \neq 0$ and the multiplication map induces an isomorphism $H \otimes_{H} H \cong H$.

Clearly, every unital algebra is essential.
More generally, assume that $H$ has local units in the sense that for every finite set of elements $h_{1}, \ldots, h_{n} \in H$ there exists $u, v \in H$ such that $u h_{j}=h_{j}$ and $h_{j} v=h_{j}$ for all $j$. Then $H$ is essential. Regular multiplier Hopf algebras, to be defined below, automatically have local units, see 24.

The prototypical example of a non-unital essential algebra to keep in mind is an algebra of the form

$$
H=\bigoplus_{i \in I} A_{i}
$$

where $\left(A_{i}\right)_{i \in I}$ is a family of unital algebras and multiplication is componentwise. In fact, all non-unital essential algebras that we will encounter later on are of this form.

Let $H$ be an algebra. A left $H$-module $V$ is called essential if the canonical map $H \otimes_{H} V \rightarrow V$ is an isomorphism. An analogous definition can be given for right modules. In particular, an essential algebra $H$ is an essential left and right module over itself.
1.2.2. Algebraic multiplier algebras. To proceed further we need to discuss multipliers. A left multiplier for an algebra $H$ is a linear map $L: H \rightarrow H$ such that $L(f g)=L(f) g$ for all $f, g \in H$. Similarly, a right multiplier is a linear map $R: H \rightarrow H$ such that $R(f g)=f R(g)$ for all $f, g \in H$. We let $\mathcal{M}_{l}(H)$ and $\mathcal{M}_{r}(H)$ be the spaces of left and right multipliers, respectively. These spaces become algebras with multiplication given by composition of maps.

Definition 1.3. The algebraic multiplier algebra $\mathcal{M}(H)$ of an algebra $H$ is the space of all pairs $(L, R)$ where $L$ is a left multiplier and $R$ is a right multiplier for $H$ such that $f L(g)=R(f) g$ for all $f, g \in H$.

The algebra structure of $\mathcal{M}(H)$ is inherited from $\mathcal{M}_{l}(H) \oplus \mathcal{M}_{r}(H)$. There is a natural homomorphism $\iota: H \rightarrow \mathcal{M}(H)$. By construction, $H$ is a left and right $\mathcal{M}(H)$-module in a natural way.

In the case that $H=\bigoplus_{i \in I} A_{i}$ is a direct sum of unital algebras $A_{i}$ for $i \in I$, it is straightforward to check that

$$
\mathcal{M}(H) \cong \prod_{i \in I} A_{i}
$$

is the direct product of the algebras $A_{i}$.
Let $H$ and $K$ be algebras and let $\varphi: H \rightarrow \mathcal{M}(K)$ be a homomorphism. Then $K$ is a left and right $H$-module in an obvious way. We say that the homomorphism $\varphi: H \rightarrow \mathcal{M}(K)$ is essential if it turns $K$ into an essential left and right $H$-module, that is, we require $H \otimes_{H} K \cong K \cong K \otimes_{H} H$. Note that the identity map id : $H \rightarrow H$ defines an essential homomorphism $H \rightarrow \mathcal{M}(H)$ iff the algebra $H$ is essential.

Lemma 1.4. Let $H$ be an algebra and let $\varphi: H \rightarrow \mathcal{M}(K)$ be an essential homomorphism into the multiplier algebra of an essential algebra $K$. Then there exists a unique unital homomorphism $\Phi: \mathcal{M}(H) \rightarrow \mathcal{M}(K)$ such that $\Phi \iota=\varphi$ where $\iota: H \rightarrow \mathcal{M}(H)$ is the canonical map.

Proof. We obtain a linear map $\Phi_{l}: \mathcal{M}_{l}(H) \rightarrow \mathcal{M}_{l}(K)$ by

$$
\mathcal{M}_{l}(H) \otimes K \cong \mathcal{M}_{l}(H) \otimes H \otimes_{H} K \xrightarrow{m \otimes \mathrm{id}} H \otimes_{H} K \cong K
$$

and accordingly a linear map $\Phi_{r}: \mathcal{M}_{r}(H) \rightarrow \mathcal{M}_{r}(K)$ by

$$
K \otimes \mathcal{M}_{r}(H) \cong K \otimes_{H} H \otimes \mathcal{M}_{r}(H) \xrightarrow{\text { id } \otimes m} K \otimes_{H} H \cong K
$$

It is straightforward to check that $\Phi((L, R))=\left(\Phi_{l}(L), \Phi_{r}(R)\right)$ defines a unital homomorphism $\Phi: \mathcal{M}(H) \rightarrow \mathcal{M}(K)$ such that $\Phi \iota=\varphi$. Uniqueness of $\Phi$ follows from the fact that $\varphi(H) \cdot K=K$ and $K \cdot \varphi(H)=K$.

We note that essential homomorphisms behave well under tensor products. More precisely, assume that $H_{1}, H_{2}$ are essential algebras and let $\varphi_{1}: H_{1} \rightarrow \mathcal{M}\left(K_{1}\right)$ and $\varphi_{2}: H_{2} \rightarrow \mathcal{M}\left(K_{2}\right)$ be essential homomorphisms into the multiplier algebras of algebras $K_{1}$ and $K_{2}$. Then the induced homomorphism $\varphi_{1} \otimes \varphi_{2}: H_{1} \otimes H_{2} \rightarrow$ $\mathcal{M}\left(K_{1} \otimes K_{2}\right)$ is essential.

Following the terminology of van Daele, we say that an algebra $H$ is nondegenerate if the multiplication map $H \times H \rightarrow H$ defines a nondegenerate bilinear pairing. That is, $H$ is nondegenerate iff $f g=0$ for all $g \in H$ implies $f=0$ and $f g=0$ for all $f$ implies $g=0$. These conditions can be reformulated by saying that the natural maps

$$
H \rightarrow \mathcal{M}_{l}(H), \quad H \rightarrow \mathcal{M}_{r}(H)
$$

are injective. In particular, for a nondegenerate algebra the canonical map $H \rightarrow$ $\mathcal{M}(H)$ is injective.

Nondegeneracy of an algebra is a consequence of the existence of a faithful linear functional in the following sense.

Definition 1.5. Let $H$ be an algebra. A linear functional $\omega: H \rightarrow \mathbb{K}$ is called faithful if $\omega(f g)=0$ for all $g$ implies $f=0$ and $\omega(f g)=0$ for all $f$ implies $g=0$.
1.2.3. Multiplier Hopf algebras. In this subsection we introduce the notion of a multiplier Hopf algebra.

Let $H$ be an essential algebra and let $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ be a homomorphism. The left Galois maps $\gamma_{l}, \gamma_{r}: H \otimes H \rightarrow \mathcal{M}(H \otimes H)$ for $\Delta$ are defined by

$$
\gamma_{l}(f \otimes g)=\Delta(f)(g \otimes 1), \quad \gamma_{r}(f \otimes g)=\Delta(f)(1 \otimes g)
$$

Similarly, the right Galois maps $\rho_{l}, \rho_{r}: H \otimes H \rightarrow \mathcal{M}(H \otimes H)$ for $\Delta$ are defined by

$$
\rho_{l}(f \otimes g)=(f \otimes 1) \Delta(g), \quad \rho_{r}(f \otimes g)=(1 \otimes f) \Delta(g)
$$

These maps, or rather their appropriate analogues on the Hilbert space level, play an important role in the analytical study of quantum groups [5], [54]. Our terminology originates from the theory of Hopf-Galois extensions, see for instance 60 .

We say that an essential homomorphism $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ is a comultiplication if it is coassociative, that is, if

$$
(\Delta \otimes \mathrm{id}) \Delta=(\mathrm{id} \otimes \Delta) \Delta
$$

holds. Here both sides are viewed as maps from $H$ to $\mathcal{M}(H \otimes H \otimes H)$. An essential algebra homomorphism $\varphi: H \rightarrow \mathcal{M}(K)$ between algebras with comultiplications is called a coalgebra homomorphism if $\Delta \varphi=(\varphi \otimes \varphi) \Delta$.

We need some more terminology. The opposite algebra $H^{\mathrm{opp}}$ of $H$ is the space $H$ equipped with the opposite multiplication. That is, the multiplication $m^{\mathrm{opp}}$ in $H^{\mathrm{opp}}$ is defined by $m^{\mathrm{opp}}=m \sigma$ where $m: H \otimes H \rightarrow H$ is the multiplication in $H$ and $\sigma: H \otimes H \rightarrow H \otimes H$ is the flip map given by $\sigma(f \otimes g)=g \otimes f$. An algebra antihomomorphism between $H$ and $K$ is an algebra homomorphism from $H$ to $K^{\mathrm{opp}}$. Equivalently, an algebra antihomomorphism can be viewed as an algebra homomorphism $H^{\mathrm{opp}} \rightarrow K$. If $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ is a comultiplication then $\Delta$ also defines a comultiplication $H^{\mathrm{opp}} \rightarrow \mathcal{M}\left(H^{\mathrm{opp}} \otimes H^{\mathrm{opp}}\right)$.

Apart from changing the order of multiplication we may also reverse the order of a comultiplication. If $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ is a comultiplication then the opposite comultiplication $\Delta^{\mathrm{cop}}$ is the essential homomorphism from $H$ to $\mathcal{M}(H \otimes H)$ defined by $\Delta^{\text {cop }}=\sigma \Delta$. Here $\sigma: \mathcal{M}(H \otimes H) \rightarrow \mathcal{M}(H \otimes H)$ is the extension of the flip map to multipliers. We write $H^{\text {cop }}$ for $H$ equipped with the opposite comultiplication. Using opposite comultiplications we obtain the notion of a coalgebra antihomomorphism. That is, a coalgebra antihomomorphism between $H$ and $K$ is a coalgebra homomorphism from $H$ to $K^{\text {cop }}$, or equivalently, from $H^{\text {cop }}$ to $K$.

Let us now give the definition of a multiplier Hopf algebra [73].
Definition 1.6. A multiplier Hopf algebra is an essential algebra $H$ together with a comultiplication $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ such that the Galois maps $\gamma_{r}, \rho_{l}$ are isomorphisms from $H \otimes H$ to $H \otimes H \subset \mathcal{M}(H \otimes H)$.

A regular multiplier Hopf algebra is an essential algebra $H$ together with a comultiplication $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ such that all Galois maps $\gamma_{l}, \gamma_{r}, \rho_{l}, \rho_{r}$ are isomorphisms from $H \otimes H$ to $H \otimes H$.

A morphism between multiplier Hopf algebras $H$ and $K$ is an essential algebra homomorphism $\alpha: H \rightarrow \mathcal{M}(K)$ such that $(\alpha \otimes \alpha) \Delta=\Delta \alpha$.

Note that a multiplier Hopf algebra $H$ is regular iff $H^{\text {opp }}$ is a multiplier Hopf algebra, or equivalently, iff $H^{\text {cop }}$ is a multiplier Hopf algebra.

We have the following fundamental result due to van Daele [73].
Theorem 1.7. Let $H$ be a multiplier Hopf algebra. Then there exists an essential algebra homomorphism $\epsilon: H \rightarrow \mathbb{K}$ and an algebra antihomomorphism $S: H \rightarrow$ $\mathcal{M}(H)$ such that

$$
(\epsilon \otimes \mathrm{id}) \Delta=\mathrm{id}=(\mathrm{id} \otimes \epsilon) \Delta
$$

and

$$
m(S \otimes \mathrm{id}) \gamma_{r}=\epsilon \otimes \mathrm{id}, \quad m(\mathrm{id} \otimes S) \rho_{l}=\mathrm{id} \otimes \epsilon
$$

If $H$ is a regular multiplier Hopf algebra, then $S$ is a linear isomorphism from $H$ to $H$.

If follows from Theorem 1.7 that Definition 1.6 reduces to the definition of Hopf algebras in the unital case. A unital regular multiplier Hopf algebra is the same thing as a Hopf algebra with invertible antipode.

We will be exclusively interested in regular multiplier Hopf algebras. For a regular multiplier Hopf algebra, the antipode $S$ is a coalgebra antihomomorphism, that is, it satisfies $(S \otimes S) \Delta=\Delta^{\mathrm{cop}} S$, see [73].

Given a multiplier Hopf algebra we will again use the Sweedler notation

$$
\Delta(f)=f_{(1)} \otimes f_{(2)}
$$

for the comultiplication of $H$. This is useful for writing calculations formally, although in principle one always has to reduce everything to manipulations with Galois maps.
1.3. Integrals. In this section we discuss integrals for multiplier Hopf algebras. For a detailed treatment we refer to [74]. The case of ordinary Hopf algebras can be found in 69.
1.3.1. The definition of integrals. Let $H$ be a regular multiplier Hopf algebra. For technical reasons we shall suppose throughout that $H$ admits a faithful linear functional, see Definition 1.5. As noted before that definition, we may therefore view $H$ as a subalgebra of the algebraic multiplier algebra $\mathcal{M}(H)$. An analogous statement applies to tensor powers of $H$.

Assume that $\omega$ is a linear functional on $H$. Then we define for any $f \in H$ a multiplier $(\operatorname{id} \otimes \omega) \Delta(f) \in \mathcal{M}(H)$ by

$$
\begin{aligned}
(\mathrm{id} \otimes \omega) \Delta(f) \cdot g & =(\mathrm{id} \otimes \omega) \gamma_{l}(f \otimes g) \\
g \cdot(\mathrm{id} \otimes \omega) \Delta(f) & =(\mathrm{id} \otimes \omega) \rho_{l}(g \otimes f)
\end{aligned}
$$

To check that this is indeed a two-sided multiplier observe that

$$
(f \otimes 1) \gamma_{l}(g \otimes h)=\rho_{l}(f \otimes g)(h \otimes 1)
$$

for all $f, g, h \in H$. In a similar way we define $(\omega \otimes \mathrm{id}) \Delta(f) \in \mathcal{M}(H)$ by

$$
\begin{aligned}
& (\omega \otimes \mathrm{id}) \Delta(f) \cdot g=(\omega \otimes \mathrm{id}) \gamma_{r}(f \otimes g) \\
& g \cdot(\omega \otimes \mathrm{id}) \Delta(f)=(\omega \otimes \mathrm{id}) \rho_{r}(g \otimes f) .
\end{aligned}
$$

Definition 1.8. Let $H$ be a regular multiplier Hopf algebra. A linear functional $\phi: H \rightarrow \mathbb{K}$ is called a left invariant integral if

$$
(\mathrm{id} \otimes \phi) \Delta(f)=\phi(f) 1
$$

for all $f \in H$. Similarly, a linear functional $\psi: H \rightarrow \mathbb{K}$ is called a right invariant integral if

$$
(\psi \otimes \mathrm{id}) \Delta(f)=\psi(f) 1
$$

for all $f \in H$.
Definition 1.9. A regular multiplier Hopf algebra with integrals is a regular multiplier Hopf algebra $H$ together with a faithful left invariant functional $\phi: H \rightarrow \mathbb{K}$ and a faithful right invariant functional $\psi: H \rightarrow \mathbb{K}$.

Note that the existence of one of $\phi$ or $\psi$ is sufficient. More precisely, one obtains a faithful right/left invariant functional by taking a faithful left/right invariant functional and precomposing with the antipode.

It can be shown that left/right invariant integrals are always unique up to a scalar, see Section 3 in [74. Moreover, they are related by a modular element, that is, there exists an invertible multiplier $\delta \in M(H)$ such that

$$
(\phi \otimes \mathrm{id}) \Delta(f)=\phi(f) \delta
$$

for all $f \in H$. The multiplier $\delta$ is a group-like element in the sense that

$$
\Delta(\delta)=\delta \otimes \delta, \quad \epsilon(\delta)=1, \quad S(\delta)=\delta^{-1}
$$

It follows that a right invariant integral $\psi$ is defined by

$$
\psi(f)=\phi(f \delta)=\phi(\delta f)
$$

We say that $H$ is unimodular if $\delta=1$, or equivalently if we can choose $\psi=\phi$.
For ordinary (unital) Hopf algebras, the existence of integrals is closely related to cosemisimplicity.

Proposition 1.10. Let $H$ be a Hopf algebra. Then the following conditions are equivalent.
a) $H$ is cosemisimple.
b) $H$ admits a left and right invariant integral $\phi$ such that $\phi(1)=1$.

Proof. $a) \Rightarrow b)$ Assume that $H=\bigoplus_{\lambda \in \Lambda} C_{\lambda}$ is written as a direct sum of its simple coalgebras, and without loss of generality let us write $C_{0} \subset H$ for the onedimensional simple subcoalgebra spanned by $1 \in H$. Then we can define $\phi: H \rightarrow \mathbb{K}$ to be the projection onto $C_{0} \cong \mathbb{K}$. Since $\Delta\left(C_{\lambda}\right) \subset C_{\lambda} \otimes C_{\lambda}$ it is straightforward to check that $\phi$ is a left and right invariant integral such that $\phi(1)=1$.
$b) \Rightarrow a)$. Let us only sketch the argument. Firstly, using the invariant integral $\phi$ one proves that every comodule for $H$ is a direct sum of simple comodules. This is then shown to be equivalent to $H$ being cosemisimple. We refer to chapter 14 of [69] for the details.
1.3.2. The dual multiplier Hopf algebra. Given a regular multiplier Hopf algebra with integrals we shall introduce the dual multiplier Hopf algebra and discuss the Biduality Theorem. These constructions and results are due to van Daele [74].

We define $\hat{H}$ as the linear subspace of the dual space $H^{*}=\operatorname{Hom}(H, \mathbb{K})$ given by all functionals of the form $\mathcal{F}(f)$ for $f \in H$ where

$$
(\mathcal{F}(f), h)=\mathcal{F}(f)(h)=\phi(h f) .
$$

It can be shown that one obtains the same space of linear functions upon replacing $\phi$ by $\psi$, or reversing the order of multiplication under the integral in the above formula, see [74]. Note that these other choices correspond to reversing the multiplication or comultiplication of $H$, respectively.

Using the evaluation of linear functionals, we obtain the canonical pairing $\hat{H} \times$ $H \rightarrow \mathbb{K}$ by

$$
(x, f)=x(f)
$$

for $x \in \hat{H}$ and $h \in H$. Note that the formula for $\mathcal{F}(f)$ above can be used to extend this to a pairing $\hat{H} \times \mathcal{M}(H) \rightarrow \mathbb{K}$. In a similar way one obtains pairings between tensor powers of $H$ and $\hat{H}$.

Let us now explain how the space $\hat{H}$ can be turned into a regular multiplier Hopf algebra with integrals. We point out, however, that we work with the opposite comultiplication on $\hat{H}$ compared to the conventions in [74].

Theorem 1.11. Let $H$ be a regular multiplier Hopf algebra with integrals. The vector space $\hat{H}$ becomes a regular multiplier Hopf algebra with comultiplication $\hat{\Delta}$ : $\hat{H} \rightarrow \mathcal{M}(\hat{H} \otimes \hat{H})$, counit $\hat{\epsilon}: \hat{H} \rightarrow \mathbb{K}$, and antipode $\hat{S}: \hat{H} \rightarrow \hat{H}$, such that

$$
\begin{aligned}
(x y, f) & =(x \otimes y, \Delta(f)) \\
(\hat{\Delta}(x), f \otimes g) & =(x, g f) \\
\hat{\epsilon}(x) & =(x, 1) \\
(\hat{S}(x), f) & =\left(x, S^{-1}(f)\right)
\end{aligned}
$$

for $x, y \in \hat{H}$ and $f, g \in H$. A left invariant integral for $\hat{H}$ is given by

$$
\hat{\phi}(\mathcal{F}(f))=\epsilon(f)
$$

for $f \in H$.
Proof. We shall only sketch two parts of the argument; a central part of the proof consists in showing that the above formulas are well-defined.

Firstly, for $f, g \in H$ the product $\mathcal{F}(f) \mathcal{F}(g)$ in $\hat{H}$ is defined by

$$
\mathcal{F}(f) \mathcal{F}(g)=\phi\left(S^{-1}\left(g_{(1)}\right) f\right) \mathcal{F}\left(g_{(2)}\right)=(\mathcal{F} \otimes \phi) \gamma_{l}^{-1}(g \otimes f)
$$

Then formally using

$$
\begin{aligned}
(\mathcal{F}(f) \mathcal{F}(g))(h) & =(\mathcal{F}(f) \otimes \mathcal{F}(g), \Delta(h)) \\
& =\phi\left(h_{(1)} f\right) \phi\left(h_{(2)} g\right) \\
& =\phi\left(h_{(1)} g_{(2)} S^{-1}\left(g_{(1)}\right) f\right) \phi\left(h_{(2)} g_{(3)}\right) \\
& =\phi\left(S^{-1}\left(g_{(1)}\right) f\right) \phi\left(h g_{(2)}\right) \\
& =\phi\left(S^{-1}\left(g_{(1)}\right) f\right) \mathcal{F}\left(g_{(2)}\right)(h)
\end{aligned}
$$

we see that this agrees with the transposition of the coproduct of $H$. From the fact that the product can be described in this way it follows easily that multiplication in $\hat{H}$ is associative.

Secondly, assuming that $\hat{\Delta}$ is well-defined let us check that $\hat{\phi}$ is left invariant. For this we compute

$$
((\operatorname{id} \otimes \hat{\phi}) \hat{\Delta}(\mathcal{F}(f)), h)=\hat{\phi}(\mathcal{F}(h f))=\epsilon(f) \epsilon(h)=(1 \hat{\phi}(\mathcal{F}(f)), h)
$$

for any $h \in H$.
For the construction of the remaining structure maps and the verification of the axioms see 74].

We shall again use the Sweedler notation

$$
\hat{\Delta}(x)=x_{(1)} \otimes x_{(2)}
$$

for the comultiplication of $\hat{H}$. The compatibility between $H$ and $\hat{H}$ can be summarized as follows.

Proposition 1.12. Let $H$ be a regular multiplier Hopf algebra with integrals. Then the canonical evaluation pairing between $\hat{H}$ and $H$ satisfies

$$
(x y, f)=\left(x, f_{(1)}\right)\left(y, f_{(2)}\right), \quad(x, f g)=\left(x_{(2)}, f\right)\left(x_{(1)}, g\right)
$$

and

$$
(\hat{S}(x), f)=\left(x, S^{-1}(f)\right)
$$

for all $x, y \in \hat{H}$ and $f, g \in H$.

Note that the final relation implies

$$
\left(\hat{S}^{-1}(x), f\right)=(x, S(f))
$$

for all $x \in \hat{H}$ and $f \in H$.
The next major result is the Biduality Theorem, which states that $\hat{\hat{H}} \cong H$ as multiplier Hopf algebras. It is important to note, however, that under this isomorphism the canonical pairing $\hat{\hat{H}} \times \hat{H} \rightarrow \mathbb{K}$ will not correspond to evaluation between $H$ and $\hat{H}$. This is due to our choice to work with the coopposite comultiplication in the definition of the dual. We therefore introduce the following convention, which will apply throughout this work.

Definition 1.13. If $H$ is a regular multiplier Hopf algebra, we define the reverse pairing $H \times \hat{H} \rightarrow \mathbb{K}$ by

$$
(f, x)=\left(x, S^{-1}(f)\right)
$$

for all $f \in H, x \in \hat{H}$.
Let us stress that with these conventions, we have $(f, x) \neq(x, f)$ in general.
Since $\hat{H}$ is again a regular multiplier Hopf algebra with integrals, we can construct its dual. As in the case of finite dimensional Hopf algebras one has a duality result, see 74.

Theorem 1.14 (Biduality Theorem). Let $H$ be a regular multiplier Hopf algebra with integrals. Then the dual of $\hat{H}$ is isomorphic to $H$. The isomorphism is given by

$$
B: H \rightarrow \hat{\hat{H}} ; \quad B(f)(x)=(f, x)
$$

for $f \in H, x \in \hat{H}$.
Proof. Again we shall only give a brief sketch of the argument. The key step in the proof-which we will not carry out - is to show that $B$ is well-defined. Injectivity then follows from the nondegeneracy of the pairing (, ). The fact that $B$ is compatible with multiplication and comultiplication is a consequence of Proposition 1.12 .

Let us conclude this section by writing down a formula for the inverse of the Fourier transform $\mathcal{F}$.
Proposition 1.15. Let $H$ be a regular multiplier Hopf algebra. For any $x, y \in \hat{H}$ we have

$$
\left(y, \mathcal{F}^{-1}(x)\right)=\hat{\phi}\left(\hat{S}^{-1}(y) x\right)
$$

Proof. Let us first observe that for any $x \in \hat{H}, f \in H$ we have the formula

$$
x \mathcal{F}(f)=\left(x, S^{-1}\left(f_{(1)}\right)\right) \mathcal{F}\left(f_{(2)}\right)
$$

which can be confirmed by pairing each side with some $g \in H$ and using the left invariance of $\phi$. Then, using the proposed formula for $\mathcal{F}^{-1}$ from the proposition, we compute

$$
\left(y, \mathcal{F}^{-1} \mathcal{F}(f)\right)=\hat{\phi}\left(\hat{S}^{-1}(y) \mathcal{F}(f)\right)=\hat{\phi}\left(\mathcal{F}\left(f_{(2)}\right)\right)\left(y, f_{(1)}\right)=(y, f)
$$

for all $f \in H, y \in \hat{H}$. Since $\mathcal{F}$ is surjective by definition, we see that $\mathcal{F}$ is invertible with inverse $\mathcal{F}^{-1}$ as proposed.

If, as above, we identify the dual of $\hat{H}$ with $H$ via the reverse pairing $H \times \hat{H} \rightarrow \mathbb{K}$, then we can reinterpret the relation $\mathcal{F}^{-1} \mathcal{F}=$ id by saying that $\hat{\mathcal{F}}=\mathcal{F}^{-1}$. Indeed, notice that

$$
(\hat{\mathcal{F}}(x), y)=\hat{\phi}(y x)=\left(\hat{S}(y), \mathcal{F}^{-1}(x)\right)=\left(\mathcal{F}^{-1}(x), y\right)
$$

for all $x, y \in \hat{H}$.
This simple relation between $\mathcal{F}$ and $\hat{\mathcal{F}}$ is a feature of our conventions to work with the coopposite comultiplication on the dual.
1.4. The Drinfeld double - algebraic level. In this section we discuss the algebraic version of the Drinfeld double construction. This construction produces a regular multiplier Hopf algebra $L \bowtie K$ out of two regular multiplier Hopf algebras $K, L$ equipped with an invertible skew-pairing. For ordinary Hopf algebras-that is, in the situation that $K$ and $L$ are unital - this is covered in all standard textbooks, see for instance [48]. For a more detailed account in the non-unital setting we refer to [23].

This construction will be crucial for the later chapters, since the quantized convolution algebra of a complex semisimple group is defined as the Drinfeld double of the quantized convolution algebra of the associated compact form, see Section 3.4 for a precise statement.

Let us first discuss skew-pairings in the unital case. If $K$ and $L$ are Hopf algebras then a skew-pairing between $L$ and $K$ is simply a bilinear map $\tau: L \times K \rightarrow \mathbb{K}$ satisfying

$$
\begin{aligned}
\tau(x y, f) & =\tau\left(x, f_{(1)}\right) \tau\left(y, f_{(2)}\right) \\
\tau(x, f g) & =\tau\left(x_{(1)}, g\right) \tau\left(x_{(2)}, f\right) \\
\tau(1, f) & =\epsilon_{K}(f) \\
\tau(x, 1) & =\epsilon_{L}(x)
\end{aligned}
$$

for all $f, g \in K$ and $x, y \in L$.
In the non-unital case this needs to be phrased more carefully. Assume that $K, L$ are regular multiplier Hopf algebras and let $\tau: L \times K \rightarrow \mathbb{K}$ be a bilinear map. For $x \in L$ and $f \in K$ we define linear maps $\tau_{x}: K \rightarrow \mathbb{K}$ and ${ }_{f} \tau: L \rightarrow \mathbb{K}$ by

$$
\tau_{x}(g)=\tau(x, g), \quad{ }_{f} \tau(y)=\tau(y, f)
$$

We can then define multipliers $\tau\left(x_{(1)}, f\right) x_{(2)}=\left({ }_{f} \tau \otimes \mathrm{id}\right) \Delta_{L}(x), \tau\left(x_{(2)}, f\right) x_{(1)}=$ $\left(\mathrm{id} \otimes_{f} \tau\right) \Delta_{L}(x) \in \mathcal{M}(L)$ by first multiplying the outer leg of the coproduct of $x$ with elements of $L$, and then applying ${ }_{f} \tau$ to the first leg. In the same way one obtains multipliers $\tau\left(x, f_{(1)}\right) f_{(2)}=\left(\tau_{x} \otimes \mathrm{id}\right) \Delta_{K}(f), \tau\left(x, f_{(2)}\right) f_{(1)}=\left(\mathrm{id} \otimes \tau_{x}\right) \Delta_{K}(f) \in$ $\mathcal{M}(K)$.

We will say that the pairing $\tau$ is regular if the following two conditions are satisfied. Firstly, we require that all the multipliers defined above are in fact contained in $L$ and $K$, respectively, and not just in $\mathcal{M}(L)$ and $\mathcal{M}(K)$. Secondly, we require that the linear span of all $\tau\left(x_{(1)}, f\right) x_{(2)}$ is equal to $L$, and the linear span of all $\tau\left(x, f_{(1)}\right) f_{(2)}$ is equal to $K$, as well as the analogous conditions for the flipped comultiplications. It is shown in [23] that this implies that the multiplier

$$
\tau\left(x_{(1)}, f_{(1)}\right) x_{(2)} \otimes f_{(2)}
$$

of $\mathcal{M}(L \otimes K)$ is in fact contained in $L \otimes K$. The same holds for the multipliers obtained by flipping the comultiplications in this formula in one or both factors.

Definition 1.16. Let $K, L$ be regular multiplier Hopf algebras. A skew-pairing between $L$ and $K$ is a regular bilinear map $\tau: L \times K \rightarrow \mathbb{K}$ which satisfies
a) $\tau_{x y}(f)=\tau_{x}\left(\mathrm{id} \otimes \tau_{y}\right) \Delta_{K}(f)=\tau_{y}\left(\tau_{x} \otimes \mathrm{id}\right) \Delta_{K}(f)$
b) ${ }_{f g} \tau(x)={ }_{g} \tau\left(\mathrm{id} \otimes_{f} \tau\right) \Delta_{L}(x)={ }_{f} \tau\left({ }_{g} \tau \otimes \mathrm{id}\right) \Delta_{L}(x)$
for all $f, g \in K$ and $x, y \in L$.
Occasionally we will identify $\tau$ with its associated linear map $L \otimes K \rightarrow \mathbb{K}$ and write $\tau(x \otimes f)$ instead of $\tau(x, f)$.

Note that the conditions in Definition 1.16 are well-defined by the regularity assumption on $\tau$. Informally, these conditions can be written as

$$
\tau(x y, f)=\tau\left(x, f_{(1)}\right) \tau\left(y, f_{(2)}\right), \quad \tau(x, f g)=\tau\left(x_{(1)}, g\right) \tau\left(x_{(2)}, f\right)
$$

for $f, g \in K, x, y \in L$, as in the unital case explained above.
Regularity implies that the skew-pairing $\tau$ induces essential module structures of $K$ acting on $L$ and vice versa. More precisely, $K$ becomes an essential left $L$-module and an essential right $L$-module by

$$
x \triangleright f=\tau\left(x, f_{(2)}\right) f_{(1)}, \quad f \triangleleft x=\tau\left(x, f_{(1)}\right) f_{(2)}
$$

and $L$ becomes an essential left and right $K$-module by

$$
f \triangleright x=\tau\left(x_{(1)}, f\right) x_{(2)}, \quad x \triangleleft f=\tau\left(x_{(2)}, f\right) x_{(1)} .
$$

This means in particular that $\tau$ extends canonically to bilinear pairings $\mathcal{M}(L) \times$ $K \rightarrow \mathbb{K}$ and $L \times \mathcal{M}(K) \rightarrow \mathbb{K}$ by setting

$$
\tau(x, f)=\epsilon_{K}(x \triangleright f)=\epsilon_{K}(f \triangleleft x), \quad \tau(y, g)=\epsilon_{L}(g \triangleright y)=\epsilon_{L}(y \triangleleft g)
$$

for $x \in \mathcal{M}(L), f \in K$ and $y \in L, g \in \mathcal{M}(K)$, respectively. With this notation, we get in particular

$$
\tau(x, 1)=\epsilon_{L}(x), \quad \tau(1, f)=\epsilon_{K}(f)
$$

for all $x \in L, f \in K$, again reproducing the formulas in the unital case.
The convolution product $\tau \eta$ of two regular pairings $\tau, \eta: L \otimes K \rightarrow \mathbb{K}$ is defined by

$$
(\tau \eta)(x \otimes f)=\eta\left(x_{(1)} \otimes f_{(1)}\right) \tau\left(x_{(2)} \otimes f_{(2)}\right) .
$$

This defines an associative multiplication on the linear space of all regular pairings $L \otimes K \rightarrow \mathbb{K}$, with unit element $\epsilon_{L} \otimes \epsilon_{K}$. Any skew-pairing $\tau: L \otimes K \rightarrow \mathbb{K}$ between regular multiplier Hopf algebras is convolution invertible, with inverse given by

$$
\tau^{-1}(x, f)=\tau\left(S_{L}(x), f\right)=\tau\left(x, S_{K}^{-1}(f)\right)
$$

Let us now introduce the Drinfeld double of skew-paired regular multiplier Hopf algebras.

Definition 1.17. Let $K, L$ be regular multiplier Hopf algebras and let $\tau: L \otimes K \rightarrow$ $\mathbb{K}$ be a skew-pairing between them. The Drinfeld double $L \bowtie K$ is the regular multiplier Hopf algebra with underlying vector space $L \otimes K$, equipped with the multiplication

$$
(x \bowtie f)(y \bowtie g)=x \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau^{-1}\left(y_{(3)}, f_{(3)}\right) g,
$$

the coproduct

$$
\Delta_{L \bowtie K}(x \bowtie f)=\left(x_{(1)} \bowtie f_{(1)}\right) \otimes\left(x_{(2)} \bowtie f_{(2)}\right),
$$

antipode

$$
S_{L \bowtie K}(x \bowtie f)=\tau^{-1}\left(x_{(1)}, f_{(1)}\right) S_{L}\left(x_{(2)}\right) \bowtie S_{K}\left(f_{(2)}\right) \tau\left(x_{(3)}, f_{(3)}\right),
$$

and the counit

$$
\epsilon_{L \bowtie K}(x \bowtie f)=\epsilon_{L}(x) \epsilon_{K}(f)
$$

It is proved in [23] that these structures indeed turn $L \bowtie K$ into a regular multiplier Hopf algebra such that $\mathcal{M}(L \bowtie K)$ contains both $L$ and $K$ as multiplier Hopf subalgebras in a natural way. Note that the formula for the antipode is forced by requiring that it be compatible with the antipodes $S_{L}$ and $S_{K}$ on the subalgebras $L$ and $K$ in $\mathcal{M}(L \bowtie K)$, thanks to the formula

$$
S_{L \bowtie K}(x \bowtie f)=S_{L \bowtie K}((x \bowtie 1)(1 \bowtie f))=\left(1 \bowtie S_{K}(f)\right)\left(S_{L}(x) \bowtie 1\right),
$$

for $x \in L, f \in K$.

Formally, associativity of the multiplication in $L \bowtie K$ follows from

$$
\begin{aligned}
& ((x \bowtie f)(y \bowtie g))(z \bowtie h)=\left(x \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau^{-1}\left(y_{(3)}, f_{(3)}\right) g\right)(z \bowtie h) \\
& =x \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \tau\left(z_{(1)}, f_{(2)} g_{(1)}\right) z_{(2)} \bowtie f_{(3)} g_{(2)} \tau^{-1}\left(z_{(3)}, f_{(4)} g_{(3)}\right) \tau^{-1}\left(y_{(3)}, f_{(5)}\right) h \\
& =x \tau\left(y_{(1)} z_{(2)}, f_{(1)}\right) \tau\left(z_{(1)}, g_{(1)}\right) y_{(2)} z_{(3)} \bowtie f_{(2)} \tau^{-1}\left(y_{(3)} z_{(4)}, f_{(3)}\right) g_{(2)} \tau^{-1}\left(z_{(5)}, g_{(3)}\right) h \\
& =(x \bowtie f)\left(y \tau\left(z_{(1)}, g_{(1)}\right) z_{(2)} \bowtie g_{(2)} \tau^{-1}\left(z_{(3)}, g_{(3)}\right) h\right) \\
& =(x \bowtie f)((y \bowtie g)(z \bowtie h))
\end{aligned}
$$

for $x \bowtie f, y \bowtie g, z \bowtie h \in L \bowtie K$. To check that $\Delta_{L \bowtie K}$ is an algebra homomorphism one may formally compute

$$
\begin{aligned}
& \Delta_{L \bowtie K}((x \bowtie f)(y \bowtie g))=\Delta_{L \bowtie K}\left(x \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau^{-1}\left(y_{(3)}, f_{(3)}\right) g\right) \\
& =x_{(1)} \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} g_{(1)} \otimes x_{(2)} y_{(3)} \bowtie \tau^{-1}\left(y_{(4)}, f_{(4)}\right) f_{(3)} g_{(2)} \\
& =\left(x_{(1)} \tau\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau^{-1}\left(y_{(3)}, f_{(3)}\right) g_{(1)}\right) \\
& \quad \otimes\left(x_{(2)} \tau\left(y_{(4)}, f_{(4)}\right) y_{(5)} \bowtie f_{(5)} \tau^{-1}\left(y_{(6)}, f_{(6)}\right) g_{(2)}\right) \\
& =\left(x_{(1)} \bowtie f_{(1)} \otimes x_{(2)} \bowtie f_{(2)}\right)\left(y_{(1)} \bowtie g_{(1)} \otimes y_{(2)} \bowtie g_{(2)}\right) \\
& =\Delta_{L \bowtie K}(x \bowtie f) \Delta_{L \bowtie K}(y \bowtie g)
\end{aligned}
$$

for $x \bowtie f, y \bowtie g \in L \bowtie K$. It is clear from the definition that $\Delta_{L \bowtie K}$ is coassociative and that $\epsilon_{L \bowtie K}$ is a counit for $\Delta_{L \bowtie K}$. For the antipode axiom we compute

$$
\begin{aligned}
& m_{L \bowtie K}\left(S_{L \bowtie K} \otimes \mathrm{id}\right) \Delta_{L \bowtie K}(x \bowtie f)=m_{L \bowtie K}\left(S_{L \bowtie K} \otimes \mathrm{id}\right)\left(x_{(1)} \bowtie f_{(1)} \otimes x_{(2)} \bowtie f_{(2)}\right) \\
& =m_{L \bowtie K}\left(\tau^{-1}\left(x_{(1)}, f_{(1)}\right) S_{L}\left(x_{(2)}\right) \bowtie S_{K}\left(f_{(2)}\right) \tau\left(x_{(3)}, f_{(3)}\right) \otimes x_{(4)} \bowtie f_{(4)}\right) \\
& =\tau^{-1}\left(x_{(1)}, f_{(1)}\right) S_{L}\left(x_{(2)}\right) \tau\left(x_{(4)}, S_{K}\left(f_{(4)}\right) x_{(5)}\right. \\
& \\
& \qquad \bowtie S_{K}\left(f_{(3)}\right) \times \tau^{-1}\left(x_{(6)}, S_{K}\left(f_{(2)}\right)\right) \tau\left(x_{(3)}, f_{(5)}\right) f_{(6)} \\
& =\tau^{-1}\left(x_{(1)}, f_{(1)}\right) S_{L}\left(x_{(2)}\right) x_{(3)} \bowtie \tau^{-1}\left(x_{(4)}, S_{K}\left(f_{(2)}\right)\right) S_{K}\left(f_{(3)}\right) f_{(4)} \\
& =\tau^{-1}\left(x_{(1)}, f_{(1)}\right) 1 \bowtie \tau^{-1}\left(x_{(2)}, S_{K}\left(f_{(2)}\right)\right) 1 \\
& =\epsilon_{L \bowtie K}(x \bowtie f) 1,
\end{aligned}
$$

where $m_{L \bowtie K}$ denotes the multiplication of $L \bowtie K$. In a similar way one verifies the other antipode condition.

Let $K, L$ be regular multiplier Hopf algebras and let $\rho: L \otimes K \rightarrow \mathbb{K}$ be an invertible skew-pairing. Then $\tau: K \otimes L \rightarrow \mathbb{K}$ given by

$$
\tau(f, x)=\rho\left(x, S_{K}^{-1}(f)\right)=\rho\left(S_{L}(x), f\right)
$$

is also an invertible skew-pairing.
Definition 1.18. With the above notation, the Rosso form is the bilinear form $\kappa$ on the Drinfeld double $L \bowtie K$ defined by

$$
\kappa(x \bowtie f, y \bowtie g)=\rho(y, f) \rho\left(S_{L}(x), S_{K}^{-1}(g)\right)=\tau\left(S_{K}(f), y\right) \tau\left(g, S_{L}(x)\right)
$$

The left adjoint action of a regular multiplier Hopf algebra $H$ on itself is defined by

$$
\operatorname{ad}(f)(g)=f \rightarrow g=f_{(1)} g S\left(f_{(2)}\right)
$$

A bilinear form $\kappa$ on $H$ is called ad-invariant if

$$
\kappa(f \rightarrow g, h)=\kappa(g, S(f) \rightarrow h)
$$

for all $f, g, h \in H$.
For the following result compare Section 8.2.3 in [48].
Proposition 1.19. Let $K, L$ be regular multiplier Hopf algebras equipped with an invertible skew-pairing $\rho: L \times K \rightarrow \mathbb{K}$. Then the Rosso form on the Drinfeld double $L \bowtie K$ is ad-invariant.

Proof. Since $L \bowtie K$ is generated as an algebra by $L$ and $K$ it suffices to consider the adjoint action of $x \in L$ and $f \in K$ on an element $y \bowtie g$ of the double. We compute

$$
\begin{aligned}
\operatorname{ad}(x)(y \bowtie g) & =\left(x_{(1)} \bowtie 1\right)(y \bowtie g)\left(S_{L}\left(x_{(2)}\right) \bowtie 1\right) \\
& =x_{(1)} y S_{L}\left(x_{(3)}\right) \rho\left(S_{L}\left(x_{(4)}\right), g_{(1)}\right) \bowtie \rho^{-1}\left(S_{L}\left(x_{(2)}\right), g_{(3)}\right) g_{(2)} .
\end{aligned}
$$

Noting that $\rho\left(S_{L}(x), S_{K}(f)\right)=\rho(x, f)$ we obtain

$$
\begin{aligned}
& \kappa(x \rightarrow(y \bowtie g), z \bowtie h) \\
& =\kappa\left(x_{(1)} y S_{L}\left(x_{(3)}\right) \rho^{-1}\left(x_{(4)}, g_{(1)}\right) \bowtie \rho^{-1}\left(S_{L}\left(x_{(2)}\right), g_{(3)}\right) g_{(2)}, z \bowtie h\right) \\
& =\rho^{-1}\left(S_{L}\left(x_{(1)} y S_{L}\left(x_{(3)}\right)\right), h\right) \rho^{-1}\left(x_{(4)}, g_{(1)}\right) \rho^{-1}\left(S_{L}\left(x_{(2)}\right), g_{(3)}\right) \rho\left(z, g_{(2)}\right) \\
& \left.=\rho^{-1}\left(S_{L}\left(x_{(1)}\right), h_{(1)}\right) \rho^{-1}\left(S_{L}(y), h_{(2)}\right) \rho^{-1}\left(S_{L}^{2}\left(x_{(3)}\right)\right), h_{(3)}\right) \\
& \quad \times \rho^{-1}\left(x_{(4)}, g_{(1)}\right) \rho^{-1}\left(S_{L}\left(x_{(2)}\right), g_{(3)}\right) \rho\left(z, g_{(2)}\right) \\
& =\rho^{-1}\left(S_{L}\left(x_{(1)}\right), h_{(1)}\right) \rho^{-1}\left(S_{L}(y), h_{(2)}\right) \rho^{-1}\left(S_{L}^{2}\left(x_{(3)}\right), h_{(3)}\right) \rho\left(S_{L}\left(x_{(4)}\right) z S_{L}^{2}\left(x_{(2)}\right), g\right) \\
& =\kappa\left(y \bowtie g, S_{L}\left(x_{(4)}\right) z S_{L}^{2}\left(x_{(2)}\right) \rho^{-1}\left(S_{L}\left(x_{(1)}\right), h_{(1)}\right) \bowtie \rho^{-1}\left(S_{L}^{2}\left(x_{(3)}\right), h_{(3)}\right) h_{(2)}\right) \\
& =\kappa\left(y \bowtie g, S_{L}(x) \rightarrow(z \bowtie h)\right) .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
\operatorname{ad}(f)(y \bowtie g) & =\left(1 \bowtie f_{(1)}\right)(y \bowtie g)\left(1 \bowtie S_{K}\left(f_{(2)}\right)\right) \\
& =\rho\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie \rho^{-1}\left(y_{(3)}, f_{(3)}\right) f_{(2)} g S_{K}\left(f_{(4)}\right)
\end{aligned}
$$

and so

$$
\begin{aligned}
& \kappa(f \rightarrow(y \bowtie g), z \bowtie h) \\
& =\kappa\left(\rho\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie \rho^{-1}\left(y_{(3)}, f_{(3)}\right) f_{(2)} g S_{K}\left(f_{(4)}\right), z \bowtie h\right) \\
& =\rho\left(y_{(1)}, f_{(1)}\right) \rho^{-1}\left(S_{L}\left(y_{(2)}\right), h\right) \rho^{-1}\left(y_{(3)}, f_{(3)}\right) \rho\left(z, f_{(2)} g S_{K}\left(f_{(4)}\right)\right) \\
& =\rho\left(y_{(1)}, f_{(1)}\right) \rho\left(y_{(2)}, S_{K}^{-2}(h)\right) \rho\left(y_{(3)}, S_{K}^{-1}\left(f_{(3)}\right)\right) \rho\left(z_{(1)}, S_{K}\left(f_{(4)}\right)\right) \rho\left(z_{(2)}, g\right) \rho\left(z_{(3)}, f_{(2)}\right) \\
& =\rho\left(y, S_{K}^{-1}\left(f_{(3)}\right) S_{K}^{-2}(h) f_{(1)}\right) \rho\left(z_{(1)}, S_{K}\left(f_{(4)}\right)\right) \rho\left(z_{(2)}, g\right) \rho^{-1}\left(z_{(3)}, S_{K}\left(f_{(2)}\right)\right) \\
& =\kappa\left(y \bowtie g, \rho\left(z_{(1)}, S_{K}\left(f_{(4)}\right)\right) z_{(2)} \bowtie \rho^{-1}\left(z_{(3)}, S_{K}\left(f_{(2)}\right)\right) S_{K}\left(f_{(3)}\right) h S_{K}^{2}\left(f_{(1)}\right)\right) \\
& =\kappa\left(y \bowtie g, S_{K}(f) \rightarrow(z \bowtie h)\right) .
\end{aligned}
$$

This yields the claim.

## 2. Quantized universal enveloping algebras

In this chapter we collect background material on quantized universal enveloping algebras. We give in particular a detailed account of the construction of the braid group action and PBW-bases, and discuss the finite dimensional representation theory in the setting that the base field $\mathbb{K}$ is an arbitrary field and the deformation parameter $q \in \mathbb{K}^{\times}$is not a root of unity. Our presentation mainly follows the textbooks [39, 41] and [57.
2.1. $q$-calculus. Let $\mathbb{K}$ be a field. We will assume $q \in \mathbb{K}^{\times}$is not a root of unity.

For $n \in \mathbb{Z}$ we write

$$
[n]_{q}=\frac{q^{n}-q^{-n}}{q-q^{-1}}=q^{-n+1}+q^{-n+3}+\cdots+q^{n-1}
$$

for the corresponding $q$-number. For $n \in \mathbb{N}$ we set

$$
[n]_{q}!=\prod_{k=1}^{n}[k]_{q}
$$

and in addition we define $[0]_{q}!=1$.
The $q$-binomial coefficients are defined by

$$
\left[\begin{array}{c}
n \\
m
\end{array}\right]_{q}=\frac{[n]_{q}[n-1]_{q} \cdots[n-m+1]_{q}}{[m]_{q}!}
$$

for $n \in \mathbb{Z}$ and $m \in \mathbb{N}$. In addition we declare $\left[\begin{array}{c}n \\ 0\end{array}\right]_{q}=1$ for all $n \in \mathbb{Z}$ and $\left[\begin{array}{c}n \\ m\end{array}\right]_{q}=0$ for $m<0$. Note that if $n \in \mathbb{N}_{0}$ we have

$$
\left[\begin{array}{c}
n \\
m
\end{array}\right]_{q}=\frac{[n]_{q}!}{[n-m]_{q}![m]_{q}!}
$$

for $0 \leq m \leq n$. We shall often omit the subscripts $q$ if no confusion is likely.
Lemma 2.1. We have

$$
q^{m}\left[\begin{array}{c}
n \\
m
\end{array}\right]+q^{m-n-1}\left[\begin{array}{c}
n \\
m-1
\end{array}\right]=\left[\begin{array}{c}
n+1 \\
m
\end{array}\right]
$$

and

$$
q^{-m}\left[\begin{array}{c}
n \\
m
\end{array}\right]+q^{n+1-m}\left[\begin{array}{c}
n \\
m-1
\end{array}\right]=\left[\begin{array}{c}
n+1 \\
m
\end{array}\right]
$$

for any $n \in \mathbb{Z}$ and $m \in \mathbb{N}$.
Proof. We calculate

$$
\begin{aligned}
\left(q^{m}\left[\begin{array}{c}
n \\
m
\end{array}\right]\right. & \left.+q^{m-n-1}\left[\begin{array}{c}
n \\
m-1
\end{array}\right]\right) \times[m] \\
& =q^{m}[n] \ldots[n-m+2][n-m+1]+q^{m-n-1}[n] \ldots[n-m+2][m] \\
& =\left(q^{m}[n-m+1]+q^{m-n-1}[m]\right)[n] \ldots[n-m+2] \\
& =\left(\frac{q^{n+1}-q^{2 m-n-1}+q^{2 m-n-1}-q^{-n-1}}{q-q^{-1}}\right)[n] \ldots[n-m+2] \\
& =[n+1][n] \ldots[n-m+2] \\
& =\left[\begin{array}{c}
n+1 \\
m
\end{array}\right] \times[m] .
\end{aligned}
$$

This yields the first claim. The second follows by replacing $q$ by $q^{-1}$.

Lemma 2.2. For any $n \in \mathbb{N}_{0}$ we have

$$
\sum_{m=0}^{n}(-1)^{m}\left[\begin{array}{c}
n \\
m
\end{array}\right] q^{m(n-1)}= \begin{cases}1 & \text { if } n=0 \\
0 & \text { if } n>0\end{cases}
$$

and

$$
\sum_{m=0}^{n}(-1)^{m}\left[\begin{array}{l}
n \\
m
\end{array}\right] q^{-m(n-1)}= \begin{cases}1 & \text { if } n=0 \\
0 & \text { if } n>0\end{cases}
$$

Proof. For $n=0$ or 1 the claim can be checked directly. For $n \geq 2$ we compute, using Lemma 2.1,

$$
\begin{aligned}
\sum_{m=0}^{n}(-1)^{m} & {\left[\begin{array}{c}
n \\
m
\end{array}\right] q^{m(n-1)} } \\
& =\sum_{m=0}^{n-1}(-1)^{m} q^{m}\left[\begin{array}{c}
n-1 \\
m
\end{array}\right] q^{n m-m}+\sum_{m=1}^{n}(-1)^{m} q^{m-n}\left[\begin{array}{c}
n-1 \\
m-1
\end{array}\right] q^{n m-m} \\
& =\sum_{m=0}^{n-1}(-1)^{m} q^{n m}\left[\begin{array}{c}
n-1 \\
m
\end{array}\right]+\sum_{m=1}^{n}(-1)^{m} q^{n(m-1)}\left[\begin{array}{c}
n-1 \\
m-1
\end{array}\right]=0
\end{aligned}
$$

For $n=1$ the claim can be checked directly. The second equation follows by replacing $q$ by $q^{-1}$.

Consider the special case $\mathbb{K}=\mathbb{Q}(q)$. It is clear by definition that $[n] \in \mathbb{Z}\left[q, q^{-1}\right] \subset$ $\mathbb{Q}(q)$. Moreover, from Lemma 2.1 one obtains by induction that all $q$-binomial coefficients are contained in $\mathbb{Z}\left[q, q^{-1}\right]$. That is, the above formulas, suitably interpreted, are valid in $\mathbb{Z}\left[q, q^{-1}\right]$. With this in mind, one can dispense of our initial assumption that $q$ is not a root of unity.
2.2. The definition of $U_{q}(\mathfrak{g})$. In this section we explain the construction of the quantized universal enveloping algebra of a semisimple Lie algebra.
2.2.1. Semisimple Lie algebras. Let $\mathfrak{g}$ a semisimple Lie algebra over $\mathbb{C}$ of rank $N$. We fix a Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}$ and a set $\Sigma=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ of simple roots. We write (, ) for the bilinear form on $\mathfrak{h}^{*}$ obtained by rescaling the Killing form such that the shortest root $\alpha$ of $\mathfrak{g}$ satisfies $(\alpha, \alpha)=2$. Moreover we set

$$
d_{i}=\left(\alpha_{i}, \alpha_{i}\right) / 2
$$

for all $i=1, \ldots, N$ and let

$$
\alpha_{i}^{\vee}=d_{i}^{-1} \alpha_{i}
$$

be the simple coroot corresponding to $\alpha_{i}$.
Denote by $\varpi_{1}, \ldots, \varpi_{N}$ the fundamental weights of $\mathfrak{g}$, satisfying the relations $\left(\varpi_{i}, \alpha_{j}^{\vee}\right)=\delta_{i j}$. We write

$$
\mathbf{P}=\bigoplus_{j=1}^{N} \mathbb{Z} \varpi_{j}, \quad \mathbf{Q}=\bigoplus_{j=1}^{N} \mathbb{Z} \alpha_{j}, \quad \mathbf{Q}^{\vee}=\bigoplus_{j=1}^{N} \mathbb{Z} \alpha_{j}^{\vee},
$$

for the weight, root and coroot lattices of $\mathfrak{g}$, respectively. Note that $\mathbf{Q} \subset \mathbf{P} \subset \mathfrak{h}^{*}$ and that $\mathbf{Q}^{\vee}$ identifies with the $\mathbb{Z}$-dual of $\mathbf{P}$ under the pairing.

The set $\mathbf{P}^{+}$of dominant integral weights is the set of all non-negative integer combinations of the fundamental weights. We also write $\mathbf{Q}^{+}$for the non-negative integer combinations of the simple roots.

The Cartan matrix for $\mathfrak{g}$ is the matrix $\left(a_{i j}\right)_{1 \leq i, j \leq N}$ with coefficients

$$
a_{i j}=\left(\alpha_{i}^{\vee}, \alpha_{j}\right)=\frac{2\left(\alpha_{i}, \alpha_{j}\right)}{\left(\alpha_{i}, \alpha_{i}\right)}
$$

We write $W$ for the Weyl group, that is, the finite group of automorphisms of $\mathbf{P}$ generated by the reflections $s_{i}$ in the hyperplanes orthogonal to the simple roots $\alpha_{i} \in \boldsymbol{\Delta}^{+}$, namely

$$
s_{i}(\mu)=\mu-\left(\alpha_{i}^{\vee}, \mu\right) \alpha_{i}
$$

for all $\mu \in \mathbf{P}$.
Throughout we fix the smallest positive integer $L$ such that the numbers $\left(\varpi_{i}, \varpi_{j}\right)$ take values in $\frac{1}{L} \mathbb{Z}$ for all $1 \leq i, j \leq N$, see Section 1 in 68 for the explicit values of $L$ in all types and more information.

In the sequel we shall also work over more general ground fields $\mathbb{K}$. We will always keep the notions of weights and roots from the classical case as above. Remark that associated to the complex semisimple Lie algebra $\mathfrak{g}$ we can construct a Lie algebra over $\mathbb{K}$ using the Serre presentation of $\mathfrak{g}$. We will sometimes work implicitly with this Lie algebra and, by slight abuse of notation, denote it by $\mathfrak{g}$ again. This apparent ambiguity is resolved by observing that the starting point for all constructions in the sequel is in fact a finite Cartan matrix, rather than a semisimple Lie algebra.
2.2.2. The quantized universal enveloping algebra without Serre relations. For practical purposes it is convenient to construct the quantized universal enveloping algebra in two steps, mimicking the standard approach to defining Kac-Moody algebras. In this subsection we present the first step, namely the definition of a Hopf algebra which will admit the quantized universal enveloping algebra as a quotient.

Let $\mathfrak{g}$ be a semisimple Lie algebra. We keep the notation introduced above.
Definition 2.3. Let $\mathbb{K}$ be a field and $q=s^{L} \in \mathbb{K}^{\times}$be an invertible element such that $q_{i} \neq \pm 1$ for all $1 \leq i \leq N$ where $q_{i}=q^{d_{i}}$. The algebra $\tilde{U}_{q}(\mathfrak{g})$ over $\mathbb{K}$ has generators $K_{\lambda}$ for $\lambda \in \mathbf{P}$, and $E_{i}, F_{i}$ for $i=1, \ldots, N$, and the defining relations

$$
\begin{aligned}
K_{0} & =1 \\
K_{\lambda} K_{\mu} & =K_{\lambda+\mu} \\
K_{\lambda} E_{j} K_{\lambda}^{-1} & =q^{\left(\lambda, \alpha_{j}\right)} E_{j} \\
K_{\lambda} F_{j} K_{\lambda}^{-1} & =q^{-\left(\lambda, \alpha_{j}\right)} F_{j} \\
{\left[E_{i}, F_{j}\right] } & =\delta_{i j} \frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}}
\end{aligned}
$$

for all $\lambda, \mu \in \mathbf{P}$ and all $1 \leq i, j \leq N$. Here we abbreviate $K_{i}=K_{\alpha_{i}}$ for all simple roots.

Our hypothesis on $q$ mean that we always require $q^{2} \neq 1$, and in fact $q^{4} \neq 1$ or $q^{6} \neq 1$ in the case that $\mathfrak{g}$ contains a component of type $B_{n}, C_{n}, F_{4}$ or $G_{2}$, respectively.

Notice that $q^{\left(\alpha_{i}, \alpha_{j}\right)}=q_{i}^{a_{i j}}$. Therefore we have

$$
K_{i} E_{j} K_{i}^{-1}=q_{i}^{a_{i j}} E_{j}, \quad K_{i} F_{j} K_{i}^{-1}=q_{i}^{-a_{i j}} F_{j}
$$

for all $1 \leq i, j \leq N$. In particular

$$
K_{i} E_{i} K_{i}^{-1}=q_{i}^{2} E_{i}, \quad K_{i} F_{i} K_{i}^{-1}=q_{i}^{-2} F_{i} .
$$

The algebra $\tilde{U}_{q}(\mathfrak{g})$ admits a Hopf algebra structure as follows.
Lemma 2.4. The algebra $\tilde{U}_{q}(\mathfrak{g})$ is a Hopf algebra with comultiplication $\hat{\Delta}: \tilde{U}_{q}(\mathfrak{g}) \rightarrow$ $\tilde{U}_{q}(\mathfrak{g}) \otimes \tilde{U}_{q}(\mathfrak{g})$ given by

$$
\begin{aligned}
\hat{\Delta}\left(K_{\mu}\right) & =K_{\mu} \otimes K_{\mu} \\
\hat{\Delta}\left(E_{i}\right) & =E_{i} \otimes K_{i}+1 \otimes E_{i} \\
\hat{\Delta}\left(F_{i}\right) & =F_{i} \otimes 1+K_{i}^{-1} \otimes F_{i}
\end{aligned}
$$

counit $\hat{\epsilon}: \tilde{U}_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ given by

$$
\hat{\epsilon}\left(K_{\lambda}\right)=1, \quad \hat{\epsilon}\left(E_{j}\right)=0, \quad \hat{\epsilon}\left(F_{j}\right)=0,
$$

and antipode $\hat{S}: \tilde{U}_{q}(\mathfrak{g}) \rightarrow \tilde{U}_{q}(\mathfrak{g})$ given by

$$
\hat{S}\left(K_{\lambda}\right)=K_{-\lambda}, \quad \hat{S}\left(E_{j}\right)=-E_{j} K_{j}^{-1}, \quad \hat{S}\left(F_{j}\right)=-K_{j} F_{j} .
$$

Proof. These are straightforward calculations. In order to verify that $\hat{\Delta}$ extends to a homomorphism as stated we compute, for instance,

$$
\begin{aligned}
{\left[\hat{\Delta}\left(E_{i}\right), \hat{\Delta}\left(F_{j}\right)\right] } & =\left[E_{i} \otimes K_{i}+1 \otimes E_{i}, F_{j} \otimes 1+K_{j}^{-1} \otimes F_{j}\right] \\
& =K_{j}^{-1} \otimes\left[E_{i}, F_{j}\right]+\left[E_{i}, F_{j}\right] \otimes K_{i} \\
& =\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}} \hat{\Delta}\left(K_{i}-K_{i}^{-1}\right) .
\end{aligned}
$$

To see that $\hat{S}$ defines an antihomomorphism we check for instance

$$
\begin{aligned}
\hat{S}\left(\left[E_{i}, F_{j}\right]\right) & =\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}} \hat{S}\left(K_{i}-K_{i}^{-1}\right) \\
& =\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}}\left(K_{i}^{-1}-K_{i}\right) \\
& =K_{j} F_{j} E_{i} K_{i}^{-1}-K_{j} E_{i} F_{j} K_{i}^{-1} \\
& =K_{j} F_{j} E_{i} K_{i}^{-1}-E_{i} K_{i}^{-1} K_{j} F_{j} \\
& =\left[-K_{j} F_{j},-E_{i} K_{i}^{-1}\right]=\left[\hat{S}\left(F_{j}\right), \hat{S}\left(E_{i}\right)\right] .
\end{aligned}
$$

The Hopf algebra axioms are easily verified on generators.
Throughout we will use the Sweedler notation

$$
\hat{\Delta}(X)=X_{(1)} \otimes X_{(2)}
$$

for the coproduct of $X \in \tilde{U}_{q}(\mathfrak{g})$.
The following fact is frequently useful.
Lemma 2.5. There exists an algebra automorphism $\omega: \tilde{U}_{q}(\mathfrak{g}) \rightarrow \tilde{U}_{q}(\mathfrak{g})$ given by

$$
\omega\left(K_{\lambda}\right)=K_{-\lambda}, \quad \omega\left(E_{j}\right)=F_{j}, \quad \omega\left(F_{j}\right)=E_{j}
$$

on generators. Moreover $\omega$ is a coalgebra antihomomorphism.
Proof. It is straightforward to verify that the defining relations of $\tilde{U}_{q}(\mathfrak{g})$ are preserved by the above assignment. For the coalgebra antihomomorphism property notice that

$$
\sigma \hat{\Delta}\left(\omega\left(E_{j}\right)\right)=F_{j} \otimes K_{j}^{-1}+1 \otimes F_{j}=(\omega \otimes \omega)\left(\hat{\Delta}\left(E_{j}\right)\right)
$$

for all $j=1, \ldots, N$. Here $\sigma$ denotes the flip map.
Note that, as a consequence of Lemma 2.5, we have $\omega \circ \hat{S}=\hat{S}^{-1} \circ \omega$.
Let us record the following explicit formulas for certain coproducts in $\tilde{U}_{q}(\mathfrak{g})$.
Lemma 2.6. We have

$$
\begin{aligned}
& \hat{\Delta}\left(E_{j}^{r}\right)=\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{l}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r-i} K_{j}^{i} \\
& \hat{\Delta}\left(F_{j}^{r}\right)=\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{r}
r \\
i
\end{array}\right]_{q_{j}} F_{j}^{r-i} K_{j}^{-i} \otimes F_{j}^{i}
\end{aligned}
$$

for all $r \in \mathbb{N}$ and $j=1, \ldots, N$.

Proof. We use induction on $r$. The claim for $\hat{\Delta}\left(E_{j}^{1}\right)=\hat{\Delta}\left(E_{j}\right)$ is clear. Assume the formula for $\hat{\Delta}\left(E_{j}^{r}\right)$ is proved for $r \in \mathbb{N}$. Using Lemma 2.1, we compute

$$
\begin{aligned}
& \hat{\Delta}\left(E_{j}^{r+1}\right)=\hat{\Delta}\left(E_{j}\right) \hat{\Delta}\left(E_{j}^{r}\right) \\
& \quad=\left(E_{j} \otimes K_{j}+1 \otimes E_{j}\right) \sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r-i} K_{j}^{i} \\
& = \\
& \quad \sum_{i=0}^{r}\left(q_{j}^{2(r-i)} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i+1} \otimes E_{j}^{r-i} K_{j}^{i+1}+q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r+1-i} K_{j}^{i}\right) \\
& =\sum_{i=1}^{r+1} q_{j}^{2(r+1-i)} q_{j}^{(i-1)(r+1-i)}\left[\begin{array}{c}
r \\
i-1
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r+1-i} K_{j}^{i} \\
& \quad+\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r+1-i} K_{j}^{i} \\
& = \\
& =\sum_{i=0}^{r+1} q_{j}^{i(r+1-i)}\left[\begin{array}{c}
r+1 \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} \otimes E_{j}^{r+1-i} K_{j}^{i} .
\end{aligned}
$$

The formula for $\hat{\Delta}\left(F_{j}^{r}\right)$ is proved in a similar way, or by applying the automorphism $\omega$ from Lemma 2.5 to the first formula.

Let

$$
\rho=\sum_{i=1}^{N} \varpi_{i}=\frac{1}{2} \sum_{\alpha \in \boldsymbol{\Delta}^{+}} \alpha
$$

be the half-sum of all positive roots. Note that for all $1 \leq i \leq N$, we have

$$
\left(\rho, \alpha_{i}^{\vee}\right)=1, \quad\left(\rho, \alpha_{i}\right)=d_{i}
$$

Lemma 2.7. For all $X \in U_{q}(\mathfrak{g})$ we have

$$
\hat{S}^{2}(X)=K_{2 \rho} X K_{-2 \rho}
$$

Proof. This is easily checked on generators.
In particular, the antipode $\hat{S}$ is invertible, so that $\tilde{U}_{q}(\mathfrak{g})$ is a regular Hopf algebra, compare the remarks after Theorem 1.7. The inverse of $\hat{S}$ is given on generators by

$$
\hat{S}^{-1}\left(K_{\lambda}\right)=K_{-\lambda}, \quad \hat{S}^{-1}\left(E_{j}\right)=-K_{j}^{-1} E_{j}, \quad \hat{S}^{-1}\left(F_{j}\right)=-F_{j} K_{j} .
$$

Let $\tilde{U}_{q}\left(\mathfrak{n}_{+}\right)$be the subalgebra of $\tilde{U}_{q}(\mathfrak{g})$ generated by the elements $E_{1}, \ldots, E_{N}$, and let $\tilde{U}_{q}\left(\mathfrak{n}_{-}\right)$be the subalgebra generated by $F_{1}, \ldots, F_{N}$. Moreover we let $\tilde{U}_{q}(\mathfrak{h})$ be the subalgebra generated by the elements $K_{\lambda}$ for $\lambda \in \mathbf{P}$. We write $\tilde{U}_{q}\left(\mathfrak{b}_{+}\right)$for the subalgebra of $\tilde{U}_{q}(\mathfrak{g})$ generated by $E_{1}, \ldots, E_{N}$ and all $K_{\lambda}$ for $\lambda \in \mathbf{P}$, and similarly we write $\tilde{U}_{q}\left(\mathfrak{b}_{-}\right)$for the subalgebra generated by the elements $F_{1}, \ldots, F_{N}, K_{\lambda}$ for $\lambda \in \mathbf{P}$. The algebras $\tilde{U}_{q}(\mathfrak{h})$ and $\tilde{U}_{q}\left(\mathfrak{b}_{ \pm}\right)$are Hopf subalgebras. It is often convenient to use the automorphism $\omega$ from Lemma 2.5 to transport results for $\tilde{U}_{q}\left(\mathfrak{n}_{+}\right)$and $\tilde{U}_{q}\left(\mathfrak{b}_{+}\right)$to $\tilde{U}_{q}\left(\mathfrak{n}_{-}\right)$and $\tilde{U}_{q}\left(\mathfrak{b}_{-}\right)$, and vice versa.
Proposition 2.8. Multiplication in $\tilde{U}_{q}(\mathfrak{g})$ induces a linear isomorphism

$$
\tilde{U}_{q}\left(\mathfrak{n}_{-}\right) \otimes \tilde{U}_{q}(\mathfrak{h}) \otimes \tilde{U}_{q}\left(\mathfrak{n}_{+}\right) \cong \tilde{U}_{q}(\mathfrak{g})
$$

Proof. In order to prove the claim it suffices to show that the elements $F_{I} K_{\mu} E_{J}$, for $F_{I}=F_{i_{1}} \cdots F_{i_{k}}, E_{J}=E_{j_{1}} \cdots E_{j_{l}}$ finite sequences of simple root vectors and $\mu \in \mathbf{P}$, form a linear basis of $\tilde{U}_{q}(\mathfrak{g})$. This in turn is an easy consequence of the Diamond Lemma [12]. Indeed, from the definition of $\tilde{U}_{q}(\mathfrak{g})$ we see that there are only overlap ambiguities, and all of these turn out to be resolvable.

In a similar way we obtain linear isomorphisms

$$
\tilde{U}_{q}\left(\mathfrak{n}_{ \pm}\right) \otimes \tilde{U}_{q}(\mathfrak{h}) \cong \tilde{U}_{q}\left(\mathfrak{b}_{ \pm}\right) ;
$$

moreover $\tilde{U}_{q}(\mathfrak{h})$ identifies with the group algebra of $\mathbf{P}$, whereas $\tilde{U}_{q}\left(\mathfrak{n}_{ \pm}\right)$is isomorphic to the free algebra generated by the $E_{i}$ or $F_{j}$, respectively.

The algebra $\tilde{U}_{q}(\mathfrak{g})$ is equipped with a $\mathbf{Q}$-grading such that the generators $K_{\lambda}$ have degree 0 , the elements $E_{i}$ degree $\alpha_{i}$, and the elements $F_{i}$ degree $-\alpha_{i}$. We shall also refer to the degree of a homogeneous element with respect to this grading as its weight, and denote by $\tilde{U}_{q}(\mathfrak{g})_{\beta} \subset \tilde{U}_{q}(\mathfrak{g})$ the subspace of all elements of weight $\beta$. The weight grading induces a direct sum decomposition

$$
\tilde{U}_{q}(\mathfrak{g})=\bigoplus_{\beta \in \mathbf{Q}} \tilde{U}_{q}(\mathfrak{g})_{\beta}
$$

of $\tilde{U}_{q}(\mathfrak{g})$. Notice that $\tilde{U}_{q}(\mathfrak{g})_{\alpha} \tilde{U}_{q}(\mathfrak{g})_{\beta} \subset \tilde{U}_{q}(\mathfrak{g})_{\alpha+\beta}$ for all $\alpha, \beta \in \mathbf{Q}$.
If $q \in \mathbb{K}^{\times}$is not a root of unity we can describe the weight grading equivalently in terms of the adjoint action. More precisely, we have that $X \in \tilde{U}_{q}(\mathfrak{g})$ is of weight $\lambda$ iff

$$
\operatorname{ad}\left(K_{\mu}\right)(X)=K_{\mu} X K_{\mu}^{-1}=q^{(\mu, \lambda)} X
$$

for all $\mu \in \mathbf{P}$.
As for any Hopf algebra, we may consider the adjoint action of $\tilde{U}_{q}(\mathfrak{g})$ on itself, given by

$$
\operatorname{ad}(X)(Y)=X \rightarrow Y=X_{(1)} Y \hat{S}\left(X_{(2)}\right)
$$

Explicitly, we obtain

$$
\begin{aligned}
& E_{j} \rightarrow Y=Y \hat{S}\left(E_{j}\right)+E_{j} Y \hat{S}\left(K_{j}\right)=-Y E_{j} K_{j}^{-1}+E_{j} Y K_{j}^{-1}=\left[E_{j}, Y\right] K_{j}^{-1} \\
& F_{j} \rightarrow Y=K_{j}^{-1} Y \hat{S}\left(F_{j}\right)+F_{j} Y=-K_{j}^{-1} Y K_{j} F_{j}+F_{j} Y \\
& K_{\lambda} \rightarrow Y=K_{\lambda} Y \hat{S}\left(K_{\lambda}\right)=K_{\lambda} Y K_{\lambda}^{-1}
\end{aligned}
$$

for all $1 \leq j \leq N$ and $\lambda \in \mathbf{P}$.
We shall occasionally also consider the right adjoint action of $\tilde{U}_{q}(\mathfrak{g})$ on itself, given by

$$
Y \leftarrow X=\hat{S}\left(X_{(1)}\right) Y X_{(2)}
$$

These actions are linked via

$$
\omega(X \rightarrow Y)=\omega(Y) \leftarrow \hat{S}^{-1}(\omega(X))
$$

where $\omega$ is the automorphism from Lemma 2.5
Lemma 2.9. We have

$$
\begin{aligned}
& E_{j}^{r} \rightarrow Y=\sum_{i=0}^{r}(-1)^{r-i} q_{j}^{-(r-i)(r-1)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} Y E_{j}^{r-i} K_{j}^{-r} \\
& F_{j}^{r} \rightarrow Y=\sum_{i=0}^{r}(-1)^{i} q_{j}^{i(r-1)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} F_{j}^{r-i} K_{j}^{-i} Y K_{j}^{i} F_{j}^{i}
\end{aligned}
$$

for all $r \in \mathbb{N}$.

Proof. We apply Lemma 2.6 to obtain

$$
\begin{aligned}
E_{j}^{r} \rightarrow Y & =\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{l}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} Y \hat{S}\left(E_{j}^{r-i} K_{j}^{i}\right) \\
& =\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}}(-1)^{r-i} E_{j}^{i} Y K_{j}^{-i}\left(E_{j} K_{j}^{-1}\right)^{r-i} \\
& =\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}}(-1)^{r-i} q_{j}^{-(r-i)(r-i-1)-2 i(r-i)} E_{j}^{i} Y E_{j}^{r-i} K_{j}^{-r} \\
& =\sum_{i=0}^{r}(-1)^{r-i} q_{j}^{-(r-i)(r-1)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} E_{j}^{i} Y E_{j}^{r-i} K_{j}^{-r} .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
F_{j}^{r} \rightarrow Y & =\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} F_{j}^{r-i} K_{j}^{-i} Y \hat{S}\left(F_{j}\right)^{i} \\
& =\sum_{i=0}^{r} q_{j}^{i(r-i)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}}(-1)^{i} q_{j}^{(i-1) i} F_{j}^{r-i} K_{j}^{-i} Y K_{j}^{i} F_{j}^{i} \\
& =\sum_{i=0}^{r}(-1)^{i} q_{j}^{i(r-1)}\left[\begin{array}{c}
r \\
i
\end{array}\right]_{q_{j}} F_{j}^{r-i} K_{j}^{-i} Y K_{j}^{i} F_{j}^{i} .
\end{aligned}
$$

This yields the claim.
2.2.3. The Serre elements. For the construction of $U_{q}(\mathfrak{g})$ we shall be interested in the Serre elements of $\tilde{U}_{q}(\mathfrak{g})$, defined by

$$
\begin{aligned}
& u_{i j}^{+}=\sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} E_{i}^{1-a_{i j}-k} E_{j} E_{i}^{k} \\
& u_{i j}^{-}=\sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} F_{i}^{1-a_{i j}-k} F_{j} F_{i}^{k}
\end{aligned}
$$

for $1 \leq i, j \leq N$ with $i \neq j$. We note that

$$
u_{i j}^{-}=F_{i}^{1-a_{i j}} \rightarrow F_{j}, \quad u_{i j}^{+}=E_{j} \leftarrow \hat{S}^{-1}\left(E_{i}^{1-a_{i j}}\right)
$$

due to Lemma 2.9 . Note also that $\omega\left(u_{i j}^{+}\right)=u_{i j}^{-}$.
Proposition 2.10. We have

$$
\begin{aligned}
& \hat{\Delta}\left(u_{i j}^{+}\right)=u_{i j}^{+} \otimes K_{i}^{1-a_{i j}} K_{j}+1 \otimes u_{i j}^{+} \\
& \hat{\Delta}\left(u_{i j}^{-}\right)=u_{i j}^{-} \otimes 1+K_{i}^{-\left(1-a_{i j}\right)} K_{j}^{-1} \otimes u_{i j}^{-}
\end{aligned}
$$

and

$$
\begin{aligned}
& \hat{S}\left(u_{i j}^{+}\right)=-u_{i j}^{+} K_{i}^{a_{i j}-1} K_{j}^{-1} \\
& \hat{S}\left(u_{i j}^{-}\right)=-K_{i}^{1-a_{i j}} K_{j} u_{i j}^{-}
\end{aligned}
$$

for all $1 \leq i, j \leq N$ with $i \neq j$.
Proof. Let us prove the first claim for $u_{i j}^{+}$, following Lemma 4.10 in [39]. We note that

$$
\hat{\Delta}\left(u_{i j}^{+}\right)=\sum_{k=0}^{1-a_{i j}}(-1)^{1-a_{i j}-k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} \hat{\Delta}\left(E_{i}^{k}\right) \hat{\Delta}\left(E_{j}\right) \hat{\Delta}\left(E_{i}^{1-a_{i j}-k}\right),
$$

and by Lemma 2.6 we have

$$
\hat{\Delta}\left(E_{i}^{r}\right)=E_{i}^{r} \otimes K_{i}^{r}+1 \otimes E_{i}^{r}+\sum_{m=1}^{r-1} q_{i}^{m(r-m)}\left[\begin{array}{c}
r \\
m
\end{array}\right]_{q_{i}} E_{i}^{m} \otimes E_{i}^{r-m} K_{i}^{m}
$$

It follows that $\hat{\Delta}\left(u_{i j}^{+}\right)$has the form

$$
\hat{\Delta}\left(u_{i j}^{+}\right)=u_{i j}^{+} \otimes K_{i}^{1-a_{i j}} K_{j}+1 \otimes u_{i j}^{+}+\sum_{m=1}^{1-a_{i j}} E_{i}^{m} \otimes X_{m}+\sum_{m, n} E_{i}^{m} E_{j} E_{i}^{n} \otimes Y_{m n}
$$

for suitable elements $X_{k}, Y_{k l}$, where the second sum is over all $m, n \geq 0$ such that $m+n \leq 1-a_{i j}$.

We shall show that all $X_{k}$ and $Y_{k l}$ are zero. Collecting terms in the binomial expansions we obtain

$$
\begin{aligned}
Y_{m n}= & \sum_{k=m}^{1-a_{i j}-n}(-1)^{1-a_{i j}-k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} q_{i}^{m(k-m)} \\
& \times\left[\begin{array}{c}
k \\
m
\end{array}\right]_{q_{i}} E_{i}^{k-m} K_{i}^{m} K_{j} q_{i}^{n\left(1-a_{i j}-k-n\right)}\left[\begin{array}{c}
1-a_{i j}-k \\
n
\end{array}\right]_{q_{i}} E_{i}^{1-a_{i j}-k-n} K_{i}^{n} .
\end{aligned}
$$

We have

$$
\begin{aligned}
{\left[\begin{array}{c}
r \\
k
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
k \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
r-k \\
n
\end{array}\right]_{q_{i}} } & =\frac{[r]![k]![r-k]!}{[k]![m]![n]![r-k]![k-m]![r-k-n]!} \\
& =\frac{[r]!}{[m]![n]![k-m]![r-k-n]!} \\
& =\frac{[r-m-n]![r-n]![r]!}{[k-m]![m]![n]![r-k-n]![r-m-n]![r-n]!} \\
& =\left[\begin{array}{c}
r-m-n \\
k-m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
r-n \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
r \\
n
\end{array}\right]_{q_{i}} .
\end{aligned}
$$

This shows

$$
Y_{m n}=(-1)^{1-a_{i j}} y_{m n}\left[\begin{array}{c}
1-a_{i j}-n \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j} \\
n
\end{array}\right]_{q_{i}} E_{i}^{1-a_{i j}-m-n} K_{i}^{m+n} K_{j}
$$

where

$$
\begin{aligned}
y_{m n}= & \sum_{k=m}^{1-a_{i j}-n}(-1)^{k}\left[\begin{array}{c}
1-a_{i j}-m-n \\
k-m
\end{array}\right]_{q_{i}} q_{i}^{m(k-m)+\left(n+2 m+a_{i j}\right)\left(1-a_{i j}-k-n\right)} \\
= & (-1)^{m} q_{i}^{\left(n+2 m+a_{i j}\right)\left(1-a_{i j}-m-n\right)} \\
& \quad \times \sum_{l=0}^{1-a_{i j}-m-n}(-1)^{l}\left[\begin{array}{c}
1-a_{i j}-m-n \\
l
\end{array}\right]_{q_{i}} q_{i}^{\left(1-a_{i j}-m-n\right) l} q_{i}^{-l}=0
\end{aligned}
$$

according to Lemma 2.2
For $X_{m}$ we get

$$
\begin{aligned}
X_{m}= & \sum_{k=0}^{1-a_{i j}}(-1)^{1-a_{i j}-k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} \sum_{l} q_{i}^{l(k-l)}\left[\begin{array}{c}
k \\
l
\end{array}\right]_{q_{i}} E_{i}^{k-l} K_{i}^{l} E_{j} \\
& \times q_{i}^{(m-l)\left(1-a_{i j}-k-m+l\right)}\left[\begin{array}{c}
1-a_{i j}-k \\
m-l
\end{array}\right]_{q_{i}} E_{i}^{1-a_{i j}-k-m+l} K_{i}^{m-l},
\end{aligned}
$$

where $l$ runs over $\max \left(0, m+k+a_{i j}-1\right) \leq l \leq \min (k, m)$. We get

$$
X_{m}=(-1)^{1-a_{i j}} \sum_{s=0}^{1-a_{i j}-m} a_{m s} E_{i}^{s} E_{j} E_{i}^{1-a_{i j}-m-s} K_{i}^{m}
$$

where

$$
\begin{aligned}
a_{m s}= & \sum_{k=s}^{m+s}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
k \\
s
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j}-k \\
m+s-k
\end{array}\right]_{q_{i}} \\
& \times q_{i}^{(k-s) s+(m+s-k)\left(1-a_{i j}-m-s\right)+a_{i j}(k-s)+2(k-s)\left(1-a_{i j}-m-s\right)}
\end{aligned}
$$

Using

$$
\begin{aligned}
{\left[\begin{array}{c}
r \\
k
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
k \\
s
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
r-k \\
m+s-k
\end{array}\right]_{q_{i}} } & =\frac{[r]![k]![r-k]!}{[k]![s]![m+s-k]![r-k]![k-s]![r-m-s]!} \\
& =\frac{[r]!}{[s]![m+s-k]![k-s]![r-m-s]!} \\
& =\frac{[r]![r-m]![m]!}{[m]![s]![k-s]![r-m]![r-m-s]![m+s-k]!} \\
& =\left[\begin{array}{c}
r \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
r-m \\
s
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
m \\
k-s
\end{array}\right]_{q_{i}}
\end{aligned}
$$

this simplifies to

$$
\begin{aligned}
a_{m s}= & \sum_{k=s}^{m+s}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j}-m \\
s
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
m \\
k-s
\end{array}\right]_{q_{i}} \\
& \times q_{i}^{(k-s) s+(m+s-k)\left(1-a_{i j}-m-s\right)+a_{i j}(k-s)+2(k-s)\left(1-a_{i j}-m-s\right)} \\
= & \sum_{k=s}^{m+s}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j}-m \\
s
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
m \\
k-s
\end{array}\right]_{q_{i}} \\
& \times q_{i}^{(k-s) s+(m+k-s)\left(1-a_{i j}-m-s\right)+a_{i j}(k-s)} \\
= & {\left[\begin{array}{c}
1-a_{i j} \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j}-m \\
s
\end{array}\right]_{q_{i}} \sum_{k=s}^{m+s}(-1)^{k}\left[\begin{array}{c}
m \\
k-s
\end{array}\right]_{q_{i}} q_{i}^{m\left(1-a_{i j}-m-s\right)+(k-s)(1-m)} } \\
= & (-1)^{s} q_{i}^{m\left(1-a_{i j}-m-s\right)}\left[\begin{array}{c}
1-a_{i j} \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
1-a_{i j}-m \\
s
\end{array}\right]_{q_{i}} \sum_{l=0}^{m}(-1)^{l}\left[\begin{array}{c}
m \\
l
\end{array}\right]_{q_{i}} q_{i}^{l(1-m)}=0
\end{aligned}
$$

taking into account Lemma 2.2 .
The claim for the coproduct of $u_{i j}^{-}$is obtained by applying the automorphism $\omega$ from Lemma 2.5 ,

The remaining assertions follow from the formulas for $\hat{\Delta}\left(u_{i j}^{ \pm}\right)$and the antipode relations.

Lemma 2.11. For any $1 \leq k \leq N$ and $r \in \mathbb{N}$ we have

$$
\left[E_{k}, F_{k}^{r}\right]=[r]_{q_{k}} F_{k}^{r-1} \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{-(r-1)} K_{k}-q_{k}^{r-1} K_{k}^{-1}\right)
$$

Proof. For $r=1$ the formula clearly holds. Assuming the claim for $r$, we compute

$$
\begin{aligned}
{\left[E_{k},\right.} & \left.F_{k}^{r+1}\right]=\left[E_{k}, F_{k}^{r}\right] F_{k}+F_{k}^{r}\left[E_{k}, F_{k}\right] \\
= & {[r]_{q_{k}} F_{k}^{r-1} \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{-(r-1)} K_{k}-q_{k}^{r-1} K_{k}^{-1}\right) F_{k}+F_{k}^{r} \frac{1}{q_{k}-q_{k}^{-1}}\left(K_{k}-K_{k}^{-1}\right) } \\
= & \frac{1}{q_{k}-q_{k}^{-1}}[r]_{q_{k}} F_{k}^{r}\left(q_{k}^{-(r+1)} K_{k}-q_{k}^{r+1} K_{k}^{-1}\right)+F_{k}^{r} \frac{1}{q_{k}-q_{k}^{-1}}\left(K_{k}-K_{k}^{-1}\right) \\
= & \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{r-1}+q_{k}^{r-3}+\cdots+q_{k}^{-r+1}\right) F_{k}^{r}\left(q_{k}^{-(r+1)} K_{k}-q_{k}^{r+1} K_{k}^{-1}\right) \\
& \quad+F_{k}^{r} \frac{1}{q_{k}-q_{k}^{-1}}\left(K_{k}-K_{k}^{-1}\right) \\
= & \left(q_{k}^{r}+q_{k}^{r-2}+\cdots+q_{k}^{-r}\right) F_{k}^{r} \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{-r} K_{k}-q_{k}^{r} K_{k}^{-1}\right) \\
= & {[r+1]_{q_{k}} F_{k}^{r} \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{-r} K_{k}-q_{k}^{r} K_{k}^{-1}\right) }
\end{aligned}
$$

This finishes the proof.
Lemma 2.12. For $1 \leq i, j \leq N$ and $i \neq j$ we have

$$
\left[E_{k}, u_{i j}^{-}\right]=0=\left[F_{k}, u_{i j}^{+}\right]
$$

for all $k=1, \ldots, N$.
Proof. Let us verify $\left[E_{k}, u_{i j}^{-}\right]=0$. If $k \neq i, j$ then the elements $E_{k}$ commute with $F_{i}, F_{j}$, so that the assertion is obvious. Assume now $k=i$. Note that

$$
\left[E_{k}, u_{i j}^{-}\right]=\operatorname{ad}\left(E_{k}\right)\left(u_{i j}^{-}\right) K_{k},
$$

so it suffices to show $\operatorname{ad}\left(E_{k}\right)\left(u_{k j}^{-}\right)=0$. As observed at the beginning of this subsection, we have $\operatorname{ad}\left(F_{k}^{1-a_{k j}}\right)\left(F_{j}\right)=u_{k j}^{-}$. Combining this relation with Lemma 2.11 we obtain

$$
\begin{aligned}
\operatorname{ad}\left(E_{k}\right)\left(u_{k j}^{-}\right)= & \operatorname{ad}\left(E_{k}\right) \operatorname{ad}\left(F_{k}^{1-a_{k j}}\right)\left(F_{j}\right) \\
= & \operatorname{ad}\left(F_{k}^{1-a_{k j}}\right) \operatorname{ad}\left(E_{k}\right)\left(F_{j}\right)+\operatorname{ad}\left(\left[E_{k}, F_{k}^{1-a_{k j}}\right]\right)\left(F_{j}\right) \\
= & \operatorname{ad}\left(F_{k}^{1-a_{k j}}\right) \operatorname{ad}\left(E_{k}\right)\left(F_{j}\right) \\
& \quad+\left[1-a_{k j}\right]_{q_{k}} \operatorname{ad}\left(F_{k}^{-a_{k j}}\right) \frac{1}{q_{k}-q_{k}^{-1}}\left(q_{k}^{a_{k j}} \operatorname{ad}\left(K_{k}\right)-q_{k}^{-a_{k j}} \operatorname{ad}\left(K_{k}^{-1}\right)\right)\left(F_{j}\right) \\
= & 0,
\end{aligned}
$$

by using $\left[E_{k}, F_{j}\right]=0$ and $\operatorname{ad}\left(K_{k}\right)\left(F_{j}\right)=q_{k}^{-a_{k j}} F_{j}$.
Now let $k=j$. Then $\left[E_{k}, F_{i}\right]=0$ and $K_{k} F_{i}=q_{i}^{a_{i k}} F_{i} K_{k}$, so that

$$
\begin{aligned}
{\left[E_{k}, u_{i k}^{-}\right] } & =\sum_{l=0}^{1-a_{i k}}(-1)^{l}\left[\begin{array}{c}
1-a_{i k} \\
l
\end{array}\right]_{q_{i}} F_{i}^{1-a_{i k}-l}\left[E_{k}, F_{k}\right] F_{i}^{l} \\
& =\frac{1}{q_{k}-q_{k}^{-1}} \sum_{l=0}^{1-a_{i k}}(-1)^{l}\left[\begin{array}{c}
1-a_{i k} \\
l
\end{array}\right]_{q_{i}} F_{i}^{1-a_{i k}-l}\left(K_{k}-K_{k}^{-1}\right) F_{i}^{l} \\
& =\frac{1}{q_{k}-q_{k}^{-1}} \sum_{l=0}^{1-a_{i k}}(-1)^{l}\left[\begin{array}{c}
1-a_{i k} \\
l
\end{array}\right]_{q_{i}} F_{i}^{1-a_{i k}}\left(q_{i}^{l a_{i k}} K_{k}-q_{i}^{l\left(-a_{i k}\right)} K_{k}^{-1}\right)=0
\end{aligned}
$$

by Lemma 2.2
Finally, the equality $\left[F_{k}, u_{i j}^{+}\right]=0$ follows by applying the automorphism $\omega$ from Lemma 2.5
2.2.4. The quantized universal enveloping algebra. Let us now give the definition of the quantized universal enveloping algebra of $\mathfrak{g}$. We fix a ground field $\mathbb{K}$.
Definition 2.13. Let $\mathbb{K}$ be a field and $q=s^{L} \in \mathbb{K}^{\times}$be an invertible element such that $q_{i} \neq \pm 1$ for all $i$. The algebra $U_{q}(\mathfrak{g})$ over $\mathbb{K}$ has generators $K_{\lambda}$ for $\lambda \in \mathbf{P}$, and $E_{i}, F_{i}$ for $i=1, \ldots, N$, and the defining relations for $U_{q}(\mathfrak{g})$ are

$$
\begin{aligned}
K_{0} & =1 \\
K_{\lambda} K_{\mu} & =K_{\lambda+\mu} \\
K_{\lambda} E_{j} K_{\lambda}^{-1} & =q^{\left(\lambda, \alpha_{j}\right)} E_{j} \\
K_{\lambda} F_{j} K_{\lambda}^{-1} & =q^{-\left(\lambda, \alpha_{j}\right)} F_{j} \\
{\left[E_{i}, F_{j}\right] } & =\delta_{i j} \frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}}
\end{aligned}
$$

for all $\lambda, \mu \in \mathbf{P}$ and all $i, j$, together with the quantum Serre relations

$$
\begin{aligned}
& \sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} E_{i}^{1-a_{i j}-k} E_{j} E_{i}^{k}=0 \\
& \sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} F_{i}^{1-a_{i j}-k} F_{j} F_{i}^{k}=0 .
\end{aligned}
$$

In the above formulas we abbreviate $K_{i}=K_{\alpha_{i}}$ for all simple roots, and we use the notation $q_{i}=q^{d_{i}}$.

One often finds a slightly different version of the quantized universal enveloping algebra in the literature, only containing elements $K_{\lambda}$ for $\lambda \in \mathbf{Q}$. For our purposes it will be crucial to work with the algebra as in Definition 2.13.

It follows from Lemma 2.4 and Proposition 2.10 that $U_{q}(\mathfrak{g})$ is a Hopf algebra with comultiplication $\hat{\Delta}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ given by

$$
\begin{aligned}
\hat{\Delta}\left(K_{\lambda}\right) & =K_{\lambda} \otimes K_{\lambda} \\
\hat{\Delta}\left(E_{i}\right) & =E_{i} \otimes K_{i}+1 \otimes E_{i} \\
\hat{\Delta}\left(F_{i}\right) & =F_{i} \otimes 1+K_{i}^{-1} \otimes F_{i}
\end{aligned}
$$

counit $\hat{\epsilon}: U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ given by

$$
\hat{\epsilon}\left(K_{\lambda}\right)=1, \quad \hat{\epsilon}\left(E_{j}\right)=0, \quad \hat{\epsilon}\left(F_{j}\right)=0
$$

and antipode $\hat{S}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ given by

$$
\hat{S}\left(K_{\lambda}\right)=K_{-\lambda}, \quad \hat{S}\left(E_{j}\right)=-E_{j} K_{j}^{-1}, \quad \hat{S}\left(F_{j}\right)=-K_{j} F_{j}
$$

Throughout the text we will use the Sweedler notation

$$
\hat{\Delta}(X)=X_{(1)} \otimes X_{(2)}
$$

for the coproduct of $X \in U_{q}(\mathfrak{g})$.
Let $U_{q}\left(\mathfrak{n}_{+}\right)$be the subalgebra of $U_{q}(\mathfrak{g})$ generated by the elements $E_{1}, \ldots, E_{N}$, and let $U_{q}\left(\mathfrak{n}_{-}\right)$be the subalgebra generated by $F_{1}, \ldots, F_{N}$. Moreover we let $U_{q}(\mathfrak{h})$ be the subalgebra generated by the elements $K_{\lambda}$ for $\lambda \in \mathbf{P}$.

Proposition 2.14. Multiplication in $U_{q}(\mathfrak{g})$ induces a linear isomorphism

$$
U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{+}\right) \cong U_{q}(\mathfrak{g})
$$

the quantum analogue of the triangular decomposition.

Proof. Let us write $I^{+}$for the ideal in $\tilde{U}_{q}\left(\mathfrak{n}_{+}\right)$generated by the elements $u_{i j}^{+}$. We claim that under the isomorphism of Proposition 2.8 the ideal in $\tilde{U}_{q}(\mathfrak{g})$ generated by the $u_{i j}^{+}$identifies with $\tilde{U}_{q}\left(\mathfrak{n}_{-}\right) \otimes \tilde{U}_{q}(\mathfrak{h}) \otimes I^{+}$. The left ideal property is obvious, and the right ideal property follows using Lemma 2.12 . An analogous claim holds for the ideal $I^{-}$in $\tilde{U}_{q}\left(\mathfrak{n}_{-}\right)$generated by the elements $u_{i j}^{-}$.

It follows that

$$
I=I^{-} \otimes \tilde{U}_{q}(\mathfrak{h}) \otimes \tilde{U}_{q}\left(\mathfrak{n}_{+}\right)+\tilde{U}_{q}\left(\mathfrak{n}_{-}\right) \otimes \tilde{U}_{q}(\mathfrak{h}) \otimes I^{+}
$$

is an ideal in $\tilde{U}_{q}(\mathfrak{g})$, and the quotient algebra $\tilde{U}_{q}(\mathfrak{g}) / I$ is canonically isomorphic to $U_{q}(\mathfrak{g})$. The assertion now follows from Proposition 2.8. Note in particular that we obtain a canonical isomorphism $U_{q}(\mathfrak{h}) \cong \tilde{U}_{q}(\mathfrak{h})$.

We write $U_{q}\left(\mathfrak{b}_{+}\right)$for the subalgebra of $U_{q}(\mathfrak{g})$ generated by $E_{1}, \ldots, E_{N}$ and all $K_{\lambda}$ for $\lambda \in \mathbf{P}$, and similarly we write $U_{q}\left(\mathfrak{b}_{-}\right)$for the subalgebra generated by the elements $F_{1}, \ldots, F_{N}, K_{\lambda}$ for $\lambda \in \mathbf{P}$. These algebras are Hopf subalgebras. It follows from Proposition 2.14 that these algebras, as well as the algebras $U_{q}\left(\mathfrak{n}_{ \pm}\right)$and $U_{q}(\mathfrak{h})$, are canonically isomorphic to the universal algebras with the appropriate generators and relations from Definition 2.13

As a consequence of Proposition 2.14 we obtain linear isomorphisms

$$
U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{ \pm}\right) \cong U_{q}\left(\mathfrak{b}_{ \pm}\right)
$$

Also note that $U_{q}(\mathfrak{h})$ is isomorphic to the group algebra of $\mathbf{P}$.
We observe that the automorphism $\omega: \tilde{U}_{q}(\mathfrak{g}) \rightarrow \tilde{U}_{q}(\mathfrak{g})$ from Lemma 2.5 induces an algebra automorphism of $U_{q}(\mathfrak{g})$, which we will again denote by $\omega$. This automorphism allows us to interchange the upper and lower triangular parts of $U_{q}(\mathfrak{g})$. We state this explicitly in the following Lemma.
Lemma 2.15. There exists an algebra automorphism $\omega: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ given by

$$
\omega\left(K_{\lambda}\right)=K_{-\lambda}, \quad \omega\left(E_{j}\right)=F_{j}, \quad \omega\left(F_{j}\right)=E_{j}
$$

on generators. Moreover $\omega$ is a coalgebra antihomomorphism.
Similarly, there exists an algebra anti-automorphism $\Omega: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ given by

$$
\Omega\left(K_{\lambda}\right)=K_{\lambda}, \quad \Omega\left(E_{j}\right)=F_{j}, \quad \Omega\left(F_{j}\right)=E_{j}
$$

on generators.
Proof. It is straightforward to verify that the defining relations of $U_{q}(\mathfrak{g})$ are preserved by these assignments.

We note that the automorphism $\omega$ can be used to translate formulas which depend on our convention for the comultiplication of $U_{q}(\mathfrak{g})$ to the convention using the coopposite comultiplication.

Let us introduce another symmetry of $U_{q}(\mathfrak{g})$.
Lemma 2.16. There is a unique algebra antiautomorphism $\tau: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ such that

$$
\tau\left(E_{j}\right)=K_{j} F_{j}, \quad \tau\left(F_{j}\right)=E_{j} K_{j}^{-1}, \quad \tau\left(K_{\lambda}\right)=K_{\lambda}
$$

for $j=1, \ldots, N$ and $\lambda \in \mathbf{P}$. Moreover $\tau$ is involutive, that is $\tau^{2}=\mathrm{id}$, and $a$ coalgebra homomorphism.
Proof. Observe first that all of the Hopf algebra relations of $U_{q}(\mathfrak{g})$ are preserved by the transformation

$$
E_{i} \mapsto-E_{i}, \quad F_{i} \mapsto-F_{i}, \quad K_{\lambda} \mapsto K_{\lambda},
$$

so that these generate an involutive Hopf algebra automorphism of $U_{q}(\mathfrak{g})$. Now $\tau$ agrees on generators with the composition of this map with the involution $\hat{S} \circ \omega$,
which is an algebra anti-automorphism and coalgebra automorphism. The result follows.

In the same way as for $\tilde{U}_{q}(\mathfrak{g})$ one obtains a $\mathbf{Q}$-grading on $U_{q}(\mathfrak{g})$ such that the generators $K_{\lambda}$ have degree 0 , the elements $E_{i}$ degree $\alpha_{i}$, and the elements $F_{i}$ degree $-\alpha_{i}$. The degree of a homogeneous element with respect to this grading will again be referred to as its weight, and we write $U_{q}(\mathfrak{g})_{\beta} \subset U_{q}(\mathfrak{g})$ for the subspace of all elements of weight $\beta$. The weight grading induces a direct sum decomposition

$$
U_{q}(\mathfrak{g})=\bigoplus_{\beta \in \mathbf{Q}} U_{q}(\mathfrak{g})_{\beta}
$$

of $U_{q}(\mathfrak{g})$, and we have $U_{q}(\mathfrak{g})_{\alpha} U_{q}(\mathfrak{g})_{\beta} \subset U_{q}(\mathfrak{g})_{\alpha+\beta}$ for all $\alpha, \beta \in \mathbf{Q}$.
If $q \in \mathbb{K}^{\times}$is not a root of unity the weight grading is determined by the adjoint action of $U_{q}(\mathfrak{g})$ on itself in the same way as for $\tilde{U}_{q}(\mathfrak{g})$.
2.2.5. The restricted integral form. Instead of working over a field $\mathbb{K}$, it is sometimes necessary to consider more general coefficient rings.

Let us fix a semisimple Lie algebra $\mathfrak{g}$ and put $q=s^{L} \in \mathbb{Q}(s)$. We consider the $\operatorname{ring} \mathcal{A}=\mathbb{Z}\left[s, s^{-1}\right] \subset \mathbb{Q}(s)$. With this notation in place, we define the restricted integral form of the quantized universal enveloping algebra, compare [56].
Definition 2.17. The restricted integral form $U_{q}^{\mathcal{A}}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$ is the $\mathcal{A}$-subalgebra of the quantized universal enveloping algebra $U_{q}(\mathfrak{g})$ over $\mathbb{Q}(s)$ generated by the elements $K_{\lambda}$ for $\lambda \in \mathbf{P}$ and

$$
\left[K_{i} ; 0\right]=\frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}}
$$

for $i=1, \ldots, N$, together with the divided powers

$$
E_{i}^{(r)}=\frac{1}{[r]_{q_{i}}!} E_{i}^{r}, \quad F_{i}^{(r)}=\frac{1}{[r]_{q_{i}}!} F_{i}^{r}
$$

for $i=1, \ldots, N$.
Let us show that $U_{q}^{\mathcal{A}}(\mathfrak{g})$ is a Hopf algebra over the commutative ring $\mathcal{A}$ in a natural way.

Lemma 2.18. The comultiplication, counit and antipode of $U_{q}(\mathfrak{g})$ induce on $U_{q}^{\mathcal{A}}(\mathfrak{g})$ the structure of a Hopf algebra over $\mathcal{A}$.
Proof. Let us verify that the formulas for the coproducts of all generators of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ make sense as elements in $U_{q}^{\mathcal{A}}(\mathfrak{g}) \otimes_{A} U_{q}^{\mathcal{A}}(\mathfrak{g})$. For the generators $K_{\lambda}$ this is obvious. Moreover we observe

$$
\hat{\Delta}\left(\left[K_{i} ; 0\right]\right)=\left[K_{i} ; 0\right] \otimes K_{i}+K_{i}^{-1} \otimes\left[K_{i} ; 0\right] .
$$

According to Lemma 2.6 we have

$$
\begin{aligned}
& \hat{\Delta}\left(E_{j}^{(r)}\right)=\sum_{i=0}^{r} q_{j}^{i(r-i)} E_{j}^{(i)} \otimes E_{j}^{(r-i)} K_{j}^{i} \\
& \hat{\Delta}\left(F_{j}^{(r)}\right)=\sum_{i=0}^{r} q_{j}^{i(r-i)} F_{j}^{(r-i)} K_{j}^{-i} \otimes F_{j}^{(i)}
\end{aligned}
$$

for all $j$, so the assertion also holds for the divided powers.
It is clear that the antipode and counit of $U_{q}(\mathfrak{g})$ induce corresponding maps on the level of $U_{q}^{\mathcal{A}}(\mathfrak{g})$. The Hopf algebra axioms are verified in the same way as in Lemma 2.4

We next define the bar involution of $U_{q}^{\mathcal{A}}(\mathfrak{g})$. The field automorphism $\beta$ of $\mathbb{Q}(s)$ determined by $\beta(s)=s^{-1}$ restricts to a ring automorphism of $\mathcal{A}$. This extends to $U_{q}^{\mathcal{A}}(\mathfrak{g})$ as follows.
Lemma 2.19. The quantized universal enveloping algebra $U_{q}(\mathfrak{g})$ over $\mathbb{Q}(s)$ admits an automorphism $\beta: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ of $\mathbb{Q}$-algebras such that $\beta(s)=s^{-1}$ and

$$
\beta\left(K_{\mu}\right)=K_{-\mu}, \quad \beta\left(E_{i}\right)=E_{i}, \quad \beta\left(F_{i}\right)=F_{i}
$$

for all $\mu \in \mathbf{P}$ and $1 \leq i \leq N$. This restricts to an automorphism of $U_{q}^{\mathcal{A}}(\mathfrak{g})$.
Proof. We can view $U_{q}(\mathfrak{g})$ as a $\mathbb{Q}(s)$-algebra using the scalar action $c \bullet X=\beta(c) X$ for $c \in \mathbb{Q}(s)$. Let us write $U_{q}(\mathfrak{g})^{\beta}$ for the resulting $\mathbb{Q}(s)$-algebra. Sending $K_{\mu}$ to $K_{-\mu}$ and fixing the generators $E_{i}, F_{j}$ determines a homomorphism $U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})^{\beta}$ of $\mathbb{Q}(s)$-algebras. By slight abuse of notation we can view this as the desired automorphism $\beta: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ of $\mathbb{Q}$-algebras.

The fact that $\beta$ restricts to $U_{q}^{\mathcal{A}}(\mathfrak{g})$ follows directly from the definition of the integral form.

In the literature, the bar involution $\beta$ of $U_{q}(\mathfrak{g})$ is usually denoted by a bar. We shall write $\beta(X)$ instead of $\bar{X}$ for $X \in U_{q}(\mathfrak{g})$ in order to avoid confusion with *-structures later on. Note that $\beta: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ is not a Hopf algebra automorphism.

For $l \in \mathbb{Z}$ and $1 \leq i \leq N$ we will use the notation

$$
\left[K_{i} ; l\right]_{q_{i}}=\left[K_{i} ; l\right]=\frac{q_{i}^{l} K_{i}-q_{i}^{-l} K_{i}^{-1}}{q_{i}-q_{i}^{-1}},
$$

and for any $m \in \mathbb{N}_{0}$ we define
$\left[\begin{array}{c}K_{i} ; l \\ m\end{array}\right]_{q_{i}}=\frac{\left[K_{i} ; l\right]_{q_{i}}\left[K_{i} ; l-1\right]_{q_{i}} \ldots\left[K_{i} ; l-m+1\right]_{q_{i}}}{[m]_{q_{i}}!}=\prod_{j=1}^{m} \frac{q_{i}^{l+1-j} K_{i}-q_{i}^{-(l+1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}}$,
where, as usual, we interpret this as 1 when $m=0$. Note that

$$
\left[\begin{array}{c}
K_{i} ; l \\
1
\end{array}\right]_{q_{i}}=\left[K_{i} ; l\right]_{q_{i}} .
$$

These expressions should be considered as elements in $U_{q}(\mathfrak{g})$. We will see in Proposition 2.24 that they in fact belong to the restricted integral form $U_{q}^{\mathcal{A}}(\mathfrak{g})$.
Lemma 2.20. Let $m \in \mathbb{N}_{0}, l \in \mathbb{Z}$ and $1 \leq i \leq N$. Then the following relations hold.
a) We have

$$
q_{i}^{-(m+1)}\left[\begin{array}{c}
K_{i} ; l \\
m+1
\end{array}\right]_{q_{i}}=K_{i}^{-1} q_{i}^{-l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}+\left[\begin{array}{c}
K_{i} ; l-1 \\
m+1
\end{array}\right]_{q_{i}}
$$

and

$$
q_{i}^{m+1}\left[\begin{array}{c}
K_{i} ; l \\
m+1
\end{array}\right]_{q_{i}}=K_{i} q_{i}^{l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}+\left[\begin{array}{c}
K_{i} ; l-1 \\
m+1
\end{array}\right]_{q_{i}} .
$$

b) If $l \geq 0$ then

$$
\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}}=\sum_{j=0}^{m} q_{i}^{l(m-j)}\left[\begin{array}{l}
l \\
j
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} .
$$

c) If $l<0$ then

$$
\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}}=\sum_{j=0}^{m}(-1)^{j} q_{i}^{l(j-m)}\left[\begin{array}{c}
-l+j-1 \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} .
$$

Proof. a) To verify the first equation we use induction on $m$. For $m=0$ one computes

$$
\begin{aligned}
q_{i}^{-1}\left[\begin{array}{c}
K_{i} ; l \\
1
\end{array}\right]_{q_{i}} & =\frac{q_{i}^{l-1} K_{i}-q_{i}^{-l-1} K_{i}^{-1}}{q_{i}-q_{i}^{-1}} \\
& =\frac{q_{i}^{l-1} K_{i}-q_{i}^{-(l-1)} K_{i}^{-1}+q_{i}^{-l}\left(q_{i}-q_{i}^{-1}\right) K_{i}^{-1}}{q_{i}-q_{i}^{-1}} \\
& =q_{i}^{-l} K_{i}^{-1}+\frac{q_{i}^{l-1} K_{i}-q_{i}^{-(l-1)} K_{i}^{-1}}{q_{i}-q_{i}^{-1}} \\
& =q_{i}^{-l} K_{i}^{-1}\left[\begin{array}{c}
K_{i} ; l-1 \\
0
\end{array}\right]_{q_{i}}+\left[\begin{array}{c}
K_{i} ; l-1 \\
1
\end{array}\right]_{q_{i}}
\end{aligned}
$$

as desired. Assume that the assertion is proved for $m-1 \geq 0$ and compute

$$
\begin{aligned}
& q_{i}^{-(m+1)}\left[\begin{array}{c}
K_{i} ; l \\
m+1
\end{array}\right]_{q_{i}}=q_{i}^{-m}\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}} \frac{q_{i}^{l-m-1} K_{i}-q_{i}^{-(l-m+1)} K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}} \\
& =\left(K_{i}^{-1} q_{i}^{-l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m-1
\end{array}\right]_{q_{i}}+\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}\right) \frac{q_{i}^{l-m-1} K_{i}-q_{i}^{-(l-m+1)} K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}} \\
& = \\
& \quad K_{i}^{-1} q_{i}^{-l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m-1
\end{array}\right]_{q_{i}} \frac{q_{i}^{l-m-1} K_{i}-q_{i}^{-(l-m+1)} K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}} \\
& \quad+\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}^{q_{i}^{-(l-m-1)} K_{i}^{-1}-q_{i}^{-(l-m+1)} K_{i}^{-1}} \\
& = \\
& q_{i}^{m+1}-q_{i}^{-(m+1)} q_{i}^{-l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}\left(\frac{K_{i} ; l-1}{m+1}\right]_{q_{i}}\left(\frac{q_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}}\left(q_{i}^{m}-q_{i}^{-m}\right)+\frac{q_{i}^{m+1}-q_{i}^{m-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}}\right) \\
& \quad+\left[\begin{array}{c}
K_{i} ; l-1 \\
m+1
\end{array}\right]_{q_{i}} \\
& = \\
& K_{i}^{-1} q_{i}^{-l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}+\left[\begin{array}{c}
K_{i} ; l-1 \\
m+1
\end{array}\right]_{q_{i}} .
\end{aligned}
$$

This yields the first equality. Applying the automorphism $\beta$ to this equality yields the second claim, where we note that the terms $\left[\begin{array}{c}K_{i} ; l \\ m\end{array}\right]_{q_{i}}$ are fixed under $\beta$ for all $l \in \mathbb{Z}$ and $m \in \mathbb{N}_{0}$.
b) We use induction on $l$. Assume without loss of generality that $m>0$. For $l=0$ the assertion clearly holds. To check the inductive step we use $a$ ) and the
inductive hypothesis to calculate

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ; l+1 \\
m
\end{array}\right]_{q_{i}}=} & K_{i}^{-1} q_{i}^{m-l-1}\left[\begin{array}{c}
K_{i} ; l \\
m-1
\end{array}\right]_{q_{i}}+q_{i}^{m}\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}} \\
= & K_{i}^{-1} q_{i}^{m-l-1} \sum_{j=0}^{m-1} q_{i}^{l(m-1-j)}\left[\begin{array}{c}
l \\
j
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-1-j
\end{array}\right]_{q_{i}} \\
& +q_{i}^{m} \sum_{j=0}^{m} q_{i}^{l(m-j)}\left[\begin{array}{c}
l \\
j
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
= & q_{i}^{m-l-1} \sum_{j=1}^{m} q_{i}^{l(m-j)}\left[\begin{array}{c}
l \\
j-1
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
& +q_{i}^{m} \sum_{j=0}^{m} q_{i}^{l(m-j)}\left[\begin{array}{c}
l \\
j
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
= & \sum_{j=0}^{m} q_{i}^{(l+1)(m-j)}\left[\begin{array}{c}
l+1 \\
j
\end{array}\right]_{q_{i}} K_{i}^{-j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}}
\end{aligned}
$$

taking into account Lemma 2.1 in the last step.
c) We first show

$$
\prod_{k=1}^{m} \frac{q_{i}^{-k} K_{i}-q_{i}^{k} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}=\sum_{j=0}^{m}(-1)^{j} q_{i}^{-(j-m)} K_{i}^{j} \prod_{k=1}^{m-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}
$$

by induction on $m$. For $m=0$ this relation clearly holds. If it holds for $m \geq 0$ then using the inductive hypothesis we get

$$
\begin{aligned}
& \prod_{k=1}^{m+1} \frac{q_{i}^{-k} K_{i}-q_{i}^{k} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}=\prod_{k=1}^{m+1} \frac{q_{i}^{-k} K_{i}-q_{i}^{k} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}+q_{i}^{m+1} \prod_{k=1}^{m+1} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& \quad-q_{i}^{m+1} \frac{K_{i}-K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}} \prod_{k=1}^{m} \frac{q_{i}^{-k} K_{i}-q_{i}^{k} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =q_{i}^{m+1} \prod_{k=1}^{m+1} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}+\left(\frac{q_{i}^{-(m+1)} K_{i}-q_{i}^{m+1} K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}}\right. \\
& \quad-\frac{q_{i}^{m+1} K_{i}-q_{i}^{m+1} K_{i}^{-1}}{q_{i}^{m+1}-q_{i}^{-(m+1)}} \sum_{j=0}^{m}(-1)^{j} q_{i}^{-(j-m)} K_{i}^{j} \prod_{k=1}^{m-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =q_{i}^{m+1} \prod_{k=1}^{m+1} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& \quad-K_{i} \sum_{j=0}^{m}(-1)^{j} q_{i}^{-(j-m)} K_{i}^{j} \prod_{k=1}^{m-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =q_{i}^{m+1} \prod_{k=1}^{m+1} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& \quad+K_{i} \sum_{j=1}^{m+1}(-1)^{j} q_{i}^{-(j-m-1)} K_{i}^{j-1} \prod_{k=1}^{m+1-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =\sum_{j=0}^{m+1}(-1)^{j} q_{i}^{-(j-m-1)} K_{i}^{j} \prod_{k=1}^{m+1-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}}
\end{aligned}
$$

as desired.
Let us now prove the assertion. For $l=-1$ we obtain

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ;-1 \\
m
\end{array}\right]_{q_{i}} } & =\prod_{k=1}^{m} \frac{q_{i}^{-k} K_{i}-q_{i}^{k} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =\sum_{j=0}^{m}(-1)^{j} q_{i}^{-(j-m)} K_{i}^{j} \prod_{k=1}^{m-j} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =\sum_{j=0}^{m}(-1)^{j} q_{i}^{-(j-m)} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}}
\end{aligned}
$$

using the above calculation. Assume now that the claim holds for some $l<0$ and all $m \in \mathbb{N}_{0}$. For $l-1$ and $m=0$ the assertion clearly holds too. Using induction on $m$ and applying the second formula from $a$ ) we get

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ; l-1 \\
m
\end{array}\right]_{q_{i}}=} & q_{i}^{m}\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}}-K_{i} q_{i}^{l}\left[\begin{array}{c}
K_{i} ; l-1 \\
m-1
\end{array}\right]_{q_{i}} \\
= & q_{i}^{m} \sum_{j=0}^{m}(-1)^{j} q_{i}^{l(j-m)}\left[\begin{array}{c}
-l+j-1 \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
& -K_{i} q_{i}^{l} \sum_{j=0}^{m-1}(-1)^{j} q_{i}^{(l-1)(j-m+1)}\left[\begin{array}{c}
-l+j \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-1-j
\end{array}\right]_{q_{i}} \\
= & q_{i}^{m} \sum_{j=0}^{m}(-1)^{j} q_{i}^{l(j-m)}\left[\begin{array}{c}
-l+j-1 \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
& +q_{i}^{l} \sum_{j=1}^{m}(-1)^{j} q_{i}^{(l-1)(j-m)}\left[\begin{array}{c}
-l+j-1 \\
j-1
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}} \\
= & \sum_{j=0}^{m}(-1)^{j} q_{i}^{(l-1)(j-m)}\left[\begin{array}{c}
-l+j \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m-j
\end{array}\right]_{q_{i}}
\end{aligned}
$$

as claimed, again taking into account Lemma 2.1

We collect some more formulas.

Lemma 2.21. Assume $m \in \mathbb{N}$ and $n \in \mathbb{N}_{0}$. Then we have

$$
\begin{aligned}
\sum_{j=0}^{n}(-1)^{j} q_{i}^{m(n-j)}\left[\begin{array}{c}
m+j-1 \\
j
\end{array}\right]_{q_{i}} K_{i}^{j}\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
n-j
\end{array}\right]_{q_{i}} & =\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
K_{i} ;-m \\
n
\end{array}\right]_{q_{i}} \\
& =\left[\begin{array}{c}
m+n \\
n
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
m+n
\end{array}\right]_{q_{i}}
\end{aligned}
$$

for all $i=1, \ldots, N$.

Proof. The first equality follows from Lemma $2.20 c$ ). For the second equality we compute

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}} } & {\left[\begin{array}{c}
K_{i} ;-m \\
n
\end{array}\right]_{q_{i}} } \\
& =\prod_{j=1}^{m} \frac{q_{i}^{1-j} K_{i}-q_{i}^{-(1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}} \prod_{k=1}^{n} \frac{q_{i}^{-m+1-k} K_{i}-q_{i}^{-(-m+1-k)} K_{i}^{-1}}{q_{i}^{k}-q_{i}^{-k}} \\
& =\prod_{j=1}^{m} \frac{q_{i}^{1-j} K_{i}-q_{i}^{-(1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}} \prod_{k=m+1}^{m+n} \frac{q_{i}^{1-k} K_{i}-q_{i}^{-(1-k)} K_{i}^{-1}}{q_{i}^{k-m}-q_{i}^{-(k-m)}} \\
& =\left[\begin{array}{c}
m+n \\
n
\end{array}\right]_{q_{i}} \prod_{j=1}^{m+n} \frac{q_{i}^{1-j} K_{i}-q_{i}^{-(1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}} \\
& =\left[\begin{array}{c}
m+n \\
n
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
m+n
\end{array}\right]_{q_{i}}
\end{aligned}
$$

as desired.
Lemma 2.22. Given any $l \in \mathbb{Z}, m \in \mathbb{N}_{0}$ we have

$$
\begin{aligned}
& {\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}} E_{i}^{(r)}=E_{i}^{(r)}\left[\begin{array}{c}
K_{i} ; l+2 r \\
m
\end{array}\right]_{q_{i}}} \\
& {\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}} F_{i}^{(r)}=F_{i}^{(r)}\left[\begin{array}{c}
K_{i} ; l-2 r \\
m
\end{array}\right]_{q_{i}}}
\end{aligned}
$$

for all $r \in \mathbb{N}_{0}$.
Proof. We compute

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ; l \\
m
\end{array}\right]_{q_{i}} E_{i}^{(r)} } & =\prod_{j=1}^{m} \frac{q_{i}^{l+1-j} K_{i}-q_{i}^{-(l+1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}} E_{i}^{(r)} \\
& =E_{i}^{(r)} \prod_{j=1}^{m} \frac{q_{i}^{l+1-j+2 r} K_{i}-q_{i}^{-(l+1-j+2 r)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}} \\
& =E_{i}^{(r)}\left[\begin{array}{c}
K_{i} ; l+2 r \\
m
\end{array}\right]_{q_{i}}
\end{aligned}
$$

as desired. The proof of the second formula is analogous.
According to Lemma 2.11 We have

$$
\left[E_{i}, F_{i}^{m}\right]=[m]_{q_{i}} F_{i}^{m-1}\left[K_{i} ; 1-m\right]_{q_{i}}
$$

for $m \geq 1$. This can also be written in the form

$$
\left[E_{i}, F_{i}^{(m)}\right]=F_{i}^{(m-1)}\left[K_{i} ; 1-m\right]_{q_{i}} .
$$

Let us record a more general commutation relation.
Proposition 2.23. We have

$$
\begin{aligned}
E_{i}^{(r)} F_{i}^{(s)} & =\sum_{r, s \geq t \geq 0} F_{i}^{(s-t)} E_{i}^{(r-t)}\left[\begin{array}{c}
K_{i} ; r-s \\
t
\end{array}\right]_{q_{i}} \\
& =\sum_{r, s \geq t \geq 0} F_{i}^{(s-t)}\left[\begin{array}{c}
K_{i} ; 2 t-r-s \\
t
\end{array}\right]_{q_{i}} E_{i}^{(r-t)}
\end{aligned}
$$

for all $r, s \in \mathbb{N}_{0}$.

Proof. Let us verify the first equality. For $r=0$ and $s \in \mathbb{N}_{0}$ arbitrary the formula clearly holds. For $r=1$ and $s \in \mathbb{N}_{0}$ arbitrary the formula follows from the computation just before the proposition.

Assume that the equality is true for some $r \geq 1$ and all $s \in \mathbb{N}_{0}$. Then we compute

$$
\begin{aligned}
E_{i}^{(r+1)} F_{i}^{(s)}= & \frac{1}{[r+1]_{q_{i}}} E_{i}^{(r)} E_{i} F_{i}^{(s)} \\
= & \frac{1}{[r+1]_{q_{i}}}\left(E_{i}^{(r)} F_{i}^{(s-1)}\left[K_{i} ; 1-s\right]+E_{i}^{(r)} F_{i}^{(s)} E_{i}\right) \\
= & \frac{1}{[r+1]_{q_{i}}} \sum_{r, s-1 \geq t \geq 0} F_{i}^{(s-1-t)} E_{i}^{(r-t)}\left[\begin{array}{c}
K_{i} ; r-s+1 \\
t
\end{array}\right]_{q_{i}}\left[K_{i} ; 1-s\right] \\
& +\frac{1}{[r+1]_{q_{i}}} \sum_{r, s \geq t \geq 0} F_{i}^{(s-t)} E_{i}^{(r-t)}\left[\begin{array}{c}
K_{i} ; r-s \\
t
\end{array}\right]_{q_{i}} E_{i} \\
= & \frac{1}{[r+1]_{q_{i}}} \sum_{r+1, s \geq t+1 \geq 1} F_{i}^{(s-1-t)} E_{i}^{(r-t)}\left[\begin{array}{c}
K_{i} ; r-s+1 \\
t
\end{array}\right]_{q_{i}}\left[K_{i} ; 1-s\right] \\
& +\frac{1}{[r+1]_{q_{i}}} \sum_{r, s \geq t \geq 0}[r+1-t]_{q_{i}} F_{i}^{(s-t)} E_{i}^{(r+1-t)}\left[\begin{array}{c}
K_{i} ; r-s+2 \\
t
\end{array}\right]_{q_{i}} \\
= & \left.\frac{1}{[r+1]_{q_{i}}} \sum_{r+1, s \geq t \geq 1} F_{i}^{(s-t)} E_{i}^{(r+1-t)}\left[\begin{array}{c}
K_{i} ; r-s+1 \\
t-1
\end{array}\right]_{q_{i}}^{\left[K_{i} ; 1-s\right]}\right] \\
& +\frac{1}{[r+1]_{q_{i}}} \sum_{r+1, s \geq t \geq 0}[r+1-t]_{q_{i}} F_{i}^{(s-t)} E_{i}^{(r+1-t)}\left[\begin{array}{c}
K_{i} ; r-s+2 \\
t
\end{array}\right]
\end{aligned}
$$

using Lemma 2.22. Therefore it suffices to show

$$
\begin{aligned}
{\left[\begin{array}{c}
K_{i} ; r-s+1 \\
t-1
\end{array}\right]_{q_{i}}\left[K_{i} ; 1-s\right] } & +[r+1-t]_{q_{i}}\left[\begin{array}{c}
K_{i} ; r-s+2 \\
t
\end{array}\right]_{q_{i}} \\
& =[r+1]_{q_{i}}\left[\begin{array}{c}
K_{i} ; r+1-s \\
t
\end{array}\right]_{q_{i}}
\end{aligned}
$$

for $r, s \geq t \geq 1$; note that the contribution corresponding to $t=0$ is covered by the second term in the previous expression.

We compute the left-hand side,

$$
\begin{aligned}
& {\left[\begin{array}{c}
K_{i} ; r-s+1 \\
t-1
\end{array}\right]_{q_{i}}\left[K_{i} ; 1-s\right]+[r+1-t]_{q_{i}}\left[\begin{array}{c}
K_{i} ; r-s+2 \\
t
\end{array}\right]_{q_{i}}} \\
& =\frac{\left[K_{i} ; r-s+1\right] \ldots\left[K_{i} ; r-s-t+3\right]}{[t]_{q_{i}}!}\left([t]_{q_{i}}\left[K_{i} ; 1-s\right]+[r+1-t]_{q_{i}}\left[K_{i} ; r-s+2\right]\right)
\end{aligned}
$$

The expression in parentheses here is

$$
\begin{aligned}
& \begin{array}{l}
\left([t]_{q_{i}}\left[K_{i} ; 1-s\right]+[r+1-t]_{q_{i}}\left[K_{i} ; r-s+2\right]\right) \\
=\frac{1}{\left(q_{i}-q_{i}^{-1}\right)^{2}}\left(\left(q_{i}^{t}-q_{i}^{-t}\right)\left(q_{i}^{1-s} K_{i}-q_{i}^{-(1-s)} K_{i}^{-1}\right)\right. \\
\left.\quad \quad+\left(q_{i}^{r+1-t}-q_{i}^{-(r+1-t)}\right)\left(q_{i}^{r-s+2} K_{i}-q_{i}^{-(r-s+2)} K_{i}^{-1}\right)\right) \\
=\frac{1}{\left(q_{i}-q_{i}^{-1}\right)^{2}}\left(\left(q_{i}^{2 r+3-t-s}-q_{i}^{-t+1-s}\right) K_{i}+\left(q_{i}^{-2 r-3+t+s}-q_{i}^{t-1+s}\right) K_{i}^{-1}\right) \\
=\frac{1}{\left(q_{i}-q_{i}^{-1}\right)^{2}}\left(q_{i}^{r+1}-q_{i}^{-(r+1)}\right)\left(q_{i}^{r-s+2-t} K_{i}-q_{i}^{-(r-s+2-t)} K_{i}^{-1}\right) \\
=[r+1]_{q_{i}}\left[K_{i} ; r-s+2-t\right]
\end{array}
\end{aligned}
$$

which yields the claim.
The second equality follows from Lemma 2.22
We denote by $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{+}\right)$the subalgebra of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ generated by the divided powers $E_{1}^{\left(t_{1}\right)}, \ldots, E_{N}^{\left(t_{N}\right)}$ with $t_{j} \in \mathbb{N}_{0}$, and let $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right)$be the subalgebra generated by the corresponding divided powers $F_{1}^{\left(t_{1}\right)}, \ldots, F_{N}^{\left(t_{N}\right)}$. Moreover we let $U_{q}^{\mathcal{A}}(\mathfrak{h})$ be the intersection of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ with $U_{q}(\mathfrak{h})$.

The algebras $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{ \pm}\right)$will be studied in greater detail later on. Here we shall determine the structure of $U_{q}^{\mathcal{A}}(\mathfrak{h})$, see Theorem 6.7 in [56].
Proposition 2.24. The algebra $U_{q}^{\mathcal{A}}(\mathfrak{h})$ is free as an $\mathcal{A}$-module, with basis given by all elements of the form

$$
K_{\lambda} \prod_{i=1}^{N} K_{i}^{s_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}}
$$

where $s_{i} \in\{0,1\}, m_{i} \in \mathbb{N}_{0}$ and $\lambda$ belongs to a set of representatives of the cosets of $\mathbf{Q}$ in $\mathbf{P}$.

Proof. Let us first show by induction on $m$ that $U_{q}^{\mathcal{A}}(\mathfrak{h})$ contains all elements $\left[\begin{array}{c}K_{i} ; l \\ m\end{array}\right]_{q_{i}}$ for $l \in \mathbb{Z}$ and $m \in \mathbb{N}_{0}$. The assertion clearly holds for $m=0$. Assume that it holds for some $m \geq 0$. Then Proposition 2.23 applied to $r=s=m+1$ and induction shows that $\left[\begin{array}{c}K_{i} ; 0 \\ m+1\end{array}\right]_{q_{i}}$ is contained in $U_{q}^{\mathcal{A}}(\mathfrak{h})$. Finally, parts $b$ ) and $c$ ) of Lemma 2.20 and induction allow us to conclude that $\left[\begin{array}{c}K_{i} ; l \\ m+1\end{array}\right]_{q_{i}}$ is in $U_{q}^{\mathcal{A}}(\mathfrak{h})$ for all positive and negative integers $l$, respectively.

For $\lambda \in \mathbf{P}$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{N}\right) \in \mathbb{Z}^{N}, \mathbf{m}=\left(m_{1}, \ldots, m_{N}\right) \in \mathbb{N}_{0}^{N}$ let us abbreviate

$$
K(\lambda, \mathbf{s}, \mathbf{m})=K_{\lambda} \prod_{i=1}^{N} K_{i}^{s_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}}
$$

According to the definition of $U_{q}^{\mathcal{A}}(\mathfrak{h})$ and our above considerations, these elements are all contained in $U_{q}^{\mathcal{A}}(\mathfrak{h})$.

Let us write $H$ for the $\mathcal{A}$-linear span of all elements of the form $K_{\lambda} \prod_{i=1}^{N}\left[\begin{array}{c}K_{i} ; l_{i} \\ m_{i}\end{array}\right]_{q_{i}}$ with $\lambda \in \mathbf{P}, l_{i} \in \mathbb{Z}$ and $m_{i} \in \mathbb{N}_{0}$. Then $H \subset U_{q}^{\mathcal{A}}(\mathfrak{h})$. We claim that $H$ is closed under multiplication. For this, it suffices to consider products of the form $\left[\begin{array}{c}K_{i} ; l \\ m\end{array}\right]_{q_{i}}\left[\begin{array}{c}K_{i} ; l^{\prime} \\ m^{\prime}\end{array}\right]_{q_{i}}$ with $l, l^{\prime} \in \mathbb{Z}, m, m^{\prime} \in \mathbb{N}_{0}$. Using Lemma 2.20 , we can reduce to the case $l=l^{\prime}=0$, which follows from Lemma 2.21 by induction on $m^{\prime}$. Next, note that according to Proposition 2.23 and Lemma 2.22, the $\mathcal{A}$-module $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right) H U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{+}\right)$is closed under multiplication, and therefore agrees with $U_{q}^{\mathcal{A}}(\mathfrak{g})$. This implies $H=U_{q}^{\mathcal{A}}(\mathfrak{h})$.

Now fix a set of coset representatives of $\mathbf{Q}$ in $\mathbf{P}$, which we will denote temporarily by $\mathbf{R}$. Let us write $L$ for the $\mathcal{A}$-linear span of all $K(\lambda, \mathbf{s}, \mathbf{m})$ with $\lambda \in \mathbf{R}$ and $\mathbf{s}=\left(s_{1}, \ldots, s_{N}\right) \in\{0,1\}^{N}, \mathbf{m}=\left(m_{1}, \ldots, m_{N}\right) \in \mathbb{N}_{0}^{N}$. We will prove that $L$ contains $K(\lambda, \mathbf{t}, \mathbf{m})$ for all $\lambda \in \mathbf{P}, \mathbf{t} \in \mathbb{Z}^{N}, \mathbf{m} \in \mathbb{N}_{0}^{N}$ by induction on $\mathbf{t}$. For this, it is enough to show that $L$ contains $\prod_{i=1}^{N} K_{i}^{t_{i}}\left[\begin{array}{c}K_{i} ; 0 \\ m_{i}\end{array}\right]_{q_{i}}$ for all $\mathbf{t} \in \mathbb{Z}^{N}$ and $\mathbf{m} \in \mathbb{N}_{0}^{N}$. This is trivially true for $\mathbf{t} \in\{0,1\}^{N}$ and any $\mathbf{m}$. From the definition of $\left[\begin{array}{c}K_{i} ;-m_{i} \\ t_{i}+1\end{array}\right]_{q_{i}}$
we can write

$$
K_{i}^{t_{i}+2}=a K_{i}\left[\begin{array}{c}
K_{i} ;-m_{i} \\
t_{i}+1
\end{array}\right]_{q_{i}}+\sum_{k=-t_{i}}^{t_{i}} b_{k} K_{i}^{k}
$$

for some $a, b_{-t_{i}}, \ldots, b_{t_{i}} \in \mathcal{A}$, and likewise

$$
K_{i}^{-t_{i}-1}=a^{\prime}\left[\begin{array}{c}
K_{i} ;-m_{i} \\
t_{i}+1
\end{array}\right]_{q_{i}}+\sum_{k=-t_{i}+1}^{t_{i}+1} b_{k}^{\prime} K_{i}^{k}
$$

for some $a^{\prime}, b_{-t_{i}+1}^{\prime}, \ldots, b_{t_{i}+1}^{\prime} \in \mathcal{A}$. Using the second equality from Lemma 2.21 we therefore obtain

$$
\begin{aligned}
K_{i}^{t_{i}+2}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}} & =a\left[\begin{array}{c}
m_{i}+t_{i}+1 \\
t_{i}+1
\end{array}\right]_{q_{i}} K_{i}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}+t_{i}+1
\end{array}\right]_{q_{i}}+\sum_{k=-t_{i}}^{t_{i}} b_{k} K_{i}^{k}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}} \\
K_{i}^{-t_{i}-1}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}} & =a^{\prime}\left[\begin{array}{c}
m_{i}+t_{i}+1 \\
t_{i}+1
\end{array}\right]_{q_{i}}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}+t_{i}+1
\end{array}\right]_{q_{i}}+\sum_{k=-t_{i}+1}^{t_{i}+1} b_{k}^{\prime} K_{i}^{k}\left[\begin{array}{c}
K_{i} ; 0 \\
m_{i}
\end{array}\right]_{q_{i}} .
\end{aligned}
$$

Performing an induction on $t_{i}$ successively for $i=1, \ldots, N$, we see that every $K(\lambda, \mathbf{t}, \mathbf{m})$ is a linear combination of the elements $K(\lambda, \mathbf{s}, \mathbf{m})$ with $\mathbf{s} \in\{0,1\}^{N}$. Taking into account Lemma $2.20 b), c$ ) we conclude $L=H=U_{q}^{\mathcal{A}}(\mathfrak{h})$ as desired.

It remains to show that the elements $K(\lambda, \mathbf{s}, \mathbf{m})$ in $L$ are linearly independent over $\mathcal{A}$. For this it suffices to observe that the elements $K(0, \mathbf{s}, \mathbf{m})$ with $\mathbf{s} \in\{0,1\}^{N}$ and $\mathbf{m}=\left(m_{1}, \ldots, m_{N}\right)$ satisfying $m_{j} \leq m$ for all $j=1, \ldots, N$ span the $2^{N}(m+1)^{N_{-}}$ dimensional subspace of $U_{q}(\mathfrak{g})$ over $\mathbb{Q}(s)$ generated by all elements of the form $K_{1}^{r_{1}} \cdots K_{N}^{r_{N}}$ such that $-m \leq r_{i} \leq m+1$ for all $i$.

It will be shown later on that $U_{q}^{\mathcal{A}}(\mathfrak{g})$ is indeed an integral form of the quantized universal enveloping algebra $U_{q}(\mathfrak{g})$ over $\mathbb{K}=\mathbb{Q}(s)$ in the sense that there is a canonical isomorphism $\mathbb{Q}(s) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}(\mathfrak{g}) \cong U_{q}(\mathfrak{g})$.

Using the integral form one can also show that $U_{q}(\mathfrak{g})$ tends to the classical universal enveloping algebra $U(\mathfrak{g})$ as $q$ tends to 1 . More precisely, let $\mathbb{K}$ be a field and let $U_{1}(\mathfrak{g})=U_{q}^{\mathcal{A}}(\mathfrak{g}) \otimes_{\mathcal{A}} \mathbb{K}$ be the algebra obtained by extension of scalars from $\mathcal{A}$ to $\mathbb{K}$ such that $s$ is mapped to $1 \in \mathbb{K}$.

Recall that the classical universal enveloping algebra $U(\mathfrak{g})$ of $\mathfrak{g}$ over $\mathbb{K}$ is the $\mathbb{K}$-algebra with generators $E_{i}, F_{i}, H_{i}$ for $1 \leq i \leq N$ satisfying

$$
\begin{aligned}
{\left[H_{i}, H_{j}\right] } & =0 \\
{\left[H_{i}, E_{j}\right] } & =a_{i j} E_{j} \\
{\left[H_{i}, F_{j}\right] } & =-a_{i j} F_{j} \\
{\left[E_{i}, F_{j}\right] } & =\delta_{i j} H_{j}
\end{aligned}
$$

for all $1 \leq i, j \leq N$ and the Serre relations

$$
\begin{aligned}
& \sum_{k=0}^{1-a_{i j}}(-1)^{k}\binom{1-a_{i j}}{k} E_{i}^{k} E_{j} E_{i}^{1-a_{i j}-k}=0 \\
& \sum_{k=0}^{1-a_{i j}}(-1)^{k}\binom{1-a_{i j}}{k} F_{i}^{k} F_{j} F_{i}^{1-a_{i j}-k}=0
\end{aligned}
$$

for $i \neq j$.
Proposition 2.25. Let $U(\mathfrak{g})$ be the universal enveloping algebra of $\mathfrak{g}$. Then there exists a canonical surjective homomorphism $U_{1}(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ of Hopf algebras.

Proof. Let us write $e_{i}, f_{i}, h_{i}$ for the generators $E_{i}, F_{i},\left[K_{i} ; 0\right]$ viewed as elements of $U_{1}(\mathfrak{g})$, and similarly write $k_{\lambda}$ for $K_{\lambda}$. Moreover let $I_{q} \subset U_{q}^{\mathcal{A}}(\mathfrak{g})$ be the ideal generated by all elements $K_{\lambda}-1$. We claim that $U_{1}(\mathfrak{g}) / I_{1}$ is isomorphic to $U(\mathfrak{g})$.

For this we need to verify that the generators $e_{i}, f_{i}, h_{i} \in U_{1}(\mathfrak{g}) / I$ satisfy the defining relations of $U(\mathfrak{g})$. Clearly the elements $h_{i}$ commute among themselves. We compute

$$
\begin{aligned}
{\left[\left[K_{i} ; 0\right], E_{j}\right] } & =\frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}} E_{j}-E_{j} \frac{K_{i}-K_{i}^{-1}}{q_{i}-q_{i}^{-1}} \\
& =\frac{\left(1-q_{i}^{-a_{i j}}\right) K_{i}-\left(1-q_{i}^{a_{i j}}\right) K_{i}^{-1}}{q_{i}-q_{i}^{-1}} E_{j} \\
& =\left[a_{i j}\right]_{q_{i}} E_{j}
\end{aligned}
$$

in $U_{q}(\mathfrak{g}) / I_{q}$, and hence deduce $\left[h_{i}, e_{j}\right]=a_{i j} e_{j}$ in $U_{1}(\mathfrak{g}) / I_{1}$. Similarly one obtains $\left[h_{i}, f_{j}\right]=-a_{i j} f_{j}$, and the relation $\left[e_{i}, f_{j}\right]=\delta_{i j} h_{j}$ follows from the definitions. Finally, to check the Serre relations for the $e_{i}$ and $f_{j}$ it suffices to observe that quantum binomial coefficients become ordinary binomial coefficients at $q=1$.

Hence we obtain an algebra homomorphism $\iota: U_{1}(\mathfrak{g}) \rightarrow U(\mathfrak{g})$ by sending $e_{i}, f_{i}, h_{i}$ to $E_{i}, F_{i}, H_{i}$, respectively. This map is clearly surjective. It induces an isomorphism $U_{1}(\mathfrak{g}) / I_{1} \rightarrow U(\mathfrak{g})$ whose inverse is obtained by using the universal property of $U(\mathfrak{g})$.

To check that this map is compatible with coproducts we use Lemma 2.18 to calculate

$$
\hat{\Delta}\left(\left[K_{i} ; 0\right]\right)=\left[K_{i} ; 0\right] \otimes 1+1 \otimes\left[K_{i} ; 0\right]
$$

in $U_{q}(\mathfrak{g}) / I_{q}$, and the corresponding formulas for $\hat{\Delta}\left(E_{i}\right), \hat{\Delta}\left(F_{j}\right)$ follow from the definitions. This yields the claim.

Let us finally note that the integral form $U_{q}^{\mathcal{A}}(\mathfrak{g})$ plays a prominent role in the construction of canonical bases. More recently, it has appeared in connection with categorification of quantum groups.
2.3. Verma modules. This section contains some basic definitions and results on weight modules and Verma modules for $U_{q}(\mathfrak{g})$. Throughout, our basic assumption is that $\mathbb{K}$ is a field and $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity. At this stage, some constructions and results work for more general parameters $q$, but our interest is in the case that $q$ is not a root of unity anyway.
2.3.1. The parameter space $\mathfrak{h}_{q}^{*}$. The notion of a (non-integral) weight for a representation of the quantum enveloping algebra $U_{q}(\mathfrak{g})$ is more subtle than in the classical case. To illustrate this, let us start with the case where the ground field is $\mathbb{K}=\mathbb{C}$ and $q$ is a strictly positive real. This will be the main case of interest in later chapters.

Let $h \in \mathbb{R}^{\times}$with $q=e^{h}$ and put $\hbar=h / 2 \pi$. One says that a vector $v$ in a representation of $U_{q}(\mathfrak{g})$ is a weight vector of weight $\lambda \in \mathfrak{h}^{*}=\operatorname{Hom}_{\mathbb{C}}(\mathfrak{h}, \mathbb{C})$ if it is a common eigenvector for the action of $U_{q}(\mathfrak{h})$ with

$$
K_{\mu} \cdot v=q^{(\lambda, \mu)} v, \quad \text { for all } \mu \in \mathbf{P}
$$

Note, however, that the characters

$$
U_{q}(\mathfrak{h}) \rightarrow \mathbb{C} ; \quad K_{\mu} \mapsto q^{(\lambda, \mu)}
$$

are not all distinct. Specifically, $q^{(\lambda, \cdot)} \equiv 1$ as a function on $\mathbf{P}$ whenever $\lambda \in \frac{2 \pi i}{h} \mathbf{Q}^{\vee}=$ $i \hbar^{-1} \mathbf{Q}^{\vee}$. Therefore, the appropriate parameter space for weights is

$$
\mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee} .
$$

For more general ground fields $\mathbb{K}$, weights should be understood as algebra characters of the Cartan part $U_{q}(\mathfrak{h})$ of $U_{q}(\mathfrak{g})$. The set of such characters is an abelian group with product dual to the coproduct on $U_{q}(\mathfrak{h})$, namely for any characters $\chi_{1}, \chi_{2}$ of $U_{q}(\mathfrak{h})$,

$$
\chi_{1} \chi_{2}(K)=\left(\chi_{1} \otimes \chi_{2}\right)(\hat{\Delta} K), \quad \text { for all } K \in U_{q}(\mathfrak{h})
$$

This character group is isomorphic to $\operatorname{Hom}\left(\mathbf{P}, \mathbb{K}^{\times}\right)$, upon observing that $U_{q}(\mathfrak{h})$ is the group algebra $\mathbb{K}[\mathbf{P}]$. In order to be consistent with the notation when $\mathbb{K}=\mathbb{C}$, we will use a formal $q$-exponential notation for elements of $\operatorname{Hom}\left(\mathbf{P}, \mathbb{K}^{\times}\right)$, as follows.
Definition 2.26. The parameter space $\mathfrak{h}_{q}^{*}$ is the character group of $U_{q}(\mathfrak{h})$, written additively. For an element $\lambda \in \mathfrak{h}_{q}^{*}$ we denote the corresponding character of $U_{q}(\mathfrak{h})$ by $\chi_{\lambda}$. The associated elements of $\operatorname{Hom}\left(\mathbf{P}, \mathbb{K}^{\times}\right)$will be written as formal $q$-exponentials,

$$
\mathbf{P} \rightarrow \mathbb{K}^{\times} ; \quad \mu \mapsto q^{(\lambda, \mu)}
$$

so that $\chi_{\lambda}\left(K_{\mu}\right)=q^{(\lambda, \mu)}$ for all $\mu \in \mathbf{P}$.
To justify this notation, let us make some observations according to the properties of the base field $\mathbb{K}$.

Firstly, consider the case where $\mathbb{K}$ is a field satisfying no further assumptions. Let $\lambda \in \mathbf{P}$ be an integral weight. Note that $(\lambda, \mu) \in \frac{1}{L} \mathbb{Z}$ for all $\mu \in \mathbf{P}$, so it makes sense to define a character of $U_{q}\left(\mathfrak{h}_{q}\right)$ by

$$
\chi_{\lambda}\left(K_{\mu}\right)=q^{(\lambda, \mu)}=s^{L(\lambda, \mu)} .
$$

The map $\lambda \mapsto \chi_{\lambda}$ is a homomorphism of $\mathbf{P}$ into the characters of $U_{q}(\mathfrak{h})$, and we claim that it is injective. Indeed, if $\lambda$ is in the kernel of this map, then we have $q^{(\lambda, \mu)}=1$ for all $\mu \in \mathbf{P}$. Since $q$ is not a root of unity, this implies $\lambda=0$. Therefore, we obtain an embedding

$$
\mathbf{P} \subset \mathfrak{h}_{q}^{*}
$$

which is compatible with the formal $q$-exponential notation $q^{(\lambda, \mu)}$ above.
Occasionally, we will consider the stronger condition that $q=s^{2 L}$, in which case we have an embedding $\frac{1}{2} \mathbf{P} \subset \mathfrak{h}_{q}^{*}$.

The other case of interest to us is that the field $\mathbb{K}$ is exponential and the parameter $q$ is obtained by exponentiating an element $h \in \mathbb{K}$. Recall that an exponential field is a field $\mathbb{K}$ of characteristic zero together with a group homomorphism $e^{\bullet}: \mathbb{K} \rightarrow \mathbb{K}^{\times}$, which we will denote by $e^{\bullet}(h)=e^{h}$. We shall assume that $q=e^{h}$ for some element $h \in \mathbb{K}$, and write $q^{\bullet}$ for the group homomorphism $\mathbb{K} \rightarrow \mathbb{K}^{\times}$given by $q^{\bullet}(x)=e^{h x}$.

In this case we set $\mathfrak{h}^{*}=\mathbb{K} \otimes_{\mathbb{Z}} \mathbf{P}$. We can associate to any $\lambda \in \mathfrak{h}^{*}$ the character $\chi_{\lambda}$ given by

$$
\chi_{\lambda}\left(K_{\mu}\right)=q^{(\lambda, \mu)}=e^{h(\lambda, \mu)} .
$$

Again, the map $\lambda \mapsto \chi_{\lambda}$ is a homomorphism from $\mathfrak{h}^{*}$ to the characters of $U_{q}(\mathfrak{h})$, and therefore induces a homomorphism

$$
\mathfrak{h}^{*} \rightarrow \mathfrak{h}_{q}^{*} ; \quad \lambda \mapsto \chi_{\lambda},
$$

which is compatible with the formal $q$-exponential notation. Under the continuing assumption that $q$ is not a root of unity, the kernel of this map is $\operatorname{ker}\left(q^{\bullet}\right) \mathbf{Q}^{\vee}$, so we obtain an embedding

$$
\mathfrak{h}^{*} / \operatorname{ker}\left(q^{\bullet}\right) \mathbf{Q}^{\vee} \subset \mathfrak{h}_{q}^{*}
$$

Of course, the prototypical example of an exponential field is $\mathbb{K}=\mathbb{C}$ with the standard exponential function. In this case, $q^{\bullet}: \mathbb{C} \rightarrow \mathbb{C}^{\times}$is surjective, with kernel $\operatorname{ker}\left(q^{\bullet}\right)=(2 \pi i / h) \mathbb{Z}=i \hbar^{-1} \mathbb{Z}$. Using the fact that any character of $U_{q}(\mathfrak{h})$ is uniquely
determined by its values on the generators $K_{\varpi_{i}}$ for $i=1, \ldots, n$, one can check that the map $\mathfrak{h}^{*} \rightarrow \mathfrak{h}_{q}^{*}$ is a surjection, and we have an isomorphism

$$
\mathfrak{h}_{q}^{*} \cong \mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}
$$

In other words, Definition 2.26 is consistent with our definition of $\mathfrak{h}_{q}^{*}$ at the start of this subsection in the case $\mathbb{K}=\mathbb{C}$.

There is an action of the Weyl group $W$ on the quantum weight space $\mathfrak{h}_{q}^{*}$, induced by the action on $\operatorname{Hom}\left(\mathbf{P}, \mathbb{K}^{\times}\right)$. Specifically, if $w \in W$ and $\lambda \in \mathfrak{h}_{q}^{*}$ then $w \lambda$ is defined by

$$
q^{(w \lambda, \mu)}=q^{\left(\lambda, w^{-1} \mu\right)}
$$

for all $\mu \in \mathbf{P}$. This extends the usual action of $W$ on $\mathbf{P} \subset \mathfrak{h}_{q}^{*}$.
We can extend the usual ordering on $\mathbf{Q}$ to $\mathfrak{h}_{q}^{*}$ as follows. Recall that we write $\mathbf{Q}^{+}$for the set of non-negative integer combinations of the simple roots.

Definition 2.27. We define a relation $\geq$ on $\mathfrak{h}_{q}^{*}$ by saying that

$$
\lambda \geq \mu \quad \text { if } \quad \lambda-\mu \in \mathbf{Q}^{+} .
$$

Here we are identifying $\mathbf{Q}^{+}$with its image in $\mathfrak{h}_{q}^{*}$.
Since $\mathbf{Q}^{+}$is embedded in $\mathfrak{h}_{q}^{*}$, it is a simple matter to check that this is indeed a partial order.
2.3.2. Weight modules and highest weight modules. Let $V$ be a left module over $U_{q}(\mathfrak{g})$. For any $\lambda \in \mathfrak{h}_{q}^{*}$ we define the weight space

$$
V_{\lambda}=\left\{v \in V \mid K_{\mu} \cdot v=q^{(\mu, \lambda)} v \text { for all } \mu \in \mathbf{P}\right\} .
$$

A vector $v \in V$ is said to have weight $\lambda$ iff $v \in V_{\lambda}$.
Definition 2.28. A module $V$ over $U_{q}(\mathfrak{g})$ is called a weight module if it is the direct sum of its weight spaces $V_{\lambda}$ for $\lambda \in \mathfrak{h}_{q}^{*}$. We say that $\lambda$ is a weight of $V$ if $V_{\lambda} \neq 0$.

Every submodule of a weight module is again a weight module. This is a consequence of Artin's Theorem on linear independence of characters.

Definition 2.29. A $U_{q}(\mathfrak{g})$-module $V$ is called integrable if it is a weight module whose weights all belong to $\mathbf{P}$, and the operators $E_{i}, F_{j}$ are locally nilpotent on $V$ for all $1 \leq i, j \leq N$.

Such modules are sometimes referred to as type 1 modules.
Definition 2.30. A vector $v$ in a weight module $V$ is called primitive if

$$
E_{i} \cdot v=0 \quad \text { for all } i=1, \ldots, N .
$$

A module of highest weight $\lambda \in \mathfrak{h}_{q}^{*}$ is a weight module $V$ with a primitive cyclic vector $v_{\lambda} \in V$ of weight $\lambda$.

If $V$ is a weight module such that all weight spaces are finite dimensional, we define the restricted dual of $V$ to be the $U_{q}(\mathfrak{g})$-module

$$
V^{\vee}=\bigoplus_{\lambda \in \mathfrak{h}_{q}^{*}} \operatorname{Hom}\left(V_{\lambda}, \mathbb{K}\right),
$$

with the left $U_{q}(\mathfrak{g})$-module structure given by

$$
(X \cdot f)(v)=f(\tau(X) \cdot v)
$$

Here $\tau$ is the automorphism from Lemma 2.16. It is clear that $V^{\vee}$ is again a weight module with $\left(V^{\vee}\right)_{\lambda}=\operatorname{Hom}\left(V_{\lambda}, \mathbb{K}\right)$. Notice that we have a canonical isomorphism $V^{\vee \vee} \cong V$ since $\tau$ is involutive. If $0 \rightarrow K \rightarrow M \rightarrow Q \rightarrow 0$ is an exact sequence
of weight modules with finite dimensional weight spaces then the dual sequence $0 \rightarrow Q^{\vee} \rightarrow M^{\vee} \rightarrow K^{\vee} \rightarrow 0$ is again exact.
2.3.3. The definition of Verma modules. Let us now come to the definition of Verma modules. Recall that $U_{q}\left(\mathfrak{b}_{+}\right)$denotes the subalgebra of $U_{q}(\mathfrak{g})$ generated by the elements $E_{i}$ and $K_{\lambda}$. The projection

$$
U_{q}\left(\mathfrak{b}_{+}\right) \cong U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{+}\right) \xrightarrow{\mathrm{id} \otimes \epsilon} U_{q}(\mathfrak{h})
$$

which kills the generators $E_{i}$ is an algebra morphism, and we can use this to extend any character $\chi: U_{q}(\mathfrak{h}) \rightarrow \mathbb{K}$ to a character of $U_{q}\left(\mathfrak{b}_{+}\right)$which sends the generators $E_{i}$ to zero. We write again $\chi$ for the resulting homomorphism $U_{q}\left(\mathfrak{b}_{+}\right) \rightarrow \mathbb{K}$.

Conversely, every algebra homomorphism $U_{q}\left(\mathfrak{b}_{+}\right) \rightarrow \mathbb{K}$ vanishes on the elements $E_{i}$, and therefore is determined by a homomorphism $U_{q}(\mathfrak{h}) \rightarrow \mathbb{K}$. In particular, for each $\lambda \in \mathfrak{h}_{q}^{*}$ we have the character $\chi_{\lambda}$ of $U_{q}\left(\mathfrak{b}_{+}\right)$determined, as above, by

$$
\chi_{\lambda}\left(K_{\mu}\right)=q^{(\lambda, \mu)}, \quad \text { for all } \mu \in \mathbf{P} .
$$

Definition 2.31. The Verma module $M(\lambda)$ associated to $\lambda \in \mathfrak{h}_{q}^{*}$ is the induced $U_{q}(\mathfrak{g})$-module

$$
M(\lambda)=U_{q}(\mathfrak{g}) \otimes_{U_{q}\left(\mathfrak{b}_{+}\right)} \mathbb{K}_{\lambda}
$$

where $\mathbb{K}_{\lambda}$ denotes the one-dimensional $U_{q}\left(\mathfrak{b}_{+}\right)$-module $\mathbb{K}$ with the action induced from the character $\chi_{\lambda}$. The vector $v_{\lambda}=1 \otimes 1 \in U_{q}(\mathfrak{g}) \otimes_{U_{q}\left(\mathfrak{b}_{+}\right)} \mathbb{K}_{\lambda}$ is called the highest weight vector of $M(\lambda)$.

By construction, $M(\lambda)$ for $\lambda \in \mathfrak{h}_{q}^{*}$ is a highest weight module of highest weight $\lambda$, and every other highest weight module of highest weight $\lambda$ is a quotient of $M(\lambda)$.

Using Proposition 2.14 one checks that $M(\lambda)$ is free as a $U_{q}\left(\mathfrak{n}_{-}\right)$-module. More specifically, the natural map $U_{q}\left(\mathfrak{n}_{-}\right) \rightarrow M(\lambda)$ given by $Y \mapsto Y \cdot v_{\lambda}$ sends $U_{q}\left(\mathfrak{n}_{-}\right)_{\mu}$ bijectively on to $M(\lambda)_{\lambda-\mu}$.

As in the classical case, the Verma module $M(\lambda)$ contains a unique maximal submodule.

Lemma 2.32. The Verma module $M(\lambda)$ contains a unique maximal proper submodule $I(\lambda)$, namely the linear span of all submodules not containing the highest weight vector $v_{\lambda}$.

Proof. Since every submodule $U$ of $M(\lambda)$ is a weight module, it is a proper submodule iff it does not contain the highest weight vector. That is, $U$ is contained in the sum of all weight spaces different from $M(\lambda)_{\lambda}$. In particular, the sum $I(\lambda)$ of all proper submodules does not contain $v_{\lambda}$, which means that $I(\lambda)$ is the unique maximal proper submodule of $M(\lambda)$.

The resulting simple quotient module $M(\lambda) / I(\lambda)$ will be denoted $V(\lambda)$. It is again a weight module, and all its weight spaces are finite dimensional. We may therefore form the restricted dual $V(\lambda)^{\vee}$ of $V(\lambda)$. Note that $V(\lambda)^{\vee}$ is simple for any $\lambda \in \mathfrak{h}_{q}^{*}$ because $V(\lambda)^{\vee \vee} \cong V(\lambda)$ is simple. Since $V(\lambda)^{\vee}$ is again a highest weight module of highest weight $\lambda$ we conclude $V(\lambda)^{\vee} \cong V(\lambda)$.
2.4. Characters of $U_{q}(\mathfrak{g})$. Unlike the classical case, the quantized enveloping algebras $U_{q}(\mathfrak{g})$ admit several one-dimensional representations, with a corresponding multiplicity for all finite dimensional representations of $U_{q}(\mathfrak{g})$. We will only really be interested in the integrable (type 1) finite dimensional modules, but at certain points we will need to acknowledge the existence of their non-integrable analogues.
Definition 2.33. We write $\mathbf{X}_{q}$ for the set of weights $\omega \in \mathfrak{h}_{q}^{*}$ satisfying

$$
q^{(\omega, \alpha)}= \pm 1, \quad \text { for all } \alpha \in \mathbf{Q}
$$

Proposition 2.34. The algebra characters of $U_{q}(\mathfrak{g})$ are in one-to-one correspondence with elements of $\mathbf{X}_{q}$. Specifically, for every $\omega \in \mathbf{X}_{q}$, there is an algebra character $\chi_{\omega}: U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ defined on generators by

$$
\chi_{\omega}\left(K_{\mu}\right)=q^{(\omega, \mu)}, \quad \chi_{\omega}\left(E_{i}\right)=\chi_{\omega}\left(F_{i}\right)=0
$$

and every algebra character of $U_{q}(\mathfrak{g})$ is of this form.
Proof. One can directly check that the formulas for $\chi_{\omega}$ respect the defining relations of $U_{q}(\mathfrak{g})$. Conversely, suppose $\chi$ is an algebra character of $U_{q}(\mathfrak{g})$. Considering the restriction of $\chi$ to $U_{q}(\mathfrak{h})$, there is $\omega \in \mathfrak{h}_{q}^{*}$ with $\chi\left(K_{\mu}\right)=q^{(\omega, \mu)}$ for all $\mu \in \mathbf{P}$. Since

$$
0=\left[\chi\left(E_{i}\right), \chi\left(F_{i}\right)\right]=\frac{q^{\left(\omega, \alpha_{i}\right)}-q^{-\left(\omega, \alpha_{i}\right)}}{q_{i}-q_{i}^{-1}},
$$

we have $q^{\left(\omega, \alpha_{i}\right)}= \pm 1$ for all $i$, so $\omega \in \mathbf{X}_{q}$. Finally, from the relation $K_{\mu} E_{j} K_{\mu}^{-1}=$ $q^{\left(\alpha_{j}, \mu\right)} E_{j}$ and the fact that $q$ is not a root of unity, we deduce that $\chi\left(E_{j}\right)=0$, and similarly $\chi\left(F_{j}\right)=0$.

Definition 2.35. We define the extended integral weight lattice by

$$
\mathbf{P}_{q}=\mathbf{P}+\mathbf{X}_{q}
$$

We also put $\mathbf{P}_{q}^{+}=\mathbf{P}^{+}+\mathbf{X}_{q}$.
Note that $\mathbf{P} \cap \mathbf{X}_{q}=\{0\}$ by the assumption that $q$ is not a root of unity.
2.5. Finite dimensional representations of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. In this section we discuss the finite dimensional representation theory of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. We work over a field $\mathbb{K}$ containing the non-root of unity $q=s^{2} \in \mathbb{K}^{\times}$, and we write $s=q^{\frac{1}{2}}$ for simplicity.

When discussing $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$, we will use the following notation for the generators. Let $\alpha$ be the unique simple root and $\varpi=\frac{1}{2} \alpha$ be the fundamental weight. We write

$$
E=E_{1}, \quad F=F_{1}, \quad K=K_{\varpi}, \quad K^{2}=K_{\alpha}=K_{1} .
$$

We warn the reader that with this notation one must replace $K_{i}$ with $K^{2}$ when specializing formulas for $U_{q}(\mathfrak{g})$ in terms of $E_{i}, F_{i}, K_{i}$ to formulas for $U_{q_{i}}(\mathfrak{s l}(2, \mathbb{K}))$.

We will often identify $\mathbf{P}$ with $\frac{1}{2} \mathbb{Z}$ in the sequel, so that $\varpi$ corresponds to $\frac{1}{2}$ and $\alpha$ corresponds to 1 . Note that $K$ acts on any vector $v$ of weight $m \in \frac{1}{2} \mathbb{Z}$ by

$$
K \cdot v=q^{m} v .
$$

It is not hard to check that the formulas

$$
\pi_{\frac{1}{2}}(E)=\left(\begin{array}{cc}
0 & q^{-\frac{1}{2}} \\
0 & 0
\end{array}\right), \pi_{\frac{1}{2}}(K)=\left(\begin{array}{cc}
q^{\frac{1}{2}} & 0 \\
0 & q^{-\frac{1}{2}}
\end{array}\right), \pi_{\frac{1}{2}}(F)=\left(\begin{array}{cc}
0 & 0 \\
q^{\frac{1}{2}} & 0
\end{array}\right)
$$

define a 2-dimensional irreducible representation $\pi_{\frac{1}{2}}: U_{q}(\mathfrak{s l}(2, \mathbb{K})) \rightarrow M_{2}(\mathbb{K})$. We will write $V\left(\frac{1}{2}\right)$ for this module.

In order to construct further simple modules we shall use the following specific instance of Lemma 2.11. We recall the notation

$$
\left[K^{2} ; m\right]=\frac{q^{m} K^{2}-q^{-m} K^{-2}}{q-q^{-1}}
$$

for $m \in \mathbb{Z}$.

Lemma 2.36. In $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ we have

$$
\left[E, F^{m+1}\right]=\frac{1}{q-q^{-1}}[m+1]_{q} F^{m}\left(q^{-m} K^{2}-q^{m} K^{-2}\right)=[m+1]_{q} F^{m}\left[K^{2} ;-m\right]
$$

for all $m \in \mathbb{N}_{0}$.
Proposition 2.37. Let $\lambda \in \mathfrak{h}_{q}^{*}$.
a) The Verma module $M(\lambda)$ is simple if and only if $\lambda \notin \mathbf{P}_{q}^{+}$.
b) If $\lambda \in \mathbf{P}_{q}^{+}$, so that $\lambda=n \alpha+\omega$ with $n \in \frac{1}{2} \mathbb{N}_{0}$, $\omega \in \mathbf{X}_{q}$ then $M(\lambda)$ has a unique simple quotient $V(\lambda)$ of highest weight $\lambda$ and dimension $2 n+1$. Up to isomorphism, these are the only finite dimensional simple weight modules of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$.
c) If $\lambda \in \mathbf{P}^{+}$then $V(\lambda)$ is integrable, and these are the only simple integrable $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$-modules up to isomorphism.

Proof. a) The Verma module $M(\lambda)$ is non-simple if and only if it contains a primitive vector of the form $F^{m+1} \cdot v_{\lambda}$ for some $m \geq 0$. According to Lemma 2.36, this occurs if and only if $q^{-m} q^{(\lambda, \alpha)}-q^{m} q^{-(\lambda, \alpha)}=0$, or equivalently $q^{(\lambda-m \omega, \alpha)}= \pm 1$. Putting $\omega=\lambda-m \varpi$ we have $\omega \in \mathbf{X}_{q}$ and so $\lambda=m \varpi+\omega \in \mathbf{P}_{q}^{+}$.
b) In the case $\lambda=m \varpi+\omega \in \mathbf{P}_{q}^{+}$, the simple quotient is spanned by $\left\{F^{i} \cdot v_{\lambda} \mid i=\right.$ $0, \ldots m\}$. Putting $m=2 n$ we obtain the dimension formula. Moreover, any finite dimensional simple $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$-module is necessarily a highest weight module, and so a quotient of some Verma module $M(\lambda)$.
c) Likewise, any simple integrable module is necessarily a highest weight module with highest weight in $\mathbf{P}$. Since $F$ must act locally nilpotently, a) implies that $\lambda \in \mathbf{P}^{+}$.

In the sequel we will write $V(n)$ for the integrable module $V(n \alpha)$ with $n \in \frac{1}{2} \mathbb{N}_{0}$. Let us give an explicit description of $V(n)$.

Lemma 2.38. Let $n \in \frac{1}{2} \mathbb{N}_{0}$. The module $V(n)$ over $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ has a $\mathbb{K}$-linear basis $v_{n}, v_{n-1}, \ldots, v_{-n+1}, v_{-n}$ such that

$$
\begin{aligned}
K \cdot v_{j} & =q^{j} v_{j} \\
F \cdot v_{j} & =v_{j-1} \\
E \cdot v_{j} & =[n-j][n+j+1] v_{j+1}
\end{aligned}
$$

Here we interpret $v_{k}=0$ if $k$ is not contained in the set $\{n, n-1, \ldots,-n\}$. If we rescale this basis as

$$
v_{(j)}=\frac{1}{[n-j]!} v_{j}
$$

we have

$$
\begin{aligned}
K \cdot v_{(j)} & =q^{j} v_{(j)}, \\
F \cdot v_{(j)} & =[n-j+1] v_{(j-1)}, \\
E \cdot v_{(j)} & =[n+j+1] v_{(j+1)} .
\end{aligned}
$$

Proof. This is an explicit description of the basis obtained from applying the operator $F$ to the highest weight vector $v_{n}$. Since $F K=q K F$ we obtain the action of $K$ on the vectors $v_{j}$ by induction, for the inductive step use

$$
K \cdot v_{j-1}=K F \cdot v_{j}=q^{-1} F K \cdot v_{j}=q^{j-1} F \cdot v_{j}=q^{j-1} v_{j-1} .
$$

Moreover, Lemma 2.36 yields

$$
E F^{r+1} \cdot v_{n}=\left[E, F^{r+1}\right] \cdot v_{n}=[r+1][2 n-r] F^{r} \cdot v_{n}
$$

for all $r \in \mathbb{N}_{0}$, hence setting $r=n-j-1$ we get

$$
\begin{aligned}
E \cdot v_{j}=E F^{n-j} \cdot v_{n} & =[n-j][n+j+1] F^{n-j-1} \cdot v_{n} \\
& =[n-j][n+j+1] v_{j+1}
\end{aligned}
$$

The second set of equations follows immediately from these formulas, indeed, we have

$$
\begin{aligned}
& E \cdot v_{(j)}=\frac{1}{[n-j]!} E \cdot v_{j}=\frac{[n+j+1]}{[n-j-1]!} v_{j+1}=[n+j+1] v_{(j+1)} \\
& F \cdot v_{(j)}=\frac{1}{[n-j]!} F \cdot v_{j}=\frac{[n-j+1]}{[n-j+1]!} v_{j-1}=[n-j+1] v_{(j-1)}
\end{aligned}
$$

as desired.
We point out that the labels of the basis vectors in Lemma 2.38 run over halfintegers if $n$ is a half-integer, and over integers if $n \in \mathbb{N}_{0}$.

The non-integrable simple modules are obtained by twisting the integrable simple modules by a character. Specifically, if $n \in \frac{1}{2} \mathbb{N}$ and $\omega \in \mathbf{X}_{q}$ then

$$
V(n \alpha+\omega) \cong V(n) \otimes V(\omega)
$$

since both are simple modules of highest weight $n \alpha+\omega$. More generally, we have the following.

Lemma 2.39. All weights of a finite dimensional weight module $V$ for $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ belong to $\mathbf{P}_{q}$. Moreover, $V$ admits a direct sum decomposition

$$
V \cong \bigoplus_{\omega \in \mathbf{X}_{q}} W^{\omega} \otimes V(\omega)
$$

where the $W^{\omega}$ are finite dimensional integrable $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$-modules.
Proof. Let $\lambda \in \mathfrak{h}_{q}^{*}$ be a weight of $V$. If we fix $v \in V_{\lambda}$ nonzero then $E^{k} \cdot v$ is primitive vector for some $k \in \mathbb{N}_{0}$. By Proposition 2.37 we must have $\lambda+k \alpha \in \mathbf{P}_{q}^{+}$and so $\lambda \in \mathbf{P}_{q}$.

Now fix $\omega \in \mathbf{X}_{q}$. The subspace

$$
V_{\mathbf{P}+\omega}=\bigoplus_{\mu \in \mathbf{P}} V_{\mu+\omega}
$$

is invariant under the $U_{q}(\mathfrak{g})$-action. We obtain a direct sum decomposition $V=$ $\bigoplus_{\omega \in \mathbf{X}_{q}} V_{\mathbf{P}+\omega}$. Putting $W^{\omega}=V_{\mathbf{P}+\omega} \otimes V(-\omega)$ yields the result.

We can now prove complete reducibility for finite dimensional weight modules of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$.
Proposition 2.40. Every finite dimensional weight module of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ is completely reducible.

Proof. By Lemma 2.39, it suffices to proof the proposition for finite dimensional integrable modules $V$. In this case, the weights of $V$ belong to $\mathbf{P}$.

Let $\mu \in \mathbf{P}$ be maximal among the weights of $V$. Any vector $v \in V_{\mu}$ generates a finite dimensional $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$-module isomorphic to $V(\mu)$. Since the intersection of this submodule with $V_{\mu}$ is $\mathbb{K} v$, one checks that $V$ contains a direct sum of $\operatorname{dim}\left(V_{\mu}\right)$ copies of $V(\mu)$ as a submodule.

Writing $K$ for this submodule and $Q=V / K$ for the corresponding quotient, we obtain a short exact sequence $0 \rightarrow K \rightarrow V \rightarrow Q \rightarrow 0$ of finite dimensional weight modules. Using induction on dimension we may assume that $Q$ is a direct sum of simple modules. Moreover the dual sequence $0 \rightarrow Q^{\vee} \rightarrow V^{\vee} \rightarrow K^{\vee} \rightarrow 0$, see the constructions after Definition 2.28 , is split by construction because the highest
weight subspace of $V^{\vee}$ maps isomorphically onto the highest weight subspace of $K^{\vee}$. Applying duality again shows that the original sequence is split exact, which means that $V$ is a direct sum of simple modules.
2.6. Finite dimensional representations of $U_{q}(\mathfrak{g})$. In this section we begin the study of finite dimensional representations of $U_{q}(\mathfrak{g})$. Ultimately, in Section 2.9, we will prove complete reducibility of finite dimensional weight modules and obtain a classification the finite dimensional simple modules, although those results require considerably more machinery than in the case $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{K})$ discussed above. For more information we refer to [39], [57].

Throughout this section we assume that $\mathfrak{g}$ is a semisimple Lie algebra and $q=$ $s^{L} \in \mathbb{K}^{\times}$is not a root of unity.
2.6.1. Rank-one quantum subgroups. For each $1 \leq i \leq N$, we write $U_{q_{i}}\left(\mathfrak{g}_{i}\right) \subset U_{q}(\mathfrak{g})$ for the subalgebra generated by $E_{i}, F_{i}, K_{i}^{ \pm 1}$. It is isomorphic as a Hopf algebra to the subalgebra of $U_{q_{i}}(\mathfrak{s l}(2, \mathbb{K}))$ generated by $E, F, K^{ \pm 2}$.

The classification of finite dimensional simple modules for $U_{q_{i}}\left(\mathfrak{g}_{i}\right)$ is essentially identical to that of $U_{q_{i}}(\mathfrak{s l}(2, \mathbb{K}))$ : such modules are indexed by highest weights of the form $\mu=n \alpha_{i}+\omega$ where $n \in \frac{1}{2} \mathbb{N}_{0}$ and $q_{i}^{(\omega, \cdot)}$ denotes a character of $\mathbb{Z} \alpha_{i}$ with values in $\{ \pm 1\}$.

Note that if $v \in V_{\lambda}$ is a vector of weight $\lambda \in \mathfrak{h}_{q}^{*}$ for some $U_{q}(\mathfrak{g})$-module $V$, then $K_{i}$ acts on $v$ by

$$
K_{i} \cdot v=q_{i}^{\left(\lambda, \alpha_{i}^{\vee}\right)} v .
$$

In particular, if $V$ is an integrable $U_{q}(\mathfrak{g})$-module then it becomes an integrable $U_{q}\left(\mathfrak{g}_{i}\right)$-module by restriction, wherein vectors in $V_{\lambda}$ have weight

$$
\frac{1}{2}\left(\lambda, \alpha_{i}^{\vee}\right) \in \frac{1}{2} \mathbb{Z}
$$

under the usual identification of half-integers with integral weights for $U_{q_{i}}(\mathfrak{s l}(2, \mathbb{K}))$.
2.6.2. Finite dimensional modules. As a consequence of the above remarks, we obtain some basic structural results for finite dimensional $U_{q}(\mathfrak{g})$-modules. We begin with the analogue of Lemma 2.39, which will let us restrict our attention to integrable modules.

Lemma 2.41. All the weights of a finite dimensional weight module $V$ for $U_{q}(\mathfrak{g})$ belong to $\mathbf{P}_{q}$. Moreover, $V$ admits a direct sum decomposition

$$
V \cong \bigoplus_{\omega \in \mathbf{X}_{q}} W^{\omega} \otimes V(\omega)
$$

where each $W^{\omega}$ is a finite dimensional integrable $U_{q}(\mathfrak{g})$-module and $V(\omega)$ is the one dimensional representation with weight $\omega \in \mathbf{X}_{q}$.

Proof. Let $\lambda \in \mathfrak{h}_{q}^{*}$ and $v \in V_{\lambda}$ be a nonzero weight vector. For each $i=1, \ldots, N$, we have

$$
K_{i} \cdot v=q^{\left(\lambda, \alpha_{i}\right)} v
$$

Considering $V$ as a $U_{q_{i}}(\mathfrak{s l}(2, \mathbb{K}))$-module by restriction, Lemma 2.39 implies that $q^{\left(\lambda, \alpha_{i}\right)} \in \pm q^{\mathbb{Z}}$. It follows that $\lambda \in \mathbf{P}_{q}$. The direct sum decomposition then follows exactly as in the proof of Lemma 2.39 .
Proposition 2.42. The set of weights of any integrable $U_{q}(\mathfrak{g})$-module $V$, and their multiplicities, are invariant under the Weyl group.

Proof. Let $1 \leq i \leq N$. By Proposition $2.40 V$ decomposes as a direct sum of irreducible integrable $U_{q_{i}}\left(\mathfrak{g}_{i}\right)$-modules. It follows that the set of weights of $V$ and their multiplicities are invariant under the simple reflection $s_{i}$. Since these generate $W$, the result follows.

Let us fix a dominant integral weight $\mu \in \mathbf{P}^{+}$and $1 \leq i \leq N$. Then $\left(\alpha_{i}^{\vee}, \mu\right) \in \mathbb{N}_{0}$, and we claim that $v=F_{i}^{\left(\alpha_{i}^{\vee}, \mu\right)+1} \cdot v_{\mu}$ is a primitive vector in $M(\mu)$. Indeed, Lemma 2.11 shows that $E_{i} \cdot v=0$, and $E_{j} \cdot v=0$ for $j \neq i$ follows from the fact that $\left[E_{j}, F_{i}\right]=0$ and the primitivity of $v_{\lambda}$. The vector $v$ has weight $s_{i} . \mu$, where $s_{i} \in W$ denotes the simple reflection corresponding to $\alpha_{i}$ and

$$
w \cdot \lambda=w(\lambda+\rho)-\rho
$$

denotes the shifted Weyl group action. Hence $v$ generates a homomorphic image of $M\left(s_{i} \cdot \mu\right)$ inside $M(\mu)$. By slight abuse of notation we write $M\left(s_{i} \cdot \mu\right) \subset M(\mu)$ for this submodule, since it will be shown later that the homomorphism $M\left(s_{i} \cdot \mu\right) \rightarrow M(\mu)$ is indeed injective.

We are now ready to describe the finite dimensional integrable quotients of Verma modules, compare Section 5.9. in 39.
Theorem 2.43. Let $\lambda \in \mathbf{P}^{+}$. Then the largest integrable quotient $L(\lambda)$ of $M(\lambda)$ is finite dimensional and given by

$$
L(\lambda)=M(\lambda) / \sum_{i=1}^{N} M\left(s_{i} \cdot \lambda\right)
$$

If $\lambda \in \mathfrak{h}_{q}^{*} \backslash \mathbf{P}^{+}$then the Verma module $M(\lambda)$ does not admit any nontrivial integrable quotients.

Proof. It is clear that any integrable quotient of $M(\lambda)$ must annihilate the sum of the modules $M\left(s_{i} \cdot \lambda\right)$, because otherwise the action of $F_{i}$ on $v_{\lambda}$ fails to be locally finite.

In order to show that the action of $F_{i}$ on any $v \in L(\lambda)$ is locally nilpotent we use that $v$ can be written as a sum of terms $F \cdot v_{\lambda}$ where $F$ is a monomial in $F_{1}, \ldots, F_{N}$. Let us show by induction on the degree $r$ of $F=F_{i_{1}} \cdots F_{i_{r}}$ that $F_{i}^{k} \cdot F \cdot v_{\lambda}=0$ for some $k \in \mathbb{N}$. For $r=0$ the claim is obvious from the definition of $L(\lambda)$. Assume now $F=F_{j} Y \cdot v_{\lambda}$ where $Y$ is a monomial of degree $r$ and $1 \leq j \leq N$. If $j=i$ then the claim follows from our inductive hypothesis, so let us assume $j \neq i$. Writing $u=Y \cdot v_{\lambda}$ we have

$$
F_{i} \cdot\left(F_{j} \cdot u\right)=\left(F_{i} \rightarrow F_{j}\right) \cdot u+K_{i}^{-1} F_{j} K_{i} F_{i} \cdot u
$$

By applying this relation iteratively we obtain $F_{i}^{k} \cdot\left(F_{j} \cdot u\right)=0$ in $L(\lambda)$ for a suitable $k \in \mathbb{N}$, using the inductive hypothesis and the fact that the Serre relations imply $F_{i}^{1-a_{i j}} \rightarrow F_{j}=0$. It follows that $L(\lambda)$ is integrable, and it is indeed the largest integrable quotient of $M(\lambda)$.

By Proposition 2.42, the set of weights of $L(\lambda)$ is invariant under the Weyl group action. Since each weight space is finite dimensional this implies that $L(\lambda)$ is finite dimensional.

Finally, suppose $M(\lambda)$ admits a nontrivial integrable quotient for some $\lambda \in$ $\mathfrak{h}_{q}^{*} \backslash \mathbf{P}^{+}$. The definition of integrability implies $\lambda \in \mathbf{P}$. But since $\lambda \notin \mathbf{P}^{+}$, we have $\left(\alpha_{i}^{\vee}, \lambda\right) \notin \mathbb{N}_{0}$ for some $i$. It follows that the $U_{q_{i}}\left(\mathfrak{g}_{i}\right)$-module generated by $v_{\lambda}$ is infinite dimensional and simple by Proposition 2.37, and hence $F_{i}$ does not act locally nilpotently on any quotient of $M(\lambda)$.

Note that we will ultimately observe, in Theorem 2.97, that when $\mu \in \mathbf{P}$, the finite dimensional quotients $L(\mu)$ are irreducible, and hence $L(\mu)=V(\mu)$.

Corollary 2.44. The Verma module $M(\lambda)$ admits a finite dimensional quotient if and only if $\lambda \in \mathbf{P}_{q}^{+}$.
Proof. If $M(\lambda)$ admits a nontrivial finite dimensional quotient then Lemma 2.41 implies $\lambda \in \mathbf{P}_{q}$, so $\lambda=\mu+\omega$ for some $\mu \in \mathbf{P}, \omega \in \mathbf{X}_{q}$. It is easy to check that
$M(\mu) \cong M(\lambda) \otimes V(-\omega)$. It follows that $M(\mu)$ has a nontrivial finite dimensional hence integrable quotient. Theorem 2.43 implies $\mu \in \mathbf{P}^{+}$, so $\lambda \in \mathbf{P}_{q}^{+}$.

Conversely, if $\lambda=\mu+\omega \in \mathbf{P}_{q}^{+}$then $M(\lambda) \cong M(\mu) \otimes V(\omega)$ admits the finite dimensional quotient $L(\lambda) \otimes V(\omega)$.

The following technical lemma says roughly that in weight spaces sufficiently close to the highest weight, the finite dimensional module $L(\mu)$ resembles the Verma module $M(\mu)$.

Lemma 2.45. Let $\mu=\sum_{i} m_{i} \varpi_{i} \in \mathbf{P}^{+}$. If $\lambda=\sum_{i} l_{i} \alpha_{i} \in \mathbf{Q}^{+}$with $l_{i} \leq m_{i}$ for all $i=1, \ldots, N$ then $L(\mu)_{\mu-\lambda} \cong M(\mu)_{\mu-\lambda} \cong U_{q}\left(\mathfrak{n}_{-}\right)_{-\lambda}$ as vector spaces, via the map which sends $F \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\lambda}$ to $F \cdot v_{\mu} \in L(\mu)_{\mu-\lambda}$.
Proof. Note that $s_{i} \cdot \mu=\mu-m_{i} \alpha_{i}$. Therefore, with the given conditions on $\lambda$ we have $\mu-\lambda \not \leq s_{i} . \mu$ for every $i=1, \ldots, N$, and the first claim follows from Theorem 2.43. The second claim then follows from the definition of $\omega$.

If $\nu=\sum_{i} n_{i} \varpi_{i} \in \mathbf{P}^{+}$, we will use the notation $L(-\nu)$ to denote the finite dimensional module $L(\nu)$ twisted by the automorphism $\omega$ from Lemma 2.15, so that the action of $X \in U_{q}(\mathfrak{g})$ on $v \in L(-\nu)=L(\nu)$ is given by $\omega(X) \cdot v$. In this case we have $L(-\nu)_{-\nu+\lambda} \cong U_{q}\left(\mathfrak{n}_{+}\right)_{\lambda}$ provided $l_{i} \leq n_{i}$ for all $i=1, \ldots, N$.

An important fact is that finite dimensional integrable representations separate the points of $U_{q}(\mathfrak{g})$, compare for instance Section 7.1.5 of 48.
Theorem 2.46. The finite dimensional integrable representations of $U_{q}(\mathfrak{g})$ separate points. That is, if $X \in U_{q}(\mathfrak{g})$ satisfies $\pi(X)=0$ for all finite dimensional integrable representations $\pi: U_{q}(\mathfrak{g}) \rightarrow \operatorname{End}(V)$, then $X=0$.

Proof. Let us write $v_{\mu}$ for the highest weight vector in $L(\mu)$ and $v_{-\nu}$ for the lowest weight vector in $L(-\nu)$. Assume $X \neq 0$ and write this element as a finite sum

$$
X=\sum_{i, \eta, j} f_{i j} K_{\eta} e_{i j},
$$

where $f_{i j} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta_{i}}, e_{i j} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{j}}$ for pairwise distinct weights $\beta_{1}, \ldots, \beta_{m}$ and $\gamma_{1}, \ldots, \gamma_{n}$, and $\eta \in \mathbf{P}$. We shall show that $X$ acts in a nonzero fashion on $L(-\nu) \otimes L(\mu)$ for suitable $\mu, \nu \in \mathbf{P}^{+}$.

Assume this is not the case, so that $X$ acts by zero on all $L(-\nu) \otimes L(\mu)$ for $\mu, \nu \in \mathbf{P}^{+}$. Let $\gamma_{t}$ be maximal among the $\gamma_{j}$ such that some $f_{i t} K_{\eta} e_{i t}$ is nonzero. For each $i, j$ we have $\hat{\Delta}\left(e_{i j}\right)=e_{i j} \otimes K_{\gamma_{j}}+b$ where $b$ is a sum of terms in $U_{q}\left(\mathfrak{n}_{+}\right) \otimes$ $\left(U_{q}\left(\mathfrak{b}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right)$ which vanish on $v_{-\nu} \otimes v_{\mu}$. We thus get

$$
e_{i j} \cdot\left(v_{-\nu} \otimes v_{\mu}\right)=q^{\left(\gamma_{j}, \mu\right)} e_{i j} \cdot v_{-\nu} \otimes v_{\mu}
$$

Moreover, since $\hat{\Delta}\left(K_{\eta}\right)=K_{\eta} \otimes K_{\eta}$ we obtain

$$
K_{\eta} e_{i j} \cdot\left(v_{-\nu} \otimes v_{\mu}\right)=q^{\left(\eta, \mu-\nu+\gamma_{j}\right)} q^{\left(\gamma_{j}, \mu\right)} e_{i j} \cdot v_{-\nu} \otimes v_{\mu}
$$

Finally, using that $\hat{\Delta}\left(f_{i j}\right)=K_{-\beta_{i}} \otimes f_{i j}+c$ where $c \in\left(U_{q}\left(\mathfrak{b}_{-}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) \otimes\left(U_{q}\left(\mathfrak{n}_{-}\right)\right.$ we get

$$
f_{i j} K_{\eta} e_{i j} \cdot\left(v_{-\nu} \otimes v_{\mu}\right)=q^{\left(\beta_{i}, \nu-\gamma_{j}\right)} q^{\left(\eta, \mu-\nu+\gamma_{j}\right)} q^{\left(\gamma_{j}, \mu\right)} e_{i j} \cdot v_{-\nu} \otimes f_{i j} \cdot v_{\mu}+r,
$$

where $r$ is a sum of terms in $L(-\nu)_{-\nu+\delta} \otimes L(\mu)$ with $\delta \neq \gamma_{t}$. It follows that the component of $X \cdot\left(v_{-\nu} \otimes v_{\mu}\right)$ contained in $L(-\nu)_{-\nu+\gamma_{t}} \otimes L(\mu)$ is

$$
0=\sum_{i, \eta} q^{\left(\beta_{i}, \nu-\gamma_{t}\right)} q^{\left(\eta, \mu-\nu+\gamma_{t}\right)} q^{\left(\gamma_{t}, \mu\right)} e_{i t} \cdot v_{-\nu} \otimes f_{i t} \cdot v_{\mu}
$$

Assume without loss of generality that all $e_{i t}, f_{i t}$ for $1 \leq i \leq m$ are nonzero, and using Lemma 2.45, fix $\nu$ large enough such that $e_{i t} \cdot v_{-\nu}$ is nonzero for all $i$. Choosing
$\mu$ large enough we get that the vectors $e_{i t} \cdot v_{-\nu} \otimes f_{i t} \cdot v_{\mu}$ are linearly independent. Hence

$$
0=\sum_{\eta} q^{\left(\beta_{i}, \nu-\gamma_{t}\right)} q^{\left(\eta, \mu-\nu+\gamma_{t}\right)} q^{\left(\gamma_{t}, \mu\right)}
$$

for all $i$ in this case. Cancelling the common nonzero factors $q^{\left(\beta_{i}, \nu-\gamma_{t}\right)} q^{\left(\gamma_{t}, \mu\right)}$ and writing $c_{\eta}=q^{\left(\eta, \gamma_{t}-\nu\right)}$ we deduce

$$
0=\sum_{\eta} q^{\left(\eta, \mu-\nu+\gamma_{t}\right)}=\sum_{\eta} c_{\eta} q^{(\eta, \mu)}=\sum_{\eta} c_{\eta} \chi_{\eta}\left(K_{\mu}\right) .
$$

Consider the subsemigroup $P \subset \mathbf{P}^{+}$of all $\mu \in \mathbf{P}^{+}$such that the vectors $e_{i t} \cdot v_{-\nu} \otimes$ $f_{i t} \cdot v_{\mu}$ are linearly independent. Since the characters $\chi_{\eta}$ on $P$ are pairwise distinct, Artin's Theorem on the linear independence of characters implies $q^{\left(\eta, \gamma_{t}-\nu\right)}=c_{\eta}=0$ for all $\eta$, which is clearly impossible.

Hence our initial assumption that $X$ acts by zero on all modules of the form $V(-\nu) \otimes V(\mu)$ was wrong. This finishes the proof.
2.7. Braid group action and PBW basis. In this section we explain the construction of the PBW basis for $U_{q}(\mathfrak{g})$ and its integral form. A detailed exposition is given in part VI of [57] and chapter 8 of [39]; we shall follow the discussion in 39. In order to define the PBW basis one first constructs an action of the braid group $B_{\mathfrak{g}}$ of $\mathfrak{g}$ on $U_{q}(\mathfrak{g})$ and its integrable modules. Throughout this section we assume that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

Let $\mathfrak{g}$ be a semisimple Lie algebra of rank $N$. The braid group $B_{\mathfrak{g}}$ is obtained from the Cartan matrix $\left(a_{i j}\right)$ of $\mathfrak{g}$ as follows, see [17] Section 8.1. Let $m_{i j}$ be equal to $2,3,4,6$ iff $a_{i j} a_{j i}$ equals $0,1,2,3$, respectively. By definition, $B_{\mathfrak{g}}$ is the group with generators $T_{j}$ for $j=1, \ldots, N$ and relations

$$
T_{i} T_{j} T_{i} \cdots=T_{j} T_{i} T_{j} \cdots
$$

for all $1 \leq i, j \leq N$ with $i \neq j$, where there are $m_{i j}$ terms on each side of the equation.

For $\mathfrak{g}$ of type $A$ one obtains the classical braid groups in this way. In general, there is a canonical quotient homomorphism $B_{\mathfrak{g}} \rightarrow W$, sending the generators $T_{j}$ to the simple reflections $s_{j}$. Indeed, the Weyl group $W$ is the quotient of $B_{\mathfrak{g}}$ by the relations $T_{j}^{2}=1$ for $j=1, \ldots, N$.
2.7.1. The case of $\mathfrak{s l}(2, \mathbb{K})$. We use the notation for $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ from Section 2.5 , in particular we write $K=K_{\varpi}$ and $K^{2}=K_{\alpha}$. Let $V$ be an integrable module over $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. We label the weights by $\frac{1}{2} \mathbb{Z}$, so that $v \in V$ is of weight $m$ if $K \cdot v=q^{m} v$. The corresponding weight space is denoted by $V_{m}$.

We define operators $\mathcal{T}_{ \pm}: V \rightarrow V$ by

$$
\begin{aligned}
& \mathcal{T}_{+}(v)=\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 m}}(-1)^{s} q^{s-r t} F^{(r)} E^{(s)} F^{(t)} \cdot v \\
& \mathcal{T}_{-}(v)=\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 m}}(-1)^{s} q^{r t-s} F^{(r)} E^{(s)} F^{(t)} \cdot v
\end{aligned}
$$

for $v \in V_{m}$, where $E^{(i)}=E^{i} /[i]$ ! and $F^{(j)}=F^{j} /[j]$ ! are the divided powers. Note that these operators are well-defined because the action of $E$ and $F$ on $V$ is locally finite. It is also clear that $\mathcal{T}_{ \pm}$maps $V_{m}$ to $V_{-m}$ for any weight $m$.

Recall the basis $v_{(n)}, v_{(n-1)}, \ldots, v_{(-n)}$ of $V(n)$ from Lemma 2.38. According to Lemma 2.38 we obtain the formulas

$$
\left.\begin{array}{rl}
E^{(r)} \cdot v_{(j)} & =\frac{[n+j+1][n+j+2] \cdots[n+j+r]}{[r]!} \cdot v_{(j)}
\end{array}=\left[\begin{array}{c}
n+j+r \\
r
\end{array}\right] v_{(j+r)}\right)\left[\begin{array}{c} 
\\
F^{(r)} \cdot v_{(j)}
\end{array}=\frac{[n-j+1][n-j+2] \cdots[n-j+r]}{r} \cdot v_{(j)}=\left[\begin{array}{c}
n-j+r \\
r
\end{array}\right] v_{(j-r)} .\right.
$$

for the action of divided powers on these basis vectors, where we adopt the convention $v_{(n+1)}=0=v_{(-n-1)}$.

Using these formulas shall derive explicit expressions for the action of the operators $\mathcal{T}_{ \pm}$on the basis vectors $v_{(j)}$. As a preparation we state some properties of $q$-binomial coefficients.

Lemma 2.47. Let $a \in \mathbb{Z}$ and $b, m \in \mathbb{N}_{0}$. Then

$$
\sum_{i=0}^{m} q^{a i-b(m-i)}\left[\begin{array}{c}
a \\
m-i
\end{array}\right]\left[\begin{array}{l}
b \\
i
\end{array}\right]=\left[\begin{array}{c}
a+b \\
m
\end{array}\right] .
$$

Proof. We proceed using induction on $b$. For $b=0$ the sum reduces to the single term

$$
q^{a 0-0(m-0)}\left[\begin{array}{c}
a \\
m-0
\end{array}\right]\left[\begin{array}{l}
0 \\
0
\end{array}\right]=\left[\begin{array}{c}
a+0 \\
m
\end{array}\right]
$$

Suppose the assertion holds for some $b$. Using Lemma 2.1 with $q$ replaced by $q^{-1}$ and the inductive hypothesis we compute

$$
\begin{aligned}
& \sum_{i=0}^{m} q^{a i-(b+1)(m-i)} {\left[\begin{array}{c}
a \\
m-i
\end{array}\right]\left[\begin{array}{c}
b+1 \\
i
\end{array}\right] } \\
&= \sum_{i=0}^{m} q^{a i-b(m-i)-m+i}\left[\begin{array}{c}
a \\
m-i
\end{array}\right]\left(q^{-i}\left[\begin{array}{l}
b \\
i
\end{array}\right]+q^{b-i+1}\left[\begin{array}{c}
b \\
i-1
\end{array}\right]\right) \\
&= \sum_{i=0}^{m} q^{a i-b(m-i)-m}\left[\begin{array}{c}
a \\
m-i
\end{array}\right]\left[\begin{array}{l}
b \\
i
\end{array}\right] \\
& \quad+\sum_{i=1}^{m} q^{a i-b(m-i-1)-m+1}\left[\begin{array}{c}
a \\
m-i
\end{array}\right]\left[\begin{array}{c}
b \\
i-1
\end{array}\right] \\
&= q^{-m}\left[\begin{array}{c}
a+b \\
m
\end{array}\right]+\sum_{i=0}^{m-1} q^{a i+a-b(m-1-i)+b-m+1}\left[\begin{array}{c}
a \\
m-i-1
\end{array}\right]\left[\begin{array}{l}
b \\
i
\end{array}\right] \\
&= q^{-m}\left[\begin{array}{c}
a+b \\
m
\end{array}\right]+q^{a+b-m+1}\left[\begin{array}{c}
a+b \\
m-1
\end{array}\right] \\
&= {\left[\begin{array}{c}
a+b+1 \\
m
\end{array}\right] }
\end{aligned}
$$

as desired.

Lemma 2.48. For any $k, l \in \mathbb{N}_{0}$ we have

$$
\sum_{a=0}^{k} \sum_{c=0}^{k}(-1)^{a+c+k} q^{ \pm(a+c-a c-k-k l)}\left[\begin{array}{l}
k \\
a
\end{array}\right]\left[\begin{array}{c}
a+l \\
k-c
\end{array}\right]\left[\begin{array}{c}
c+l \\
c
\end{array}\right]=1
$$

Proof. Using $\left[\begin{array}{c}c+l \\ c\end{array}\right]=(-1)^{c}\left[\begin{array}{c}-l-1 \\ c\end{array}\right]$ and $-(a+l) c-(l+1)(k-c)=c-a c-k-k l$ we obtain

$$
\begin{aligned}
\sum_{a=0}^{k} \sum_{c=0}^{k} & (-1)^{a+c+k} q^{ \pm(a+c-a c-k-k l)}\left[\begin{array}{l}
k \\
a
\end{array}\right]\left[\begin{array}{c}
a+l \\
k-c
\end{array}\right]\left[\begin{array}{c}
c+l \\
c
\end{array}\right] \\
& =\sum_{a=0}^{k} \sum_{c=0}^{k}(-1)^{a+k} q^{ \pm(a+c-a c-k-k l)}\left[\begin{array}{l}
k \\
a
\end{array}\right]\left[\begin{array}{c}
a+l \\
k-c
\end{array}\right]\left[\begin{array}{c}
-l-1 \\
c
\end{array}\right] \\
& =\sum_{a=0}^{k}(-1)^{a+k} q^{ \pm a}\left[\begin{array}{c}
k \\
a
\end{array}\right] \sum_{c=0}^{k} q^{ \pm(-(a+l) c-(l+1)(k-c))}\left[\begin{array}{c}
a+l \\
k-c
\end{array}\right]\left[\begin{array}{c}
-l-1 \\
c
\end{array}\right] \\
& =\sum_{a=0}^{k}(-1)^{a+k} q^{ \pm a}\left[\begin{array}{c}
k \\
a
\end{array}\right]\left[\begin{array}{c}
a-1 \\
k
\end{array}\right],
\end{aligned}
$$

using Lemma 2.47 for the sum over $c$ in the final step. The last factor in this expression vanishes for $0 \leq a-1<k$, so only the summand for $a=0$ survives. We conclude

$$
\begin{aligned}
\sum_{a=0}^{k} \sum_{c=0}^{k}(-1)^{a+c+k} q^{ \pm(a+c-a c-k-k l)}\left[\begin{array}{l}
k \\
a
\end{array}\right]\left[\begin{array}{c}
a+l \\
k-c
\end{array}\right]\left[\begin{array}{c}
c+l \\
c
\end{array}\right] & =(-1)^{k}\left[\begin{array}{c}
k \\
0
\end{array}\right]\left[\begin{array}{c}
-1 \\
k
\end{array}\right] \\
& =(-1)^{k} \cdot 1 \cdot(-1)^{k}=1
\end{aligned}
$$

as claimed.
We are now ready to obtain explicit formulas for the action of $\mathcal{T}_{ \pm}$on the simple module $V(n)$.

Proposition 2.49. For $V=V(n)$ and any $j \in\{n, n-1, \ldots,-n\}$ we have

$$
\mathcal{T}_{ \pm}\left(v_{(j)}\right)=(-1)^{n-j} q^{ \pm(n-j)(n+j+1)} v_{(-j)}
$$

In particular, the operators $\mathcal{T}_{ \pm}$are invertible with inverses given by

$$
\mathcal{T}_{ \pm}^{-1}\left(v_{(j)}\right)=(-1)^{n+j} q^{\mp(n+j)(n-j+1)} v_{(-j)}=(-q)^{\mp 2 j} \mathcal{T}_{\mp}\left(v_{(j)}\right) .
$$

Proof. The formulas for the action of divided powers before Lemma 2.47 imply

$$
\begin{aligned}
& \mathcal{T}_{ \pm}\left(v_{(j)}\right)=\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 j}}(-1)^{s} q^{ \pm(s-r t)} F^{(r)} E^{(s)} F^{(t)} \cdot v_{(j)} \\
& =\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 j}}(-1)^{s} q^{ \pm(s-r t)}\left[\begin{array}{c}
n-j+t \\
t
\end{array}\right] F^{(r)} E^{(s)} \cdot v_{(j-t)} \\
& =\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 j}}(-1)^{s} q^{ \pm(s-r t)}\left[\begin{array}{c}
n+j-t+s \\
s
\end{array}\right]\left[\begin{array}{c}
n-j+t \\
t
\end{array}\right] F^{(r)} \cdot v_{(j+s-t)} \\
& =\sum_{\substack{r, s, t \geq 0 \\
r-s+t=2 j}}(-1)^{s} q^{ \pm(s-r t)}\left[\begin{array}{c}
n-j+t-s+r \\
r
\end{array}\right]\left[\begin{array}{c}
n+j-t+s \\
s
\end{array}\right]\left[\begin{array}{c}
n-j+t \\
t
\end{array}\right] v_{(-j)} .
\end{aligned}
$$

Note that all terms in this sum with $t>n+j$ or $r>n+j$ must vanish, since the vectors $v_{(j-t)}$ or $v_{(j+s-t)}=v_{(r-j)}$ vanish in these cases. Also, when $t \leq n+j$, the middle binomial coefficient can be rewritten as

$$
\left[\begin{array}{c}
n+j-t+s \\
s
\end{array}\right]=\left[\begin{array}{c}
n+j-t+s \\
n+j-t
\end{array}\right],
$$

and the latter expression vanishes when $s<0$. Using $s=r+t-2 j$ we therefore have to show

$$
\begin{gathered}
\sum_{r, t=0}^{n+j}(-1)^{r+t-2 j} q^{ \pm(r+t-2 j-r t)}\left[\begin{array}{c}
n+j \\
r
\end{array}\right]\left[\begin{array}{c}
n-j+r \\
n+j-t
\end{array}\right]\left[\begin{array}{c}
n-j+t \\
t
\end{array}\right] \\
=(-1)^{n-j} q^{ \pm(n-j)(n+j+1)}
\end{gathered}
$$

Setting $k=n+j, l=n-j, a=r, c=t$ this amounts to

$$
\sum_{a, c=0}^{k}(-1)^{l-k+a+c} q^{ \pm(l-k+a+c-a c)}\left[\begin{array}{l}
k \\
a
\end{array}\right]\left[\begin{array}{c}
l+a \\
k-c
\end{array}\right]\left[\begin{array}{c}
l+c \\
c
\end{array}\right]=(-1)^{l} q^{ \pm l(k+1)}
$$

hence the first claim follows from Lemma 2.48
In order to verify the formula for $\mathcal{T}_{ \pm}^{-1}$ we compute

$$
\begin{aligned}
& (-1)^{n+j} q^{\mp(n+j)(n-j+1)} \mathcal{T}_{ \pm}\left(v_{(-j)}\right) \\
& \quad=(-1)^{n+j} q^{\mp(n+j)(n-j+1)}(-1)^{n+j} q^{ \pm(n+j)(n-j+1)} v_{(j)}=v_{(j)}
\end{aligned}
$$

and to check $\mathcal{T}_{ \pm}^{-1}\left(v_{(j)}\right)=(-q)^{\mp 2 j} \mathcal{T}_{\mp}\left(v_{(j)}\right)$ we observe

$$
\begin{aligned}
q^{\mp(n+j)(n-j+1)} & =q^{\mp((n+j)(n-j)+n+j)} \\
& =q^{\mp 2 j} q^{\mp((n+j)(n-j)+n-j)}=q^{\mp 2 j} q^{\mp(n-j)(n+j+1)} .
\end{aligned}
$$

This finishes the proof.
The inverses of $\mathcal{T}_{ \pm}$can be described in a similar fashion to the way we defined the operators $\mathcal{T}_{ \pm}$themselves, as we discuss next.

Corollary 2.50. Let $V$ be an integrable module over $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. Then we have

$$
\begin{aligned}
& \mathcal{T}_{+}^{-1}(v)=\sum_{\substack{r, s, t \geq 0 \\
-r+s-t=2 m}}(-1)^{s} q^{r t-s} E^{(r)} F^{(s)} E^{(t)} \cdot v, \\
& \mathcal{T}_{-}^{-1}(v)=\sum_{\substack{r, s, t \geq 0 \\
-r+s-t=2 m}}(-1)^{s} q^{s-r t} E^{(r)} F^{(s)} E^{(t)} \cdot v
\end{aligned}
$$

for $v \in V_{m}$.
Proof. It suffices to consider $V=V(n)$. Consider the involutive linear automorphism $\omega_{V}: V \rightarrow V$ given by $\omega_{V}\left(v_{(j)}\right)=v_{(-j)}$. Using the automorphism $\omega$ from Lemma 2.15 and the formulas before Lemma 2.47 we obtain

$$
\omega(X) \cdot \omega_{V}(v)=\omega_{V}(X \cdot v)
$$

for all $X \in U_{q}(\mathfrak{s l}(2, \mathbb{K}))$ and $v \in V$. Accordingly, the claim becomes $\mathcal{T}_{ \pm}^{-1} \omega_{V}=$ $\omega_{V} \mathcal{T}_{\mp}$. This in turn follows immediately from Proposition 2.49 .

Let us also record the following commutation relations.
Lemma 2.51. Let $V$ be an integrable $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$-module and $v \in V$. Then we have

$$
\begin{aligned}
\mathcal{T}_{ \pm}(E \cdot v) & =-K^{ \pm 2} F \cdot \mathcal{T}_{ \pm}(v) \\
\mathcal{T}_{ \pm}(K \cdot v) & =K^{-1} \cdot \mathcal{T}_{ \pm}(v) \\
\mathcal{T}_{ \pm}(F \cdot v) & =-E K^{\mp 2} \cdot \mathcal{T}_{ \pm}(v)
\end{aligned}
$$

and

$$
\begin{aligned}
E \cdot \mathcal{T}_{ \pm}(v) & =-\mathcal{T}_{ \pm}\left(F K^{\mp 2} \cdot v\right) \\
K \cdot \mathcal{T}_{ \pm}(v) & =\mathcal{T}_{ \pm}\left(K^{-1} \cdot v\right) \\
F \cdot \mathcal{T}_{ \pm}(v) & =-\mathcal{T}_{ \pm}\left(K^{ \pm 2} E \cdot v\right)
\end{aligned}
$$

Proof. It suffices to consider $V=V(n)$ for $n \in \frac{1}{2} \mathbb{N}_{0}$. Since $\mathcal{T}_{ \pm}$interchanges the weight spaces with weights $\pm j$ for all $j$ the formulas for the action of $K$ are obvious. Using Lemma 2.38 and Lemma 2.49 we compute

$$
\begin{aligned}
\mathcal{T}_{ \pm}\left(E \cdot v_{(j)}\right) & =[n+j+1] \mathcal{T}_{ \pm}\left(v_{(j+1)}\right) \\
& =(-1)^{n-j-1}[n+j+1] q^{ \pm(n-j-1)(n+j+2)} v_{(-j-1)} \\
& =(-1)^{n-j-1}[n+j+1] q^{ \pm(n-j)(n+j) \pm(-n-j-2+2 n-2 j)} v_{(-j-1)} \\
& =-q^{ \pm(-2 j-2)}(-1)^{n-j} q^{ \pm(n-j)(n+j) \pm(n-j)}[n+j+1] v_{(-j-1)} \\
& =-q^{ \pm(-2 j-2)}(-1)^{n-j} q^{ \pm(n-j)(n+j+1)} F \cdot v_{(-j)} \\
& =-q^{ \pm(-2 j-2)} F \cdot \mathcal{T}_{ \pm}\left(v_{(j)}\right) \\
& =-K^{ \pm 2} F \cdot \mathcal{T}_{ \pm}\left(v_{(j)}\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\mathcal{T}_{ \pm}\left(F \cdot v_{(j)}\right) & =[n-j+1] \mathcal{T}_{ \pm}\left(v_{(j-1)}\right) \\
& =(-1)^{n-j+1}[n-j+1] q^{ \pm(n-j+1)(n+j)} v_{(-j+1)} \\
& =(-1)^{n-j+1}[n-j+1] q^{ \pm(n-j)(n+j) \pm(n+j)} v_{(-j+1)} \\
& =-q^{ \pm 2 j}(-1)^{n-j} q^{ \pm(n-j)(n+j) \pm(n-j)}[n-j+1] v_{(-j+1)} \\
& =-q^{ \pm 2 j}(-1)^{n-j} q^{ \pm(n-j)(n+j+1)} E \cdot v_{(-j)} \\
& =-q^{ \pm 2 j} E \cdot \mathcal{T}_{ \pm}\left(v_{(j)}\right) \\
& =-E K^{\mp 2} \cdot \mathcal{T}_{ \pm}\left(v_{(j)}\right) .
\end{aligned}
$$

The remaining formulas can be easily deduced from these relations.
2.7.2. The case of general $\mathfrak{g}$. Now let $\mathfrak{g}$ be an arbitrary semisimple Lie algebra. Based on the constructions in the previous subsection we will define operators $\mathcal{T}_{i}$ for $i=1, \ldots, N$ acting on every integrable $U_{q}(\mathfrak{g})$-module.

Specifically, let $V$ be an integrable $U_{q}(\mathfrak{g})$-module and recall that $U_{q_{i}}\left(\mathfrak{g}_{i}\right)$ for $1 \leq i \leq N$ denotes the subalgebra of $U_{q}(\mathfrak{g})$ generated by $E_{i}, F_{i}, K_{i}^{ \pm 1}$. Using the canonical embedding $U_{q_{i}}\left(\mathfrak{g}_{i}\right) \subset U_{q}(\mathfrak{g})$ we can view $V$ as an integrable $U_{q_{i}}\left(\mathfrak{g}_{i}\right)$ module, and we define $\mathcal{T}_{i}: V \rightarrow V$ to be the operator corresponding to $\mathcal{T}=\mathcal{T}_{+}$in the notation of the previous subsection. Explicitly,

$$
\mathcal{T}_{i}(v)=\sum_{\substack{r, s, t \geq 0 \\ r-s+t=m}}(-1)^{s} q_{i}^{s-r t} F_{i}^{(r)} E_{i}^{(s)} F_{i}^{(t)} \cdot v
$$

for $v \in V_{\lambda}$ and $m=\left(\alpha_{i}^{\vee}, \lambda\right)$. According to Proposition 2.49, the operators $\mathcal{T}_{i}$ are bijective, and $\mathcal{T}_{i}$ maps $V_{\lambda}$ onto $V_{s_{i} \lambda}$. From this observation it follows that

$$
\mathcal{T}_{i}\left(K_{\mu} \cdot v\right)=K_{s_{i} \mu} \cdot \mathcal{T}_{i}(v)
$$

for all $\mu \in \mathbf{P}$. Let us also record the following formulas.

Lemma 2.52. Let $V$ be an integrable $U_{q}(\mathfrak{g})$-module and $v \in V$. Then we have

$$
\begin{aligned}
\mathcal{T}_{i}\left(E_{i} \cdot v\right) & =-K_{i} F_{i} \cdot \mathcal{T}_{i}(v) \\
\mathcal{T}_{i}\left(F_{i} \cdot v\right) & =-E_{i} K_{i}^{-1} \cdot \mathcal{T}_{i}(v) \\
E_{i} \cdot \mathcal{T}_{i}(v) & =-\mathcal{T}_{i}\left(F_{i} K_{i}^{-1} \cdot v\right) \\
F_{i} \cdot \mathcal{T}_{i}(v) & =-\mathcal{T}_{i}\left(K_{i} E_{i} \cdot v\right)
\end{aligned}
$$

for all $i=1, \ldots, N$.
Proof. This is an immediate consequence of Lemma 2.51.
Our first aim is to obtain explicit formulas for $\mathcal{T}_{i}\left(E_{j} \cdot v\right)$ and $E_{j} \cdot \mathcal{T}_{i}(v)$ also in the case $i \neq j$, and similarly for $F_{j}$ instead of $E_{j}$.

Rewriting the results from Lemma 2.9 in terms of divided powers we obtain

$$
\begin{aligned}
& E_{i}^{(m)} \rightarrow Y=\sum_{k=0}^{m}(-1)^{m-k} q_{i}^{-(m-k)(m-1)} E_{i}^{(k)} Y E_{i}^{(m-k)} K_{i}^{-m} \\
& F_{i}^{(m)} \rightarrow Y=\sum_{k=0}^{m}(-1)^{k} q_{i}^{k(m-1)} F_{i}^{(m-k)} K_{i}^{-k} Y K_{i}^{k} F_{i}^{(k)}
\end{aligned}
$$

In particular, we have

$$
F_{i}^{(m)} \rightarrow F_{j}=\sum_{k=0}^{m}(-1)^{k} q_{i}^{k\left(m-1+a_{i j}\right)} F_{i}^{(m-k)} F_{j} F_{i}^{(k)}
$$

using $K_{i}^{-k} F_{j} K_{i}^{k}=q_{i}^{k a_{i j}} F_{j}$.
Lemma 2.53. If $i \neq j$ then for all $m, l \in \mathbb{N}_{0}$ we have

$$
\begin{aligned}
& \left(F_{i}^{(m)} \rightarrow F_{j}\right) E_{i}^{(l)}=\sum_{k=0}^{l}(-1)^{k}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k(l-1)} E_{i}^{(l-k)}\left(F_{i}^{(m-k)} \rightarrow F_{j}\right) K_{i}^{k} \\
& \left(F_{i}^{(m)} \rightarrow F_{j}\right) F_{i}^{(l)}=\sum_{k=0}^{l}(-1)^{k}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-l\left(a_{i j}+2 m\right)-k(l-1)} F_{i}^{(l-k)}\left(F_{i}^{(m+k)} \rightarrow F_{j}\right) .
\end{aligned}
$$

Proof. We use induction on $l$ for both formulas. For $l=0$ there is nothing to show.
Assume the first formula holds for some $l$. Note that since $E_{i}$ and $F_{j}$ commute we have $E_{i} \rightarrow F_{j}=0$, and hence

$$
\left(E_{i} F_{i}^{(m)}\right) \rightarrow F_{j}=\left[-a_{i j}+1-m\right]_{q_{i}} F_{i}^{(m-1)} \rightarrow F_{j}
$$

due to Lemma 2.36. Writing $a(m)=F_{i}^{(m)} \rightarrow F_{j}$ we deduce

$$
\begin{aligned}
a(m) E_{i} K_{i}^{-1} & =E_{i} a(m) K_{i}^{-1}-E_{i} \rightarrow a(m) \\
& =E_{i} a(m) K_{i}^{-1}-\left[-a_{i j}+1-m\right]_{q_{i}} a(m-1)
\end{aligned}
$$

which implies

$$
a(m-k) E_{i}=E_{i} a(m-k)-\left[-a_{i j}+1+k-m\right]_{q_{i}} a(m-k-1) K_{i}
$$

for all $0 \leq k \leq m$. Now from the induction hypothesis we obtain

$$
\begin{aligned}
a(m) E_{i}^{(l+1)} & =a(m) \frac{E_{i}^{(l)} E_{i}}{[l+1]_{q_{i}}} \\
& =\sum_{k=0}^{l} \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k(l-1)} E_{i}^{(l-k)}\left(F_{i}^{(m-k)} \rightarrow F_{j}\right) K_{i}^{k} E_{i} .
\end{aligned}
$$

Since $K_{i}^{k} E_{i}=q_{i}^{2 k} E_{i} K_{i}^{k}$ our above computation yields

$$
a(m) E_{i}^{(l+1)}=\sum_{k=0}^{l+1} b_{k} E_{i}^{(l+1-k)} a(m-k) K_{i}^{k}
$$

where

$$
\begin{aligned}
b_{k}= & \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k(l-1)+2 k}[l+1-k]_{q_{i}} \\
& -\frac{(-1)^{k-1}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
-a_{i j}-m+k-1 \\
k-1
\end{array}\right]_{q_{i}} q_{i}^{(k-1)(l-1)+2 k-2}\left[-a_{i j}-m+k\right]_{q_{i}} \\
= & \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k l+k}[l+1-k]_{q_{i}} \\
& +\frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k l+k-l-1}[k]_{q_{i}},
\end{aligned}
$$

note here that the first summand vanishes for $k=l+1$, and the second summand vanishes for $k=0$. Using

$$
\frac{q_{i}^{k}[l+1-k]_{q_{i}}+q_{i}^{k-l-1}[k]_{q_{i}}}{[l+1]_{q_{i}}}=\frac{q_{i}^{k}\left(q_{i}^{l+1-k}-q^{-l-1+k}\right)+q_{i}^{k-l-1}\left(q_{i}^{k}-q_{i}^{-k}\right)}{q_{i}^{l+1}-q_{i}^{-l-1}}=1
$$

we conclude

$$
b_{k}=(-1)^{k}\left[\begin{array}{c}
-a_{i j}-m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{k l}
$$

as desired.
For the second formula we proceed in the same way. Assume that the formula holds for some $l$. Writing again $a(m)=F_{i}^{(m)} \rightarrow F_{j}$ we compute

$$
\begin{aligned}
a(m) F_{i}^{(l+1)} & =a(m) \frac{F_{i}^{(l)} F_{i}}{[l+1]_{q_{i}}} \\
& =\sum_{k=0}^{l} \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-l\left(a_{i j}+2 m\right)-k(l-1)} F_{i}^{(l-k)} a(m+k) F_{i}
\end{aligned}
$$

according to the induction hypothesis. Note also that

$$
\begin{aligned}
a(m) F_{i} & =q_{i}^{-2 m-a_{i j}} K_{i}^{-1} a(m) K_{i} F_{i} \\
& =q_{i}^{-2 m-a_{i j}}\left(F_{i} a(m)-F_{i} \rightarrow a(m)\right) \\
& =q_{i}^{-2 m-a_{i j}}\left(F_{i} a(m)-[m+1]_{q_{i}} a(m+1)\right),
\end{aligned}
$$

using $[m+1]_{q_{i}} F_{i}^{(m+1)}=F_{i} F_{i}^{(m)}$ in the last step. We thus have

$$
a(m+k) F_{i}=q_{i}^{-2 m-2 k-a_{i j}}\left(F_{i} a(m+k)-[m+k+1]_{q_{i}} a(m+k+1)\right),
$$

and combining these formulas we obtain

$$
a(m) F_{i}^{(l+1)}=\sum_{k=0}^{l+1} c_{k} F_{i}^{(l+1-k)} a(m+k)
$$

where

$$
\begin{aligned}
c_{k}= & \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-(l+1)\left(a_{i j}+2 m\right)-2 k-k(l-1)}[l+1-k]_{q_{i}} \\
& -\frac{(-1)^{k-1}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
m+k-1 \\
k-1
\end{array}\right]_{q_{i}} q_{i}^{-(l+1)\left(a_{i j}+2 m\right)-2 k+2-(k-1)(l-1)}[m+k]_{q_{i}} \\
= & \frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-(l+1)\left(a_{i j}+2 m\right)-k l} q^{-k}[l+1-k]_{q_{i}} \\
& +\frac{(-1)^{k}}{[l+1]_{q_{i}}}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-(l+1)\left(a_{i j}+2 m\right)-k l-k+l+1}[k]_{q_{i}},
\end{aligned}
$$

note in particular that the first summand vanishes for $k=l+1$, and the second summand vanishes for $k=0$. Using

$$
\frac{q_{i}^{-k}[l+1-k]_{q_{i}}+q_{i}^{l+1-k}[k]_{q_{i}}}{[l+1]_{q_{i}}}=\frac{q_{i}^{-k}\left(q_{i}^{l+1-k}-q^{-l-1+k}\right)+q_{i}^{l+1-k}\left(q_{i}^{k}-q_{i}^{-k}\right)}{q_{i}^{l+1}-q_{i}^{-l-1}}=1
$$

we conclude

$$
c_{k}=(-1)^{k}\left[\begin{array}{c}
m+k \\
k
\end{array}\right]_{q_{i}} q_{i}^{-(l+1)\left(a_{i j}+2 m\right)-k l} .
$$

This finishes the proof.

Proposition 2.54. Let $V$ be an integrable $U_{q}(\mathfrak{g})$-module. If $i \neq j$ we have

$$
\begin{aligned}
& \mathcal{T}_{i}\left(E_{j} \cdot v\right)=\left(-q_{i}\right)^{-a_{i j}}\left(E_{j} \leftarrow \hat{S}^{-1}\left(E_{i}^{\left(-a_{i j}\right)}\right)\right) \cdot \mathcal{T}_{i}(v) \\
& \mathcal{T}_{i}\left(F_{j} \cdot v\right)=\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \cdot \mathcal{T}_{i}(v)
\end{aligned}
$$

for all $v \in V$.
Proof. Let us first consider the second formula. In the same way as in the proof of Lemma 2.53 we shall abbreviate $a(m)=F_{i}^{(m)} \rightarrow F_{j}$. Since $F_{i}^{-a_{i j}+1} \rightarrow F_{j}=u_{i j}^{-}=$ 0 , the second part of Lemma 2.53 implies

$$
a\left(-a_{i j}\right) F_{i}^{(l)}=\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) F_{i}^{(l)}=q_{i}^{l a_{i j}} F_{i}^{(l)}\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right)=q_{i}^{l a_{i j}} F_{i}^{(l)} a\left(-a_{i j}\right)
$$

for any $l$. Moreover we obtain

$$
\begin{aligned}
a\left(-a_{i j}\right) E_{i}^{(l)} & =\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) E_{i}^{(l)} \\
& =\sum_{k=0}^{l}(-1)^{k} q_{i}^{k(l-1)} E_{i}^{(l-k)}\left(F_{i}^{\left(-a_{i j}-k\right)} \rightarrow F_{j}\right) K_{i}^{k} \\
& =\sum_{k=0}^{l}(-1)^{k} q_{i}^{k(l-1)} E_{i}^{(l-k)} a\left(-a_{i j}-k\right) K_{i}^{k}
\end{aligned}
$$

from the first part of Lemma 2.53

Assume $v \in V_{\lambda}$ for some $\lambda \in \mathbf{P}$. Writing $p=\left(\alpha_{i}^{\vee}, \lambda\right)$, the above formulas imply

$$
\begin{aligned}
& a\left(-a_{i j}\right) \mathcal{T}_{i}(v)= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}}(-1)^{s} q_{i}^{s-r t} a\left(-a_{i j}\right) F_{i}^{(r)} E_{i}^{(s)} F_{i}^{(t)} \cdot v \\
&= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}}(-1)^{s} q_{i}^{s-r t+r a_{i j}} F_{i}^{(r)} a\left(-a_{i j}\right) E_{i}^{(s)} F_{i}^{(t)} \cdot v \\
&= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}} \sum_{k=0}^{s}(-1)^{k+s} q_{i}^{s-r t+r a_{i j}+k(s-1)} F_{i}^{(r)} E_{i}^{(s-k)} a\left(-a_{i j}-k\right) K_{i}^{k} F_{i}^{(t)} \cdot v \\
&= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}} \sum_{k=0}^{s}(-1)^{k+s} q_{i}^{s-r\left(t-a_{i j}\right)+k(s-1+p-2 t)} F_{i}^{(r)} E_{i}^{(s-k)} a\left(-a_{i j}-k\right) F_{i}^{(t)} \cdot v \\
&= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}} \sum_{k=0}^{s} \sum_{l=0}^{t}(-1)^{k+s} q_{i}^{s-r\left(t-a_{i j}\right)+k(s-1+p-2 t)} F_{i}^{(r)} E_{i}^{(s-k)} \times \\
&(-1)^{l}\left[-a_{i j}-k+l\right]_{q_{i}} l \\
& q_{i} \\
&= \sum_{\substack{r, s, t \geq 0 \\
r-s+t=p}} \sum_{k=0}^{s} \sum_{l=0}^{t}(-1)^{k+s+l}\left[-a_{i j}-2 k\right)-l(t-1) \\
& q_{i}^{s-r\left(t-a_{i j}\right)+k(s-1+p)+t a_{i j}-l(t-1)} F_{i}^{(t-l)} a\left(-a_{i j}-k+l\right) \cdot v \\
& q_{i}^{(r)} E_{i}^{(s-k)} F_{i}^{(t-l)} a\left(-a_{i j}-k+l\right) \cdot v,
\end{aligned}
$$

using

$$
K_{i}^{k} F_{i}^{(t)} \cdot v=q_{i}^{-2 k t} F_{i}^{(t)} K_{i}^{k} \cdot v=q_{i}^{k p-2 k t} F_{i}^{(t)} \cdot v
$$

for $k, t \in \mathbb{N}_{0}$ and the second part of Lemma 2.53. Setting $b=s-k, c=t-l$ we have $-r+b-c=-p-k+l$, and since $a\left(-a_{i j}-k+l\right)=0$ for $l>k$ we see that $a\left(-a_{i j}\right) \mathcal{T}_{i}(v)$ is a linear combination of terms $F_{i}^{(r)} E_{i}^{(b)} F_{i}^{(c)} a\left(-a_{i j}-h\right) \cdot v$ with $-r+b-c=-p-h$ and $h \geq 0$. Explicitly, the coefficient of $F_{i}^{(r)} E_{i}^{(b)} F_{i}^{(c)} a\left(-a_{i j}-h\right) \cdot v$ is

$$
\sum_{l=0}^{-a_{i j}-h}(-1)^{b+l}\left[\begin{array}{c}
-a_{i j}-h \\
l
\end{array}\right]_{q_{i}} q_{i}^{b+k-r\left(c+l-a_{i j}\right)+k(b+k-1+p)+(c+l) a_{i j}-l(c+l-1)},
$$

where $k=l+h$. If we insert $k=l+h$ in this expression we obtain

$$
\begin{aligned}
& (-1)^{b} q_{i}^{b+h-r\left(c-a_{i j}\right)+h(b+h-1+p)+c a_{i j} \sum_{l=0}^{-a_{i j}-h}(-1)^{l}\left[\begin{array}{c}
\left.-a_{i j}-h\right]_{q_{i}} \times \\
l
\end{array} q_{i}^{l\left(1-r+b+l+h-1+p+h+a_{i j}-c-l+1\right)}\right.} \begin{array}{l}
=(-1)^{b} q_{i}^{b-r\left(c-a_{i j}\right)+h(b+h+p)+c a_{i j}} \sum_{l=0}^{-a_{i j}-h}(-1)^{l}\left[\begin{array}{c}
\left.-a_{i j}-h\right]_{q_{i}} \\
l
\end{array}\right. \\
\quad q_{i}^{l\left(1-r+b+2 h+p+a_{i j}-c\right)}
\end{array} .
\end{aligned}
$$

Using $-r+b-c=-p-h$, the sum over $l$ in the previous formula becomes

$$
\sum_{l=0}^{-a_{i j}-h}(-1)^{l}\left[\begin{array}{c}
-a_{i j}-h \\
l
\end{array}\right]_{q_{i}} q_{i}^{l\left(1+h+a_{i j}\right)}=\delta_{-a_{i j}-h, 0}
$$

according to Lemma 2.2. Hence only the term with $h=-a_{i j}$ survives, and since

$$
q_{i}^{b-r\left(c-a_{i j}\right)+h(b+h+p)+c a_{i j}}=q_{i}^{b-r c+h(-r+b-c+h+p)}=q_{i}^{b-r c}
$$

for $h=-a_{i j}$, we conclude

$$
a\left(-a_{i j}\right) \mathcal{T}_{i}(v)=\sum_{\substack{r, b, c \geq 0 \\ r-b+c=p-a_{i j}}}(-1)^{b} q_{i}^{b-r c} F_{i}^{(r)} E_{i}^{(b)} F_{i}^{(c)} a(0) v=\mathcal{T}_{i}\left(F_{j} \cdot v\right)
$$

as desired.
Let us now consider the first relation. Fix $v \in V_{\lambda}$ and let $\omega_{V}$ denote the automorphism of $V$ defined as in the proof of Corollary 2.50 by viewing $V$ as a $U_{q_{i}}\left(\mathfrak{q}_{i}\right)$-module. Then combining Proposition 2.49 and the proof Corollary 2.50 yields

$$
\omega_{V} \mathcal{T}_{i} \omega_{V}(v)=\left(-q_{i}\right)^{\left(\alpha_{i}^{\vee}, \lambda\right)} \mathcal{T}_{i}(v)
$$

Moreover we recall that

$$
\begin{aligned}
\omega(X \rightarrow Y) & =\omega\left(X_{(1)} Y \hat{S}\left(X_{(2)}\right)\right) \\
& =\omega\left(X_{(1)}\right) \omega(Y) \hat{S}^{-1}\left(\omega\left(X_{(2)}\right)\right) \\
& =\omega(X)_{(2)} \omega(Y) \hat{S}^{-1}\left(\omega(X)_{(1)}\right)=\omega(Y) \leftarrow \hat{S}^{-1}(\omega(X))
\end{aligned}
$$

for $X, Y \in U_{q}(\mathfrak{g})$, where $Y \leftarrow X=\hat{S}\left(X_{(1)}\right) Y X_{(2)}$. Using that the vector $F_{j} \cdot \omega_{V}(v)$ has weight $-\lambda-\alpha_{j}$ we therefore obtain

$$
\begin{aligned}
\mathcal{T}_{i}\left(E_{j} \cdot v\right) & =\mathcal{T}_{i}\left(\omega\left(F_{j}\right) \cdot v\right) \\
& =\mathcal{T}_{i}\left(\omega_{V}\left(F_{j} \cdot \omega_{V}(v)\right)\right) \\
& =\left(-q_{i}\right)^{\left(\alpha_{i}^{\vee},-\lambda-\alpha_{j}\right)} \omega_{V}\left(\mathcal{T}_{i}\left(F_{j} \cdot \omega_{V}(v)\right)\right) \\
& =\left(-q_{i}\right)^{-\left(\alpha_{i}^{\vee}, \lambda+\alpha_{j}\right)} \omega_{V}\left(\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \cdot \mathcal{T}_{i}\left(\omega_{V}(v)\right)\right) \\
& =\left(-q_{i}\right)^{-\left(\alpha_{i}^{\vee}, \lambda\right)-a_{i j}} \omega\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \cdot \omega_{V}\left(\mathcal{T}_{i}\left(\omega_{V}(v)\right)\right) \\
& =\left(-q_{i}\right)^{-\left(\alpha_{i}^{\vee}, \lambda\right)-a_{i j}}\left(-q_{i}\right)^{\left(\alpha_{i}^{\vee}, \lambda\right)} \omega\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \cdot \mathcal{T}_{i}(v) \\
& =\left(-q_{i}\right)^{-a_{i j}}\left(\omega\left(F_{j}\right) \leftarrow \hat{S}^{-1}\left(\omega\left(F_{i}^{\left(-a_{i j}\right)}\right)\right)\right) \cdot \mathcal{T}_{i}(v) \\
& =\left(-q_{i}\right)^{-a_{i j}}\left(E_{j} \leftarrow \hat{S}^{-1}\left(E_{i}^{\left(-a_{i j}\right)}\right)\right) \cdot \mathcal{T}_{i}(v) .
\end{aligned}
$$

This finishes the proof.
We obtain an algebra antiautomorphism $\gamma: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ by defining

$$
\gamma\left(E_{i}\right)=E_{i}, \quad \gamma\left(F_{i}\right)=F_{i}, \quad \gamma\left(K_{\mu}\right)=K_{-\mu}
$$

on generators. Notice that $\gamma$ is involutive, that is, $\gamma^{2}=\mathrm{id}$.
Let us define the $\gamma$-twisted adjoint action by

$$
X \xrightarrow{\gamma} Y=\gamma(X \rightarrow \gamma(Y))
$$

for $X, Y \in U_{q}(\mathfrak{g})$. Note that

$$
\begin{aligned}
E_{i} \xrightarrow{\gamma} Y & =\gamma\left(\left[E_{i}, \gamma(Y)\right] K_{i}^{-1}\right)=K_{i}\left[Y, E_{i}\right] \\
F_{i} \xrightarrow{\gamma} Y & =\gamma\left(F_{i} \gamma(Y)-K_{i}^{-1} \gamma(Y) K_{i} F_{i}\right)=Y F_{i}-F_{i} K_{i}^{-1} Y K_{i} \\
K_{\mu} \xrightarrow{\gamma} Y & =\gamma\left(K_{\mu} \gamma(Y) K_{\mu}^{-1}\right)=K_{\mu} Y K_{\mu}^{-1}
\end{aligned}
$$

for all $Y \in U_{q}(\mathfrak{g})$, where $1 \leq i \leq N$ and $\mu \in \mathbf{P}$.
Lemma 2.55. Suppose $X, Y \in U_{q}(\mathfrak{g})$ satisfy $X \cdot \mathcal{T}_{i}(v)=\mathcal{T}_{i}(Y \cdot v)$ for any vector $v$ in an integrable $U_{q}(\mathfrak{g})$-module. Then

$$
\begin{aligned}
& \left(E_{i} \rightarrow X\right) \cdot \mathcal{T}_{i}(v)=\mathcal{T}_{i}\left(\left(F_{i} \xrightarrow{\gamma} Y\right) \cdot v\right) \\
& \left(F_{i} \rightarrow X\right) \cdot \mathcal{T}_{i}(v)=\mathcal{T}_{i}\left(\left(E_{i} \xrightarrow{\gamma} Y\right) \cdot v\right) .
\end{aligned}
$$

Proof. Using the formula $E_{i} \cdot \mathcal{T}_{i}(v)=-\mathcal{T}_{i}\left(F_{i} K_{i}^{-1} \cdot v\right)$ from Lemma 2.52 we compute

$$
\begin{aligned}
\left(E_{i} \rightarrow X\right) \cdot \mathcal{T}_{i}(v) & =\left[E_{i}, X\right] K_{i}^{-1} \cdot \mathcal{T}_{i}(v) \\
& =\mathcal{T}_{i}\left(\left(-F_{i} K_{i}^{-1} Y+Y F_{i} K_{i}^{-1}\right) K_{i} \cdot v\right) \\
& =\mathcal{T}_{i}\left(\left(Y F_{i}-F_{i} K_{i}^{-1} Y K_{i}\right) \cdot v\right) \\
& =\mathcal{T}_{i}\left(\left(F_{i} \xrightarrow{\gamma} Y\right) \cdot v\right)
\end{aligned}
$$

for $v \in V$. Similarly, using $F_{i} \cdot \mathcal{T}_{i}(v)=-\mathcal{T}_{i}\left(K_{i} E_{i} \cdot v\right)$ we obtain

$$
\begin{aligned}
\left(F_{i} \rightarrow X\right) \cdot \mathcal{T}_{i}(v) & =\left(F_{i} X-K_{i}^{-1} X K_{i} F_{i}\right) \cdot \mathcal{T}_{i}(v) \\
& =\mathcal{T}_{i}\left(\left(-K_{i} E_{i} Y+K_{i} Y K_{i}^{-1} K_{i} E_{i}\right) \cdot v\right) \\
& =\mathcal{T}_{i}\left(K_{i}\left[Y, E_{i}\right] \cdot v\right) \\
& =\mathcal{T}_{i}\left(\left(E_{i} \xrightarrow{\gamma} Y\right) \cdot v\right) .
\end{aligned}
$$

This yields the claim.
Lemma 2.56. Let $V$ be an integrable $U_{q}(\mathfrak{g})$-module and $v \in V$. If $i \neq j$ we have

$$
\left(F_{i}^{\left(-a_{i j}-l\right)} \rightarrow F_{j}\right) \cdot \mathcal{T}_{i}(v)=\mathcal{T}_{i}\left(\left(F_{i}^{(l)} \xrightarrow{\gamma} F_{j}\right) \cdot v\right)
$$

for any $0 \leq l \leq-a_{i j}$.
Proof. Using induction on $l$, Lemma 2.55 and Proposition 2.54 imply

$$
\mathcal{T}_{i}\left(\left(F_{i}^{(l)} \xrightarrow{\gamma} F_{j}\right) \cdot v\right)=\left(E_{i}^{(l)} F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \cdot \overline{\mathcal{T}_{i}}(v) .
$$

As already observed in the proof of Lemma 2.53, we have

$$
\left(E_{i} F_{i}^{(m)}\right) \rightarrow F_{j}=\left[-a_{i j}+1-m\right]_{q_{i}} F_{i}^{(m-1)} \rightarrow F_{j} .
$$

Applying this formula iteratively we obtain

$$
\left(E_{i}^{(l)} F_{i}^{\left(-a_{i j}\right)}\right) \rightarrow F_{j}=F_{i}^{\left(-a_{i j}-l\right)} \rightarrow F_{j},
$$

which yields the desired formula.
Proposition 2.57. Let $V$ be an integrable $U_{q}(\mathfrak{g})$-module and $v \in V$. If $i \neq j$ we have

$$
\begin{aligned}
& \sum_{k=0}^{-a_{i j}-l}(-1)^{k} q_{i}^{k(l+1)} E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-l-k\right)} \cdot \mathcal{T}_{i}(v) \\
&=\sum_{k=0}^{l}(-1)^{k} q_{i}^{-k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(E_{i}^{(l-k)} E_{j} E_{i}^{(k)} \cdot v\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\sum_{k=0}^{-a_{i j}-l}(-1)^{k} q_{i}^{-k(l+1)} & F_{i}^{\left(-a_{i j}-l-k\right)} F_{j} F_{i}^{(k)} \cdot \mathcal{T}_{i}(v) \\
& =\sum_{k=0}^{l}(-1)^{k} q_{i}^{k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(F_{i}^{(k)} F_{j} F_{i}^{(l-k)} \cdot v\right)
\end{aligned}
$$

for any $0 \leq l \leq-a_{i j}$.
Proof. Let us first consider the second formula. Recall from the calculations before Lemma 2.53 that

$$
F_{i}^{(m)} \rightarrow F_{j}=\sum_{k=0}^{m}(-1)^{k} q_{i}^{k\left(m-1+a_{i j}\right)} F_{i}^{(m-k)} F_{j} F_{i}^{(k)}
$$

Since $\gamma$ is an anti-automorphism fixing the generators $F_{k}$ for all $k$ we therefore obtain

$$
F_{i}^{(m)} \xrightarrow{\gamma} F_{j}=\gamma\left(F_{i}^{(m)} \rightarrow F_{j}\right)=\sum_{k=0}^{m}(-1)^{k} q_{i}^{k\left(m-1+a_{i j}\right)} F_{i}^{(k)} F_{j} F_{i}^{(m-k)} .
$$

Combining these formulas with Lemma 2.56 yields

$$
\begin{aligned}
\sum_{k=0}^{-a_{i j}-l}(-1)^{k} q_{i}^{k(-l-1)} & F_{i}^{\left(-a_{i j}-l-k\right)} F_{j} F_{i}^{(k)} \cdot \mathcal{T}_{i}(v) \\
& =\sum_{k=0}^{l}(-1)^{k} q_{i}^{k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(F_{i}^{(k)} F_{j} F_{i}^{(l-k)} \cdot v\right)
\end{aligned}
$$

as desired.
Next observe that $\omega(X) \cdot \mathcal{T}_{i}(v)=\left(-q_{i}\right)^{\left(\alpha_{i}^{\vee}, \mu\right)} \mathcal{T}_{i}(\omega(Y) \cdot v)$ if $X$ has weight $\mu$ with respect to the adjoint action and $X \cdot \mathcal{T}_{i}(v)=\mathcal{T}_{i}(Y \cdot v)$ for all vectors $v$ in integrable $U_{q}(\mathfrak{g})$-modules. Hence the formula proved above implies

$$
\begin{aligned}
\sum_{k=0}^{-a_{i j}-l} & (-1)^{k} q_{i}^{-k(-l-1)} E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-l-k\right)} \cdot \mathcal{T}_{i}(v) \\
& =q_{i}^{\left(-a_{i j}-l\right)(l+1)} \sum_{k=0}^{-a_{i j}-l}(-1)^{k} q_{i}^{\left(-a_{i j}-l-k\right)(-l-1)} E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-l-k\right)} \cdot \mathcal{T}_{i}(v) \\
& =(-1)^{a_{i j}+l} q_{i}^{\left(-a_{i j}-l\right)(l+1)} \sum_{k=0}^{-a_{i j}-l}(-1)^{k} q_{i}^{k(-l-1)} E_{i}^{\left(-a_{i j}-l-k\right)} E_{j} E_{i}^{(k)} \cdot \mathcal{T}_{i}(v) \\
& =(-1)^{a_{i j}+l} q_{i}^{\left(-a_{i j}-l\right)(l+1)}\left(-q_{i}\right)^{2 l+a_{i j}} \sum_{k=0}^{l}(-1)^{k} q_{i}^{k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(E_{i}^{(k)} E_{j} E_{i}^{(l-k)} \cdot v\right) \\
& =q_{i}^{\left(-a_{i j}-l\right)(l+1)} q_{i}^{2 l+a_{i j}} q_{i}^{l\left(l-1+a_{i j}\right)} \sum_{k=0}^{l}(-1)^{k} q_{i}^{-k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(E_{i}^{(l-k)} E_{j} E_{i}^{(k)} \cdot v\right) \\
& =\sum_{k=0}^{l}(-1)^{k} q_{i}^{-k\left(l-1+a_{i j}\right)} \mathcal{T}_{i}\left(E_{i}^{(l-k)} E_{j} E_{i}^{(k)} \cdot v\right)
\end{aligned}
$$

upon reindexing $k$ to $-a_{i j}-l-k$, and further below reindexing $k$ to $l-k$, respectively. Note here that $F_{i}^{\left(-a_{i j}-l\right)} \rightarrow F_{j}$ has weight $\left(a_{i j}+l\right) \alpha_{i}-\alpha_{j}$, so that

$$
\left(\alpha_{i}^{\vee},\left(a_{i j}+l\right) \alpha_{i}-\alpha_{j}\right)=2 l+a_{i j} .
$$

This finishes the proof.
Note that putting $l=0$ in Proposition 2.57 yields in particular

$$
\begin{aligned}
& \mathcal{T}_{i}\left(E_{j} \cdot v\right)=\sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{k} E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-k\right)} \cdot \mathcal{T}_{i}(v) \\
& \mathcal{T}_{i}\left(F_{j} \cdot v\right)=\sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{-k} F_{i}^{\left(-a_{i j}-k\right)} F_{j} F_{i}^{(k)} \cdot \mathcal{T}_{i}(v) .
\end{aligned}
$$

2.7.3. The braid group action on $U_{q}(\mathfrak{g})$. We are now ready to construct automorphisms $\mathcal{T}_{i}$ of $U_{q}(\mathfrak{g})$ for $i=1, \ldots, N$.

Theorem 2.58. For $i=1, \ldots, N$ there exist algebra automorphisms $\mathcal{T}_{i}: U_{q}(\mathfrak{g}) \rightarrow$ $U_{q}(\mathfrak{g})$ satisfying

$$
\begin{aligned}
& \mathcal{T}_{i}\left(K_{\mu}\right)=K_{s_{i} \mu}, \quad \mathcal{T}_{i}\left(E_{i}\right)=-K_{i} F_{i}, \quad \mathcal{T}_{i}\left(F_{i}\right)=-E_{i} K_{i}^{-1} \\
& \mathcal{T}_{i}\left(E_{j}\right)=\sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{k} E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-k\right)}, \quad i \neq j \\
& \mathcal{T}_{i}\left(F_{j}\right)=\sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{-k} F_{i}^{\left(-a_{i j}-k\right)} F_{j} F_{i}^{(k)}, \quad i \neq j .
\end{aligned}
$$

Proof. We shall define $\mathcal{T}_{i}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ using conjugation with the operators $\mathcal{T}_{i}$ on integrable $U_{q}(\mathfrak{g})$-modules. More precisely, we consider the canonical map $U_{q}(\mathfrak{g}) \rightarrow \prod \operatorname{End}(V) \subset \operatorname{End}(\bigoplus V)$ where $V$ runs over all integrable $U_{q}(\mathfrak{g})$-modules. According to Theorem 2.46 this map is an embedding, and we shall identify $X \in$ $U_{q}(\mathfrak{g})$ with its image in $\prod \operatorname{End}(V)$. We then define $\mathcal{T}_{i}(X) \in \prod \operatorname{End}(V)$ by setting

$$
\mathcal{T}_{i}(X)=\mathcal{T}_{i} X \mathcal{T}_{i}^{-1}
$$

where the operators $\mathcal{T}_{i} \in \prod \operatorname{End}(V)$ are defined as in the previous subsection. In order to show that this prescription yields a well-defined automorphism of $U_{q}(\mathfrak{g})$ it is enough to check that conjugation with $\mathcal{T}_{i} \in \prod \operatorname{End}(V)$ preserves the action of $U_{q}(\mathfrak{g})$. In fact, it is sufficient to verify this for the standard generators of $U_{q}(\mathfrak{g})$.

For the generators $K_{\mu}$ for $\mu \in \mathbf{P}$ the claim follows from elementary weight considerations, indeed the corresponding relation $\mathcal{T}_{i} K_{\mu} \mathcal{T}_{i}^{-1}=K_{s_{i} \mu}$ was already pointed out in the discussion before Lemma 2.52. For the generators $E_{i}, F_{i}$ the assertion follows from Proposition 2.57.

Next we shall verify the braid group relations.
Theorem 2.59. The automorphisms $\mathcal{T}_{i}$ of $U_{q}(\mathfrak{g})$ satisfy the braid relations in $B_{\mathfrak{g}}$, that is,

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \cdots=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \cdots
$$

for all $1 \leq i, j \leq N$ such that $i \neq j$, with $m_{i j}$ operators on each side of the equation. In other words, the maps $\mathcal{T}_{i}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ induce an action of the braid group $B_{\mathfrak{g}}$ on $U_{q}(\mathfrak{g})$ by algebra automorphisms.

Proof. Recall that $m_{i j}=2,3,4,6$ iff $a_{i j} a_{j i}=0,1,2,3$, respectively. We have $a_{i j}=$ $0=a_{j i}$ if $m_{i j}=2$, and $a_{i j}=-1=a_{j i}$ if $m_{i j}=3$. Note that we may assume that $a_{i j}=-2, a_{j i}=-1$ and $a_{i j}=-3, a_{j i}=-1$ in the cases $m_{i j}=4,6$, respectively. The cases $m=m_{i j}=2,3,4,6$ are verified separately by explicit calculations, compare 57] and 39.
$m=2$ : This corresponds to $\left(\alpha_{i}, \alpha_{j}\right)=0$. In this case we clearly have $\mathcal{T}_{i} \mathcal{T}_{j}=\mathcal{T}_{j} \mathcal{T}_{i}$ on modules because the operators $E_{i}, F_{i}$ commute pairwise with $E_{j}, F_{j}$. Since the action of $\mathcal{T}_{i}$ on $U_{q}(\mathfrak{g})$ is obtained by conjugating with the operator $\mathcal{T}_{i}$ on modules, it follows that $\mathcal{T}_{i} \mathcal{T}_{j}=\mathcal{T}_{j} \mathcal{T}_{i}$ as automorphisms of $U_{q}(\mathfrak{g})$.
$m=3$ : Since $a_{i j}=-1=a_{j i}$ we have $q_{i}=q_{j}$, and the formulas in Proposition 2.57 give

$$
\begin{aligned}
& \mathcal{T}_{i}\left(E_{j}\right)=E_{j} E_{i}-q_{i} E_{i} E_{j}=\mathcal{T}_{j}^{-1}\left(E_{i}\right) \\
& \mathcal{T}_{i}\left(F_{j}\right)=F_{i} F_{j}-q_{i}^{-1} F_{j} F_{i}=\mathcal{T}_{j}^{-1}\left(F_{i}\right) .
\end{aligned}
$$

Symmetrically, we obtain

$$
\begin{aligned}
& \mathcal{T}_{j}\left(E_{i}\right)=E_{i} E_{j}-q_{i} E_{j} E_{i}=\mathcal{T}_{i}^{-1}\left(E_{j}\right) \\
& \mathcal{T}_{j}\left(F_{i}\right)=F_{j} F_{i}-q_{i}^{-1} F_{i} F_{j}=\mathcal{T}_{i}^{-1}\left(F_{j}\right) .
\end{aligned}
$$

It suffices to verify $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}(X)=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}(X)$ for $X=E_{k}, F_{k}$ and $k=$ $1, \ldots, N$ as well as $X=K_{\lambda}$ for $\lambda \in \mathbf{P}$. For the generators $K_{\lambda}$ the claim follows from the fact that the action of the Weyl group on $\mathfrak{h}^{*}$ satisfies the braid relations.

Let us consider $X=E_{j}$. The above relations imply $\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{i}$, and hence we obtain

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=\mathcal{T}_{i}\left(E_{i}\right)=-K_{i} F_{i} .
$$

On the other hand we get

$$
\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{j}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(-K_{j} F_{j}\right)=-\mathcal{T}_{j} \mathcal{T}_{i}\left(K_{j}\right) \mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=-K_{i} F_{i}
$$

since the above relations imply $\mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=F_{i}$, and moreover we have $\mathcal{T}_{j} \mathcal{T}_{i}\left(K_{j}\right)=K_{i}$. For the latter use

$$
\begin{aligned}
s_{j} s_{i}\left(\alpha_{j}\right) & =s_{j}\left(\alpha_{j}-\left(\alpha_{i}^{\vee}, \alpha_{j}\right) \alpha_{i}\right) \\
& =s_{j}\left(\alpha_{j}+\alpha_{i}\right)=-\alpha_{j}+\alpha_{j}+\alpha_{i}=\alpha_{i}
\end{aligned}
$$

For $X=F_{j}$ analogous considerations give

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=\mathcal{T}_{i}\left(F_{i}\right)=-E_{i} K_{i}^{-1}
$$

and

$$
\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{j}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(-E_{j} K_{j}^{-1}\right)=-\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right) \mathcal{T}_{j} \mathcal{T}_{i}\left(K_{j}^{-1}\right)=-E_{i} K_{i}^{-1}
$$

Since the situation is symmetric in $i$ and $j$ we also get the claim for $X=$ $E_{i}, F_{i}$.

Therefore it remains to consider the case $X=E_{k}, F_{k}$ for $k \neq i, j$. For $k \neq i, j$ we have $a_{i k}=0$ or $a_{j k}=0$. Again by symmetry we may assume $a_{j k}=0$. Then $\left[E_{k}, E_{j}\right]=0=\left[E_{k}, F_{j}\right]$. From the construction of the automorphism $\mathcal{T}_{j}$ using conjugation by the operator $\mathcal{T}_{j}$ we therefore get $\mathcal{T}_{j}\left(E_{k}\right)=E_{k}$. Moreover recall that $\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{i}$ and $\mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=F_{i}$. Hence we also get

$$
\begin{aligned}
{\left[\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), E_{i}\right] } & =\mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, E_{j}\right]\right)=0, \\
{\left[\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), F_{i}\right] } & =\mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, F_{j}\right]\right)=0 .
\end{aligned}
$$

Again by the construction of $\mathcal{T}_{i}$ we therefore get $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)$. Combining these considerations yields

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{k}\right)
$$

as desired. Upon replacing $E_{k}$ by $F_{k}$, the above argument shows

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(F_{k}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(F_{k}\right)=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{k}\right)
$$

as well.
$m=4$ : Let us assume $a_{i j}=-2, a_{j i}=-1$. In this case we have $q_{i}=q$ and $q_{j}=q^{2}$. As in the case $m=3$, Proposition 2.57 implies

$$
\begin{aligned}
\mathcal{T}_{j}\left(E_{i}\right) & =E_{i} E_{j}-q^{2} E_{j} E_{i}, \\
\mathcal{T}_{j}^{-1}\left(E_{i}\right) & =E_{j} E_{i}-q^{2} E_{i} E_{j} .
\end{aligned}
$$

Moreover, taking the first formula of Proposition 2.57 for $l=1$ gives

$$
\mathcal{T}_{i}\left(E_{i} E_{j}-q^{2} E_{j} E_{i}\right)=E_{j} E_{i}-q^{2} E_{i} E_{j} .
$$

Hence $\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)$, or equivalently $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}$.
Swapping the roles of $i$ and $j$, Proposition 2.57 gives

$$
\begin{aligned}
\mathcal{T}_{i}\left(E_{j}\right) & =E_{j} E_{i}^{(2)}-q E_{i} E_{j} E_{i}+q^{2} E_{i}^{(2)} E_{j}, \\
\mathcal{T}_{i}^{-1}\left(E_{j}\right) & =E_{i}^{(2)} E_{j}-q E_{i} E_{j} E_{i}+q^{2} E_{j} E_{i}^{(2)} .
\end{aligned}
$$

Multiplying these equations with $[2]_{q_{i}}=q_{i}+q_{i}^{-1}=q+q^{-1}$ we obtain

$$
\begin{aligned}
{[2]_{q_{i}} \mathcal{T}_{i}\left(E_{j}\right) } & =E_{j} E_{i}^{2}-\left(1+q^{2}\right) E_{i} E_{j} E_{i}+q^{2} E_{i}^{2} E_{j} \\
& =\mathcal{T}_{j}^{-1}\left(E_{i}\right) E_{i}-E_{i} \mathcal{T}_{j}^{-1}\left(E_{i}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
{[2]_{q_{i}} \mathcal{T}_{i}^{-1}\left(E_{j}\right) } & =E_{i}^{2} E_{j}-\left(1+q^{2}\right) E_{i} E_{j} E_{i}+q^{2} E_{j} E_{i}^{2} \\
& =E_{i} \mathcal{T}_{j}\left(E_{i}\right)-\mathcal{T}_{j}\left(E_{i}\right) E_{i} .
\end{aligned}
$$

Combining these equations yields $\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=\mathcal{T}_{i}^{-1}\left(E_{j}\right)$, or equivalently $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{j}$.

In a completely analogous fashion we obtain

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=F_{j}, \quad \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{i}\right)=F_{i} .
$$

Let us now show $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}(X)=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}(X)$ for $X=E_{k}, F_{k}$ where $k=$ $1, \ldots, N$. Since

$$
\begin{aligned}
s_{j} s_{i} s_{j}\left(\alpha_{i}\right) & =s_{j} s_{i}\left(\alpha_{i}-a_{j i} \alpha_{j}\right) \\
& =s_{j}\left(-\alpha_{i}+\alpha_{j}-a_{i j} \alpha_{i}\right) \\
& =s_{j}\left(\alpha_{i}+\alpha_{j}\right)=\alpha_{i}+\alpha_{j}-\alpha_{j}=\alpha_{i}
\end{aligned}
$$

we have $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(K_{i}\right)=K_{i}$, and hence our above computations imply

$$
\begin{aligned}
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{i}\left(E_{i}\right) & =-K_{i} F_{i} \\
& =-\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(K_{i}\right) \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{i}\right) \\
& =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(-K_{i} F_{i}\right) \\
& =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{i}\right) .
\end{aligned}
$$

In a similar way one obtains the assertion for $X=E_{j}$ and $X=F_{i}, F_{j}$.
Consider now $k \neq i, j$. Then we have $\left(\alpha_{i}^{\vee}, \alpha_{k}\right)=0$ or $\left(\alpha_{j}^{\vee}, \alpha_{k}\right)=0$. If $\left(\alpha_{j}^{\vee}, \alpha_{k}\right)=0$ we obtain $\left[E_{k}, E_{j}\right]=0=\left[E_{k}, F_{j}\right]$ and hence $\mathcal{T}_{j}\left(E_{k}\right)=E_{k}$. Moreover, our above computations yield

$$
\begin{aligned}
& {\left[\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), E_{j}\right]=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, E_{j}\right]\right)=0,} \\
& {\left[\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), F_{j}\right]=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, F_{j}\right]\right)=0 .}
\end{aligned}
$$

This implies $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)$, and thus

$$
\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{k}\right)
$$

Replacing $E_{k}$ by $F_{k}$ in this argument yields the claim for $X=F_{k}$. Finally, if $\left(\alpha_{i}^{\vee}, \alpha_{k}\right)=0$ we swap the roles of $i$ and $j$ in the above argument, and obtain the assertion in the same way.
$m=6$ : Let us assume $a_{i j}=-3, a_{j i}=-1$. In this case we have $q_{i}=q$ and $q_{j}=q^{3}$. Given $0 \leq l \leq 3$, let us abbreviate

$$
\begin{aligned}
& E_{i j}^{-}(l)=\sum_{k=0}^{l}(-1)^{k} q_{i}^{k(4-l)} E_{i}^{(k)} E_{j} E_{i}^{(l-k)}, \\
& E_{i j}^{+}(l)=\sum_{k=0}^{l}(-1)^{k} q_{i}^{k(4-l)} E_{i}^{(l-k)} E_{j} E_{i}^{(k)} .
\end{aligned}
$$

As in the case $m=3$, Proposition 2.57 implies

$$
\begin{aligned}
\mathcal{T}_{j}\left(E_{i}\right) & =E_{i} E_{j}-q^{3} E_{j} E_{i}=E_{i j}^{+}(1) \\
\mathcal{T}_{j}^{-1}\left(E_{i}\right) & =E_{j} E_{i}-q^{3} E_{i} E_{j}=E_{i j}^{-}(1) .
\end{aligned}
$$

Moreover the relations from Proposition 2.57 give

$$
\begin{aligned}
E_{j} & =\mathcal{T}_{i}\left(E_{i j}^{+}(3)\right), \\
E_{i j}^{-}(1) & =\mathcal{T}_{i}\left(E_{i j}^{+}(2)\right), \\
E_{i j}^{-}(2) & =\mathcal{T}_{i}\left(E_{i j}^{+}(1)\right), \\
E_{i j}^{-}(3) & =\mathcal{T}_{i}\left(E_{j}\right) .
\end{aligned}
$$

Explicitly, we have

$$
\begin{aligned}
& E_{i j}^{+}(3)=E_{i}^{(3)} E_{j}-q E_{i}^{(2)} E_{j} E_{i}+q^{2} E_{i} E_{j} E_{i}^{(2)}-q^{3} E_{j} E_{i}^{(3)}, \\
& E_{i j}^{-}(3)=E_{j} E_{i}^{(3)}-q E_{i} E_{j} E_{i}^{(2)}+q^{2} E_{i}^{(2)} E_{j} E_{i}-q^{3} E_{i}^{(3)} E_{j}, \\
& E_{i j}^{+}(2)=E_{i}^{(2)} E_{j}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{j} E_{i}^{(2)}, \\
& E_{i j}^{-}(2)=E_{j} E_{i}^{(2)}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{i}^{(2)} E_{j} .
\end{aligned}
$$

Hence we obtain

$$
\begin{aligned}
{[3]_{q} E_{i j}^{+}(3)=} & {[2]_{q}^{-1} E_{i}^{3} E_{j}-q[3]_{q} E_{i}^{(2)} E_{j} E_{i} } \\
& \quad+q^{2}[3]_{q} E_{i} E_{j} E_{i}^{(2)}-q^{3}[2]_{q}^{-1} E_{j} E_{i}^{3} \\
= & E_{i}\left(E_{i}^{(2)} E_{j}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{j} E_{i}^{(2)}\right) \\
& \quad-q^{-1}\left(E_{i}^{(2)} E_{j}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{j} E_{i}^{(2)}\right) E_{i} \\
= & E_{i} E_{i j}^{+}(2)-q^{-1} E_{i j}^{+}(2) E_{i}
\end{aligned}
$$

using $q\left(q^{2}+1+q^{-2}\right)=q^{2}\left(q+q^{-1}\right)+q^{-1}$ and $q^{2}\left(q^{2}+1+q^{-2}\right)=q^{4}+q\left(q+q^{-1}\right)$.
Similarly,

$$
\begin{aligned}
{[3]_{q} E_{i j}^{-}(3)=} & {[2]_{q}^{-1} E_{j} E_{i}^{3}-q[3]_{q} E_{i} E_{j} E_{i}^{(2)} } \\
& \quad+q^{2}[3]_{q} E_{i}^{(2)} E_{j} E_{i}-q^{3}[2]_{q}^{-1} E_{i}^{3} E_{j} \\
= & \left(E_{j} E_{i}^{(2)}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{i}^{(2)} E_{j}\right) E_{i} \\
& \quad-q^{-1} E_{i}\left(E_{j} E_{i}^{(2)}-q^{2} E_{i} E_{j} E_{i}+q^{4} E_{i}^{(2)} E_{j}\right) \\
= & E_{i j}^{-}(2) E_{i}-q^{-1} E_{i} E_{i j}^{-}(2) .
\end{aligned}
$$

Let us also record

$$
\begin{aligned}
{[2]_{q} E_{i j}^{+}(2) } & =E_{i}^{2} E_{j}-q^{2}\left(q+q^{-1}\right) E_{i} E_{j} E_{i}+q^{4} E_{j} E_{i}^{2} \\
& =E_{i} E_{i j}^{+}(1)-q E_{i j}^{+}(1) E_{i}
\end{aligned}
$$

and

$$
\begin{aligned}
{[2]_{q} E_{i j}^{-}(2) } & =E_{j} E_{i}^{2}-q^{2}\left(q+q^{-1}\right) E_{i} E_{j} E_{i}+q^{4} E_{i}^{2} E_{j} \\
& =E_{i j}^{-}(1) E_{i}-q E_{i} E_{i j}^{-}(1) .
\end{aligned}
$$

Using $E_{i j}^{ \pm}(1)=\mathcal{T}_{j}^{ \pm 1}\left(E_{i}\right)$ we obtain

$$
\begin{aligned}
E_{i j}^{+}(2) & =[2]_{q}^{-1}\left(E_{i} \mathcal{T}_{j}\left(E_{i}\right)-q \mathcal{T}_{j}\left(E_{i}\right) E_{i}\right) \\
& =[2]_{q}^{-1} \mathcal{T}_{j}\left(E_{i j}^{-}(1) E_{i}-q E_{i} E_{i j}^{-}(1)\right) \\
& =\mathcal{T}_{j}\left(E_{i j}^{-}(2)\right) .
\end{aligned}
$$

Now we compute

$$
\begin{aligned}
\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right) & =\mathcal{T}_{j}\left(E_{i j}^{-}(3)\right) \\
& =[3]_{q}^{-1} \mathcal{T}_{j}\left(E_{i j}^{-}(2) E_{i}-q^{-1} E_{i} E_{i j}^{-}(2)\right) \\
& =[3]_{q}^{-1}\left(\mathcal{T}_{j}\left(E_{i j}^{-}(2)\right) E_{i j}^{+}(1)-q^{-1} E_{i j}^{+}(1) \mathcal{T}_{j}^{-1}\left(E_{i j}^{-}(2)\right)\right) \\
& =[3]_{q}^{-1}\left(E_{i j}^{+}(2) E_{i j}^{+}(1)-q^{-1} E_{i j}^{+}(1) E_{i j}^{+}(2)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) & =\mathcal{T}_{j}^{-1}\left(E_{i j}^{+}(3)\right) \\
& =[3]_{q}^{-1} \mathcal{T}_{j}^{-1}\left(E_{i} E_{i j}^{+}(2)-q^{-1} E_{i j}^{+}(2) E_{i}\right) \\
& =[3]_{q}^{-1}\left(E_{i j}^{-}(1) \mathcal{T}_{j}^{-1}\left(E_{i j}^{+}(2)\right)-q^{-1} \mathcal{T}_{j}^{-1}\left(E_{i j}^{+}(2)\right) E_{i j}^{-}(1)\right) \\
& =[3]_{q}^{-1}\left(E_{i j}^{-}(1) E_{i j}^{-}(2)-q^{-1} E_{i j}^{-}(2) E_{i j}^{-}(1)\right) .
\end{aligned}
$$

We thus obtain

$$
\begin{aligned}
\mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) & =[3]_{q}^{-1} \mathcal{T}_{i}^{-1}\left(E_{i j}^{-}(1) E_{i j}^{-}(2)-q^{-1} E_{i j}^{-}(2) E_{i j}^{-}(1)\right) \\
& =[3]_{q}^{-1}\left(E_{i j}^{+}(2) E_{i j}^{+}(1)-q^{-1} E_{i j}^{+}(1) E_{i j}^{+}(2)\right) \\
& =\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right),
\end{aligned}
$$

or equivalently, $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{j}$.
We also have

$$
\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{i}\left(E_{i j}^{+}(1)\right)=E_{i j}^{-}(2)
$$

and

$$
\mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1}\left(E_{i}\right)=\mathcal{T}_{i}^{-1}\left(E_{i j}^{-}(1)\right)=E_{i j}^{+}(2) .
$$

Therefore

$$
\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}\left(E_{i j}^{-}(2)\right)=E_{i j}^{+}(2)=\mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1}\left(E_{i}\right),
$$

and hence $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}$.
In a completely analogous fashion one calculates

$$
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(F_{j}\right)=F_{j}, \quad \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{i}\right)=F_{i} .
$$

Let us now verify $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}(X)=\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}(X)$ for $X=E_{k}, F_{k}$ where $k=1, \ldots, N$. Since

$$
\begin{aligned}
s_{j} s_{i} s_{j} s_{i} s_{j}\left(\alpha_{i}\right) & =s_{j} s_{i} s_{j} s_{i}\left(\alpha_{i}-a_{j i} \alpha_{j}\right) \\
& =s_{j} s_{i} s_{j}\left(-\alpha_{i}+\alpha_{j}-a_{i j} \alpha_{i}\right) \\
& =s_{j} s_{i} s_{j}\left(2 \alpha_{i}+\alpha_{j}\right) \\
& =s_{j}\left(4 \alpha_{i}+2 \alpha_{j}-\alpha_{j}+a_{i j} \alpha_{i}\right) \\
& =s_{j}\left(\alpha_{i}+\alpha_{j}\right)=\alpha_{i}+\alpha_{j}-\alpha_{j}=\alpha_{i}
\end{aligned}
$$

we have $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(K_{i}\right)=K_{i}$, and hence our above computations imply

$$
\begin{aligned}
\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{i}\left(E_{i}\right) & =-K_{i} F_{i} \\
& =-\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(K_{i}\right) \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(F_{i}\right) \\
& =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(-K_{i} F_{i}\right) \\
& =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{i}\right) .
\end{aligned}
$$

In a similar way one obtains the assertion for $X=E_{j}$ and $X=F_{i}, F_{j}$.

Consider now $k \neq i, j$. Then we have $\left(\alpha_{i}^{\vee}, \alpha_{k}\right)=0$ or $\left(\alpha_{j}^{\vee}, \alpha_{k}\right)=0$. If $\left(\alpha_{j}^{\vee}, \alpha_{k}\right)=0$ we obtain $\left[E_{k}, E_{j}\right]=0=\left[E_{k}, F_{j}\right]$ and hence $\mathcal{T}_{j}\left(E_{k}\right)=E_{k}$. Moreover, our above computations yield

$$
\begin{aligned}
& {\left[\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), E_{j}\right]=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, E_{j}\right]\right)=0} \\
& {\left[\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right), F_{j}\right]=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(\left[E_{k}, F_{j}\right]\right)=0}
\end{aligned}
$$

This implies $\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)$, and thus

$$
\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{k}\right)=\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{k}\right) .
$$

Replacing $E_{k}$ by $F_{k}$ in this argument yields the claim for $X=F_{k}$. Finally, if $\left(\alpha_{i}^{\vee}, \alpha_{k}\right)=0$ we swap $i$ and $j$ in the above computations and obtain the assertion in the same way.
This finishes the proof.
We remark that the algebra automorphisms $\mathcal{T}_{i}$ in Theorem 2.59 are not coalgebra automorphisms.

The action of the braid group $B_{\mathfrak{g}}$ on $U_{q}(\mathfrak{g})$ does not descend to an action of the Weyl group $W$, since $\mathcal{T}_{i}^{2} \neq \mathrm{id}$. Nevertheless, there is a standard way to associate to each $w \in W$ an automorphism $\mathcal{T}_{w}$, as we now explain.

If $w=s_{i_{1}} \cdots s_{i_{k}}$ is a reduced expression of $w \in W$, then any other reduced expression is obtained by applying a sequence of elementary moves to $s_{i_{1}} \cdots s_{i_{k}}$. Here an elementary move is the replacement of a substring $s_{i} s_{j} s_{i} \cdots$ of length $m_{i j}$ in the given expression by the string $s_{j} s_{i} s_{j} \cdots$ of the same length. We refer to Section 8.1 in 36 for the details. As a consequence, according to Theorem 2.59 the automorphism

$$
\mathcal{T}_{w}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{k}}
$$

of $U_{q}(\mathfrak{g})$ depends only on $w$ and not on the reduced expression for $w$.
Note that we have $\mathcal{T}_{w}\left(K_{\mu}\right)=K_{w \mu}$ for all $\mu \in \mathbf{P}$ by Theorem 2.58.
2.7.4. The Poincaré-Birkhoff-Witt Theorem. Let $w \in W$ and let us fix a reduced expression $w=s_{i_{1}} \cdots s_{i_{t}}$. If $w \neq e$ then the roots $\beta_{r}=s_{i_{1}} \cdots s_{i_{r-1}} \alpha_{i_{r}}$ for $1 \leq r \leq t$ are pairwise distinct and positive, see 5.6 in [36. We define the root vectors of $U_{q}(\mathfrak{g})$ associated to the reduced expression $w=s_{i_{1}} \cdots s_{i_{t}}$ by

$$
E_{\beta_{r}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{r-1}}\left(E_{i_{r}}\right), \quad F_{\beta_{r}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{r-1}}\left(F_{i_{r}}\right)
$$

for $1 \leq r \leq t$; in the special case $w=e$ we declare 1 to be the unique associated root vector. Let us point out that these vectors do depend on the choice of the reduced expression for $w$ in general, see for instance the discussion in Section 8.15 of [39.

Our first aim is to show that the root vectors $E_{\beta_{r}}$ associated to a reduced expression for $w$ are contained in $U_{q}\left(\mathfrak{n}_{+}\right)$. For this we need some preparations.
Lemma 2.60. Let $i \neq j$ and assume $w$ is contained in the subgroup of $W$ generated by $s_{i}$ and $s_{j}$. If $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$then $\mathcal{T}_{w}\left(E_{i}\right)$ is contained in the subalgebra of $U_{q}\left(\mathfrak{n}_{+}\right)$ generated by $E_{i}$ and $E_{j}$, and if $w \alpha_{i}=\alpha_{k}$ for some $1 \leq k \leq N$ then $\mathcal{T}_{w}\left(E_{i}\right)=E_{k}$.

Proof. Let us remark first that $w \alpha_{i}=\alpha_{k}$ can only happen for $k=i, j$.
Without loss of generality we may assume $w \neq e$. The proof will proceed case-bycase depending on the order $m$ of $s_{i} s_{j}$ in $W$. Let us write $\left\langle s_{i}, s_{j}\right\rangle$ for the subgroup of $W$ generated by $s_{i}, s_{j}$.
$m=2$ : In this case $s_{i}$ and $s_{j}$ commute, and the only nontrivial element $w \in\left\langle s_{i}, s_{j}\right\rangle$ satisfying $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$is $w=s_{j}$; note that $s_{j} \alpha_{i}=\alpha_{i}$. The formula in Theorem 2.58 gives $\mathcal{T}_{s_{j}}\left(E_{i}\right)=\mathcal{T}_{j}\left(E_{i}\right)=E_{i}$.
$m=3:$ In this case we have $s_{i} s_{j} s_{i}=s_{j} s_{i} s_{j}$, and the nontrivial elements $w \in\left\langle s_{i}, s_{j}\right\rangle$ satisfying $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$are $w=s_{j}$ and $w=s_{i} s_{j}$; note that in this case $\left\langle s_{i}, s_{j}\right\rangle \cong S_{3}$. Using the computations in the proof of Theorem 2.59 we obtain $\mathcal{T}_{s_{j}}\left(E_{i}\right)=\mathcal{T}_{j}\left(E_{i}\right)=E_{i} E_{j}-q_{i} E_{j} E_{i}$ and $\mathcal{T}_{s_{i} s_{j}}\left(E_{i}\right)=\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{j}$.
$m=4$ : In this case we have $s_{i} s_{j} s_{i} s_{j}=s_{j} s_{i} s_{j} s_{i}$, and the nontrivial elements $w \in$ $\left\langle s_{i}, s_{j}\right\rangle$ satisfying $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$are $w=s_{j}, w=s_{i} s_{j}, w=s_{j} s_{i} s_{j}$; in fact applying these elements to $\alpha_{i}$ yields two distinct positive roots. Note that we have here $\left\langle s_{i}, s_{j}\right\rangle \cong D_{4}=S_{2} \backslash S_{2}$, the dihedral group of order 8. This is the Weyl group of type $B_{2}$.

If $\left(\alpha_{i}, \alpha_{i}\right)<\left(\alpha_{j}, \alpha_{j}\right)$, then as in the proof of Theorem 2.59 we obtain

$$
\begin{aligned}
\mathcal{T}_{s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j}\left(E_{i}\right)=E_{i} E_{j}-q^{2} E_{j} E_{i} \\
\mathcal{T}_{s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)=E_{j} E_{i}-q^{2} E_{i} E_{j} \\
\mathcal{T}_{s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}
\end{aligned}
$$

If $\left(\alpha_{i}, \alpha_{i}\right)>\left(\alpha_{j}, \alpha_{j}\right)$, we have to swap the roles of $i$ and $j$ in the proof of Theorem 2.59 and obtain

$$
\begin{aligned}
\mathcal{T}_{s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j}\left(E_{i}\right)=E_{i} E_{j}^{(2)}-q E_{j} E_{i} E_{j}+q^{2} E_{j}^{(2)} E_{i} \\
\mathcal{T}_{s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)=E_{j}^{(2)} E_{i}-q E_{j} E_{i} E_{j}+q^{2} E_{i} E_{j}^{(2)} \\
\mathcal{T}_{s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}
\end{aligned}
$$

In both cases the required properties hold.
$m=6$ : In this case we have $s_{i} s_{j} s_{i} s_{j} s_{i} s_{j}=s_{j} s_{i} s_{j} s_{i} s_{j} s_{i}$, and for the nontrivial elements $w \in\left\langle s_{i}, s_{j}\right\rangle$ satisfying $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$one finds $w=s_{j}, w=s_{i} s_{j}, w=$ $s_{j} s_{i} s_{j}, w=s_{i} s_{j} s_{i} s_{j}, w=s_{j} s_{i} s_{j} s_{i} s_{j}$; in fact applying these elements to $\alpha_{i}$ yields three distinct positive roots. Note that we have $\left\langle s_{i}, s_{j}\right\rangle \cong D_{6}$, the dihedral group of order 12. This is the Weyl group of type $G_{2}$.

If $\left(\alpha_{i}, \alpha_{i}\right)<\left(\alpha_{j}, \alpha_{j}\right)$, then using the notation in the proof of Theorem 2.59 we obtain

$$
\begin{aligned}
\mathcal{T}_{s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j}\left(E_{i}\right)=E_{i j}^{+}(1), \\
\mathcal{T}_{s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i j}^{-}(2), \\
\mathcal{T}_{s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i j}^{+}(2), \\
\mathcal{T}_{s_{i} s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)=E_{i j}^{-}(1), \\
\mathcal{T}_{s_{j} s_{i} s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}
\end{aligned}
$$

If $\left(\alpha_{i}, \alpha_{i}\right)>\left(\alpha_{j}, \alpha_{j}\right)$, we have to swap the roles of $i$ and $j$ in the proof of Theorem 2.59 and obtain

$$
\begin{aligned}
\mathcal{T}_{s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j}\left(E_{i}\right)=E_{j i}^{-}(3), \\
\mathcal{T}_{s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=[3]_{q}^{-1}\left(E_{j i}^{+}(2) E_{j i}^{+}(1)-q^{-1} E_{j i}^{+}(1) E_{j i}^{+}(2)\right), \\
\mathcal{T}_{s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=[3]_{q}^{-1}\left(E_{j i}^{-}(1) E_{j i}^{-}(2)-q^{-1} E_{j i}^{-}(2) E_{j i}^{-}(1)\right) \\
\mathcal{T}_{s_{i} s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)=E_{j i}^{+}(3) \\
\mathcal{T}_{s_{j} s_{i} s_{j} s_{i} s_{j}}\left(E_{i}\right) & =\mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i} .
\end{aligned}
$$

In both cases the required properties hold.
This finishes the proof.
Lemma 2.61. Let $w \in W$. If $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$then $\mathcal{T}_{w}\left(E_{i}\right) \in U_{q}\left(\mathfrak{n}_{+}\right)$, and if $w \alpha_{i}=\alpha_{k}$ for some $1 \leq k \leq N$ then $\mathcal{T}_{w}\left(E_{i}\right)=E_{k}$.

Proof. We use induction on the length $l(w)$ of $w$, the case $l(w)=0$ being trivial. Hence suppose $l(w)>0$. Then according to Section 10.2 in 35 there exists $1 \leq j \leq$ $N$ such that $w \alpha_{j} \in \boldsymbol{\Delta}^{-}$, note in particular that we must have $i \neq j$. Let us write again $\left\langle s_{i}, s_{j}\right\rangle \subset W$ for the subgroup generated by $s_{i}$ and $s_{j}$. According to Section 1.10 in [36] we find $u \in W$ and $v \in\left\langle s_{i}, s_{j}\right\rangle$ such that $w=u v$ and $u \alpha_{i}, u \alpha_{j} \in \boldsymbol{\Delta}^{+}$, with lengths satisfying $l(w)=l(u)+l(v)$. In particular, since $u$ maps both $\alpha_{i}$ and $\alpha_{j}$ into $\Delta^{+}$we have $u \neq w$, and we conclude $l(u)<l(w)$. Applying the inductive hypothesis to $u$ we get $\mathcal{T}_{u}\left(E_{i}\right) \in U_{q}\left(\mathfrak{n}_{+}\right)$and $\mathcal{T}_{u}\left(E_{j}\right) \in U_{q}\left(\mathfrak{n}_{+}\right)$. A similar reasoning as above shows $v \alpha_{i} \in \boldsymbol{\Delta}^{+}$since $w \alpha_{i} \in \boldsymbol{\Delta}^{+}$. Hence Lemma 2.60 implies that $\mathcal{T}_{v}\left(E_{i}\right)$ is contained in the subalgebra of $U_{q}\left(\mathfrak{n}_{+}\right)$generated by $E_{i}$ and $E_{j}$. We conclude $\mathcal{T}_{w}\left(E_{i}\right)=\mathcal{T}_{u} \mathcal{T}_{v}\left(E_{i}\right) \in U_{q}\left(\mathfrak{n}_{+}\right)$as desired.

For the second claim we proceed again by induction on $l(w)$. Using the above considerations, it suffices to show in the inductive step that $v \alpha_{i}$ is a simple root. Indeed, the second part of Lemma 2.60 will then yield the claim. However, if $v \alpha_{i}$ is not simple we can write $v \alpha_{i}=m \alpha_{i}+n \alpha_{j}$ with $m, n \in \mathbb{N}$ because $v \in\left\langle s_{i}, s_{j}\right\rangle$ and $v \alpha_{i} \in \boldsymbol{\Delta}^{+}$. Then $w \alpha_{i}=m u \alpha_{i}+n u \alpha_{j}$ is a sum of positive roots because $u \alpha_{i}, u \alpha_{j} \in \boldsymbol{\Delta}^{+}$. This contradicts the assumption that $w \alpha_{i}=\alpha_{k}$ is simple. Hence $v \alpha_{i}$ is simple, and this finishes the proof.

If $w \in W$ and $w=s_{i_{1}} \cdots s_{i_{t}}$ is a reduced expression of $w$ then we shall call the vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{t}}^{a_{t}}$ with $a_{j} \in \mathbb{N}_{0}$ for all $j$ the associated PBW-vectors. We will show next that these vectors are always contained in $U_{q}\left(\mathfrak{n}_{+}\right)$.
Proposition 2.62. Let $w \in W$ and $w=s_{i_{1}} \cdots s_{i_{t}}$ be a reduced expression of $w$. Then the associated PBW-vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{t}}^{a_{t}}$ are contained in $U_{q}\left(\mathfrak{n}_{+}\right)$.

Proof. Since $U_{q}\left(\mathfrak{n}_{+}\right)$is a subalgebra of $U_{q}(\mathfrak{g})$ it suffices to show that $E_{\beta_{r}}$ is contained in $U_{q}\left(\mathfrak{n}_{+}\right)$for all $1 \leq r \leq t$. As indicated earlier on, $s_{i_{1}} \cdots s_{i_{r-1}} \alpha_{i_{r}}$ is a positive root. Considering the element $s_{i_{1}} \cdots s_{i_{r-1}} \in W$ and $i=i_{r}$ in Lemma 2.61 we see that $\mathcal{T}_{s_{i_{1}} \cdots s_{i_{r-1}}}\left(E_{i_{r}}\right)$ is contained in $U_{q}\left(\mathfrak{n}_{+}\right)$. Moreover, observe that $s_{i_{1}} \cdots s_{i_{r-1}}$ is a reduced expression since it is part of a reduced expression. It follows that $\mathcal{T}_{s_{i_{1}} \cdots s_{i_{r-1}}}=\mathcal{T}_{s_{i_{1}}} \cdots \mathcal{T}_{s_{i_{r-1}}}$, and hence $\mathcal{T}_{s_{i_{1}} \cdots s_{i_{r-1}}}\left(E_{i_{r}}\right)=E_{\beta_{r}}$. This finishes the proof.

Next we discuss linear independence.
Proposition 2.63. Let $w \in W$ and $w=s_{i_{1}} \cdots s_{i_{t}}$ be a reduced expression of $w$. Then the associated $P B W$-vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{t}}^{a_{t}}$ are linearly independent.
Proof. As a preparation, assume first that $X_{1}, \ldots, X_{m} \in U_{q}\left(\mathfrak{n}_{+}\right)$satisfy $\mathcal{T}_{i}^{-1}\left(X_{j}\right) \in$ $U_{q}\left(\mathfrak{n}_{+}\right)$for all $j$ and $\sum_{j} X_{j} E_{i}^{j}=0$ or $\sum_{j} E_{i}^{j} X_{j}=0$. We claim that $X_{j}=0$ for $j=1, \ldots, m$.

In order to verify this consider the case $\sum_{j} E_{i}^{j} X_{j}=0$. Applying $\mathcal{T}_{i}^{-1}$ yields

$$
0=\mathcal{T}_{i}^{-1}\left(\sum_{j=1}^{m} E_{i}^{j} X_{j}\right)=\sum_{j=1}^{m} \mathcal{T}_{i}^{-1}\left(E_{i}\right)^{j} \mathcal{T}_{i}^{-1}\left(X_{j}\right)=\sum_{j=1}^{m}\left(-F_{i} K_{i}^{-1}\right)^{j} \mathcal{T}_{i}^{-1}\left(X_{j}\right)
$$

The vectors $\left(-F_{i} K_{i}^{-1}\right)^{j} \in U_{q}\left(\mathfrak{b}_{-}\right)$have pairwise distinct weights and $\mathcal{T}_{i}^{-1}\left(X_{j}\right) \in$ $U_{q}\left(\mathfrak{n}_{+}\right)$by assumption. Hence the triangular decomposition of Proposition 2.14 yields the claim. The case $\sum_{j} X_{j} E_{i}^{j}=0$ is analogous.

Let us now use induction on $t$ to prove the Proposition. For $t=0$, there is only one PBW-vector, namely the element 1 , corresponding to the empty word. The assertion clearly holds in this case. Assume now that $t>0$. Then the PBW-vectors have the form $E_{i_{1}}^{k} \mathcal{T}_{i_{1}}\left(X_{k l}\right)$ where $k \in \mathbb{N}_{0}$ and $X_{k l}$ is a PBW-vector for the reduced expression $s_{i_{2}} \cdots s_{i_{t}}$ of $s_{i_{1}} w$. If $c_{k l}$ are scalars with $\sum_{k, l} c_{k l} E_{i_{1}}^{k} \mathcal{T}_{i_{1}}\left(X_{k l}\right)=0$, then
the first part of our proof combined with Proposition 2.62 implies $\sum_{l} c_{k l} X_{k l}=0$ for all $k$. By the inductive hypothesis we get $c_{k l}=0$ for all $k, l$, and this finishes the proof.

Let $w \in W$ and $w=s_{i_{1}} \cdots s_{i_{t}}$ be a reduced expression of $w$. We show next that the subspace of $U_{q}\left(\mathfrak{n}_{+}\right)$spanned by the associated PBW-vectors is independent of the reduced expression of $w$.

Lemma 2.64. If $i \neq j$ and $w$ is the longest element in the subgroup of $W$ generated by $s_{i}$ and $s_{j}$, then the $P B W$-vectors associated to a reduced expression of $w$ span the subalgebra of $U_{q}\left(\mathfrak{n}_{+}\right)$generated by $E_{i}$ and $E_{j}$.

Proof. Note that there are precisely two reduced expressions for $w$, namely $w=$ $s_{i} s_{j} s_{i} \cdots$ and $w=s_{j} s_{i} s_{j} \cdots$. Both consist of $m$ factors, where $m$ is the order of $s_{i} s_{j}$. We shall proceed case-by-case depending on $m$.
$m=2$ : In this case we have $\mathcal{T}_{j}\left(E_{i}\right)=E_{i}, \mathcal{T}_{i}\left(E_{j}\right)=E_{j}$, the two reduced expressions for $w$ have associated PBW-vectors $E_{i}^{r_{1}} E_{j}^{r_{2}}$ and $E_{j}^{t_{1}} E_{i}^{t_{2}}$, respectively, with $r_{k}, t_{k} \in \mathbb{N}_{0}$. Since $E_{i}$ and $E_{j}$ commute, the span is in both cases equal to the subalgebra of $U_{q}\left(\mathfrak{n}_{+}\right)$generated by $E_{i}$ and $E_{j}$.
$m=3$ : In this case the situation is symmetric in $i$ and $j$. Hence it suffices to show that the PBW-vectors associated with $s_{j} s_{i} s_{j}$ span the subalgebra generated by $E_{i}$ and $E_{j}$. From the proof of Theorem 2.59 we have $\mathcal{T}_{s_{j}}\left(E_{i}\right)=\mathcal{T}_{j}\left(E_{i}\right)=$ $E_{i} E_{j}-q_{i} E_{j} E_{i}$ and $\mathcal{T}_{s_{j} s_{i}}\left(E_{j}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{i}$. Then the claim is that the vectors $E_{j}^{r_{1}} \mathcal{T}_{j}\left(E_{i}\right)^{r_{2}} E_{i}^{r_{3}}$ with $r_{k} \in \mathbb{N}_{0}$ span the subalgebra generated by $E_{i}$ and $E_{j}$.

It suffices to show that the linear span of these vectors is closed under left multiplication by $E_{i}$ and $E_{j}$. For $E_{j}$ this is trivial, so let us consider $E_{i}$. Using the quantum Serre relations we get

$$
\begin{aligned}
E_{i} \mathcal{T}_{j}\left(E_{i}\right) & =E_{i}^{2} E_{j}-q_{i} E_{i} E_{j} E_{i} \\
& =q_{i}^{-1} E_{i} E_{j} E_{i}-E_{j} E_{i}^{2}=q_{i}^{-1} \mathcal{T}_{j}\left(E_{i}\right) E_{i}
\end{aligned}
$$

and we have

$$
E_{i} E_{j}=q_{i} E_{j} E_{i}+\mathcal{T}_{j}\left(E_{i}\right)
$$

by definition. Applying these relations iteratively we see that any term of the form $E_{i} E_{j}^{r_{1}} \mathcal{T}_{j}\left(E_{i}\right)^{r_{2}} E_{i}^{r_{3}}$ can again be written as a linear combination of such terms.
$m=4:$ As in the proof of Theorem 2.59 we shall use the convention $a_{i j}=-2, a_{j i}=$ -1 . We have $q_{i}=q$ and $q_{j}=q^{2}$ in this case.

For the reduced expression $w=s_{j} s_{i} s_{j} s_{i}$ we obtain the associated root vectors $E_{j}, \mathcal{T}_{j}\left(E_{i}\right), \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=\mathcal{T}_{i}^{-1}\left(E_{j}\right), \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i}$. As before, it suffices to check that left multiplication by $E_{i}$ preserves the linear span of all terms of the form

$$
E_{j}^{r_{1}} \mathcal{T}_{j}\left(E_{i}^{r_{2}}\right) \mathcal{T}_{i}^{-1}\left(E_{j}^{r_{3}}\right) E_{i}^{r_{4}}
$$

with $r_{k} \in \mathbb{N}_{0}$.
To this end we observe

$$
E_{i} E_{j}=q^{2} E_{j} E_{i}+\mathcal{T}_{j}\left(E_{i}\right)
$$

and

$$
E_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}\left(E_{i}\right) E_{i}+[2]_{q} \mathcal{T}_{i}^{-1}\left(E_{j}\right)
$$

The quantum Serre relations give

$$
\begin{aligned}
{[2]_{q} E_{i} \mathcal{T}_{i}^{-1}\left(E_{j}\right) } & =E_{i}^{3} E_{j}-\left(q+q^{-1}\right) q E_{i}^{2} E_{j} E_{i}+q^{2} E_{i} E_{j} E_{i}^{2} \\
& =q^{-2} E_{i}^{2} E_{j} E_{i}-\left(q+q^{-1}\right) q^{-1} E_{i} E_{j} E_{i}^{2}+E_{j} E_{i}^{3} \\
& =q^{-2}[2]_{q} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i} .
\end{aligned}
$$

Moreover we have

$$
E_{i} \mathcal{T}_{j}^{-1}\left(E_{j}\right)=-E_{i} F_{j} K_{j}^{-1}=-q_{j}^{a_{j i}} F_{j} K_{j}^{-1} E_{i}=q^{-2} \mathcal{T}_{j}^{-1}\left(E_{j}\right) E_{i}
$$

and hence

$$
\mathcal{T}_{j}\left(E_{i}\right) E_{j}=q^{-2} E_{j} \mathcal{T}_{j}\left(E_{i}\right)
$$

Finally, the quantum Serre relations give

$$
\begin{aligned}
{[2]_{q} \mathcal{T}_{i}\left(E_{j}\right) E_{i} } & =E_{j} E_{i}^{3}-\left(q+q^{-1}\right) q E_{i} E_{j} E_{i}^{2}+q^{2} E_{i}^{2} E_{j} E_{i} \\
& =q^{-2} E_{i} E_{j} E_{i}^{2}-\left(q+q^{-1}\right) q^{-1} E_{i}^{2} E_{j} E_{i}+E_{i}^{3} E_{j} \\
& =q^{-2}[2]_{q} E_{i} \mathcal{T}_{i}\left(E_{j}\right)
\end{aligned}
$$

and hence using $\mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=\mathcal{T}_{i}\left(E_{j}\right)$ we get

$$
\mathcal{T}_{i}^{-1}\left(E_{j}\right) \mathcal{T}_{j}\left(E_{i}\right)=q^{-2} \mathcal{T}_{j}\left(E_{i}\right) \mathcal{T}_{i}^{-1}\left(E_{j}\right) .
$$

Combining these commutation relations yields the assertion for $w=s_{j} s_{i} s_{j} s_{i}$.
For the reduced expression $w=s_{i} s_{j} s_{i} s_{j}$ we obtain the associated root vectors $E_{i}, \mathcal{T}_{i}\left(E_{j}\right), \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right), \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=E_{j}$. We check that right multiplication by $E_{i}$ preserves the linear span of all terms of the form

$$
E_{i}^{r_{1}} \mathcal{T}_{i}\left(E_{j}^{r_{2}}\right) \mathcal{T}_{j}^{-1}\left(E_{i}^{r_{3}}\right) E_{j}^{r_{4}}
$$

with $r_{k} \in \mathbb{N}_{0}$.
To this end we observe

$$
E_{j} E_{i}=q^{2} E_{i} E_{j}+\mathcal{T}_{j}^{-1}\left(E_{i}\right)
$$

and

$$
\mathcal{T}_{j}^{-1}\left(E_{i}\right) E_{i}=E_{i} \mathcal{T}_{j}^{-1}\left(E_{i}\right)+[2]_{q} \mathcal{T}_{i}\left(E_{j}\right)
$$

As above, the quantum Serre relations give

$$
[2]_{q} \mathcal{T}_{i}\left(E_{j}\right) E_{i}=q^{-2}[2]_{q} E_{i} \mathcal{T}_{i}\left(E_{j}\right)
$$

and

$$
[2]_{q} E_{i} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=q^{-2}[2]_{q} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i},
$$

the second of which implies

$$
\mathcal{T}_{j}^{-1}\left(E_{i}\right) \mathcal{T}_{i}\left(E_{j}\right)=q^{-2} \mathcal{T}_{i}\left(E_{j}\right) \mathcal{T}_{j}^{-1}\left(E_{i}\right)
$$

Finally, we have the relation

$$
\mathcal{T}_{j}\left(E_{j}\right) E_{i}=-F_{j} K_{j} E_{i}=-q_{j}^{a_{j i}} E_{i} F_{j} K_{j}=q^{-2} E_{i} \mathcal{T}_{j}\left(E_{j}\right)
$$

which implies

$$
E_{j} \mathcal{T}_{j}^{-1}\left(E_{i}\right)=q^{-2} \mathcal{T}_{j}^{-1}\left(E_{i}\right) E_{j} .
$$

Again, combining these relations yields the assertion.
$m=6:$ As in the proof of Theorem 2.59 we shall use the convention $a_{i j}=-3, a_{j i}=$ -1 . We have $q_{i}=q$ and $q_{j}=q^{3}$ in this case.

Consider first the reduced expression $w=s_{i} s_{j} s_{i} s_{j} s_{i} s_{j}$. We obtain the associated root vectors $E_{i}, \mathcal{T}_{i}\left(E_{j}\right)=E_{i j}^{-}(3), \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=E_{i j}^{-}(2), \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=$ $\mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right), \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=\mathcal{T}_{j}^{-1}\left(E_{i}\right)=E_{i j}^{-}(1), E_{j}$. We check that right multiplication by $E_{i}$ preserves the linear span of the vectors

$$
E_{i}^{r_{1}} E_{i j}^{-}(3)^{r_{2}} E_{i j}^{-}(2)^{r_{4}} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i j}^{-}(1)^{r_{5}} E_{j}^{r_{6}}
$$

with $r_{j} \in \mathbb{N}_{0}$.
We first note

$$
E_{j} E_{i}=q^{3} E_{i} E_{j}+E_{i j}^{-}(1)
$$

and

$$
E_{i j}^{-}(1) E_{i}=q E_{i} E_{i j}^{-}(1)+[2]_{q} E_{i j}^{-}(2) .
$$

Using

$$
\begin{aligned}
{[2]_{q} E_{j} E_{i j}^{-}(2) } & =E_{j} E_{i j}^{-}(1) E_{i}-q E_{j} E_{i} E_{i j}^{-}(1) \\
& =q^{-3} E_{i j}^{-}(1) E_{j} E_{i}-q E_{i j}^{-}(1)^{2}-q^{4} E_{i} E_{j} E_{i j}^{-}(1) \\
& =q^{-3} E_{i j}^{-}(1)^{2}+E_{i j}^{-}(1) E_{i} E_{j}-q E_{i j}^{-}(1)^{2}-q E_{i} E_{i j}^{-}(1) E_{j} \\
& =\left(q^{-3}-q\right) E_{i j}^{-}(1)^{2}+E_{i j}^{-}(1) E_{i} E_{j}-q E_{i} E_{i j}^{-}(1) E_{j} \\
& =\left(q^{-3}-q\right) E_{i j}^{-}(1)^{2}+[2]_{q} E_{i j}^{-}(2) E_{j}
\end{aligned}
$$

and $\mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{i j}^{-}(1)\right)=\mathcal{T}_{j}^{-1}\left(E_{i j}^{+}(2)\right)=E_{i j}^{-}(2)$ we get

$$
[2]_{q} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i}=\left(q^{-3}-q\right) E_{i j}^{-}(2)^{2}+[2]_{q} E_{i} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)
$$

In addition,

$$
\begin{aligned}
E_{i j}^{-}(2) E_{i}- & q^{-1} E_{i} E_{i j}^{-}(2) \\
= & {[3]_{q} E_{j} E_{i}^{(3)}-q^{2}[2]_{q} E_{i} E_{j} E_{i}^{(2)}+q^{4} E_{i}^{(2)} E_{j} E_{i} } \\
& \quad-q^{-1} E_{i} E_{j} E_{i}^{(2)}+q[2]_{q} E_{i}^{(2)} E_{j} E_{i}-q^{3}[3]_{q} E_{i}^{(3)} E_{j} \\
= & {[3]_{q} E_{i j}^{-}(3), }
\end{aligned}
$$

using $q[3]_{q}=q^{-1}+q+q^{3}=q^{2}[2]_{q}+q^{-1}$ and $q^{2}[3]_{q}=1+q^{2}+q^{4}=q^{4}+q[2]_{q}$. Finally, we recall $E_{i j}^{-}(3) E_{i}=-q^{-3} E_{i} E_{i j}^{-}(3)$.

Moreover $E_{j} E_{i j}^{-}(1)=q^{-3} E_{i j}^{-}(1) E_{j}$ and

$$
E_{i j}^{-}(1) E_{i j}^{-}(2)=q E_{i j}^{-}(2) E_{i j}^{-}(1)+[3]_{q} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)
$$

We have $E_{i} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=E_{i} E_{i j}^{+}(3)=-q^{-3} E_{i j}^{+}(3) E_{i}$, and since $\mathcal{T}_{j}^{-1}\left(E_{i}\right)=$ $E_{i j}^{-}(1)$ we get

$$
E_{i j}^{-}(1) \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=-q^{-3} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i j}^{-}(1) .
$$

In addition, $E_{i j}^{+}(3) E_{i j}^{+}(2)=q^{-3} E_{i j}^{+}(2) E_{i j}^{+}(3)$ implies

$$
\mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i j}^{-}(2)=q^{-3} E_{i j}^{-}(2) \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)
$$

Finally, we recall $E_{j} E_{i j}^{+}(1)=q^{3} E_{i j}^{+}(1) E_{j}$, which gives

$$
E_{i j}^{-}(3) E_{i j}^{-}(2)=q^{3} E_{i j}^{-}(2) E_{i j}^{-}(3)
$$

Now consider the reduced expression $w=s_{j} s_{i} s_{j} s_{i} s_{j} s_{i}$. The associated root vectors are $E_{j}, \mathcal{T}_{j}\left(E_{i}\right)=E_{i j}^{+}(1), \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=\mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right), \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j}\left(E_{i}\right)=$ $E_{i j}^{+}(2), \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=\mathcal{T}_{i}^{-1}\left(E_{j}\right)=E_{i j}^{+}(3), E_{i}$. We have to check that left multiplication by $E_{i}$ preserves the linear span of all terms of the form

$$
E_{j}^{r_{1}} E_{i j}^{+}(1)^{r_{2}} \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}^{r_{3}}\right) E_{i j}^{+}(2)^{r_{4}} E_{i j}^{+}(3)^{r_{5}} E_{i}^{r_{6}}
$$

with $r_{j} \in \mathbb{N}_{0}$.
To this end we observe

$$
E_{i} E_{j}=q^{3} E_{j} E_{i}+E_{i j}^{+}(1)
$$

and

$$
E_{i} E_{i j}^{+}(1)=q E_{i j}^{+}(1) E_{i}+[2]_{q} E_{i j}^{+}(2),
$$

Next observe that $\mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1}\left(E_{i}\right)=\mathcal{T}_{i}^{-1}\left(E_{i j}^{-}(1)\right)=E_{i j}^{+}(2)$ and $\mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j}\right)=$ $E_{j}$. We obtain

$$
\begin{aligned}
{[2]_{q} E_{i j}^{+}(2) E_{j} } & =E_{i} E_{i j}^{+}(1) E_{j}-q E_{i j}^{+}(1) E_{i} E_{j} \\
& =q^{-3} E_{i} E_{j} E_{i j}^{+}(1)-q E_{i j}^{+}(1)^{2}+q^{4} E_{i j}^{+}(1) E_{j} E_{i} \\
& =q^{-3} E_{i j}^{+}(1)^{2}-E_{j} E_{i} E_{i j}^{+}(1)-q E_{i j}^{+}(1)^{2}+q E_{j} E_{i j}^{+}(1) E_{i} \\
& =\left(q^{-3}-q\right) E_{i j}^{+}(1)^{2}-E_{j} E_{i} E_{i j}^{+}(1)+q E_{j} E_{i j}^{+}(1) E_{i} \\
& =\left(q^{-3}-q\right) E_{i j}^{+}(1)^{2}-[2]_{q} E_{j} E_{i j}^{+}(2)
\end{aligned}
$$

Using $\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{i j}^{+}(1)\right)=E_{i j}^{+}(2)$ we get
$[2]_{q} E_{i} \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=\left(q+q^{-3}\right) E_{i j}^{+}(2)^{2}-[2]_{q} \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i}$.
In addition,

$$
\begin{aligned}
E_{i} E_{i j}^{+}(2)- & q^{-1} E_{i j}^{+}(2) E_{i} \\
= & {[3]_{q} E_{i}^{(3)} E_{j}-q^{2}[2]_{q} E_{i}^{(2)} E_{j} E_{i}+q^{4} E_{i} E_{j} E_{i}^{(2)} } \\
& \quad-q^{-1} E_{i}^{(2)} E_{j} E_{i}+q[2]_{q} E_{i} E_{j} E_{i}^{(2)}-q^{3}[3]_{q} E_{j} E_{i}^{(3)} \\
= & {[3]_{q} E_{i j}^{+}(3), }
\end{aligned}
$$

using $q[3]_{q}=q^{-1}+q+q^{3}=q^{2}[2]_{q}+q^{-1}$ and $q^{2}[3]_{q}=1+q^{2}+q^{4}=q^{4}+q[2]_{q}$.
Using the quantum Serre relations we obtain

$$
\begin{aligned}
& {[3]_{q}!E_{i} E_{i j}^{+}(3)} \\
& \quad=E_{i}^{4} E_{j}-q[3]_{q} E_{i}^{3} E_{j} E_{i}+q^{2}[3]_{q} E_{i}^{2} E_{j} E_{i}^{2}-q^{3} E_{i} E_{j} E_{i}^{3} \\
& \quad=-q^{-3} E_{i}^{3} E_{j} E_{i}+q^{-2}[3]_{q} E_{i}^{2} E_{j} E_{i}^{2}-q^{-1}[3]_{q} E_{i} E_{j} E_{i}^{3}+E_{j} E_{i}^{4} \\
& \quad=-q^{-3}[3]_{q}!E_{i j}^{+}(3) E_{i},
\end{aligned}
$$

taking into account $[4]_{q}=q^{-3}+q[3]_{q}=q^{3}+q^{-1}[3]_{q}$ and $[4]_{q}=\left(q^{2}+q^{-2}\right)[2]_{q}$. Moreover,

$$
\begin{aligned}
E_{i j}^{+}(1) E_{j} & =E_{i} E_{j}^{2}-q^{3} E_{j} E_{i} E_{j} \\
& =q^{-3} E_{j} E_{i} E_{j}-E_{j}^{2} E_{i} \\
& =q^{-3} E_{j} E_{i j}^{+}(1)
\end{aligned}
$$

using the quantum Serre relation

$$
E_{i} E_{j}^{2}-\left(q^{3}+q^{-3}\right) E_{j} E_{i} E_{j}+E_{j}^{2} E_{i}=0 .
$$

We have

$$
E_{i j}^{+}(2) E_{i j}^{+}(1)=[3]_{q} \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)+q^{-1} E_{i j}^{+}(1) E_{i j}^{+}(2),
$$

and from $E_{i j}^{+}(1) E_{j}=q^{-3} E_{j} E_{i j}^{+}(1)$ we get

$$
\begin{aligned}
E_{i j}^{+}(2) \mathcal{T}_{i}^{-1} & \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)=\mathcal{T}_{j} \mathcal{T}_{i}\left(E_{i j}^{+}(1) E_{j}\right) \\
& =q^{-3} \mathcal{T}_{j} \mathcal{T}_{i}\left(E_{j} E_{i j}^{+}(1)\right)=q^{-3} \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i j}^{+}(2)
\end{aligned}
$$

Using again the quantum Serre relations we compute

$$
\begin{aligned}
& {[3]_{q}!E_{i j}^{-}(3) E_{i}} \\
& \quad=E_{j} E_{i}^{4}-q[3]_{q} E_{i} E_{j} E_{i}^{3}+q^{2}[3]_{q} E_{i}^{2} E_{j} E_{i}^{2}-q^{3} E_{i}^{3} E_{j} E_{i} \\
& \quad=-q^{-3} E_{i} E_{j} E_{i}^{3}+q^{-2}[3]_{q} E_{i}^{2} E_{j} E_{i}^{2}-q^{-1}[3]_{q} E_{i}^{3} E_{j} E_{i}+E_{i}^{4} E_{j} \\
& \\
& \quad=-q^{-3}[3]_{q}!E_{i} E_{i j}^{-}(3),
\end{aligned}
$$

taking into account $[4]_{q}=q^{-3}+q[3]_{q}=q^{3}+q^{-1}[3]_{q}$ and $[4]_{q}=\left(q^{2}+q^{-2}\right)[2]_{q}$. This yields

$$
\begin{aligned}
& \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right) E_{i j}^{+}(1)=\mathcal{T}_{j}\left(E_{i j}^{-}(3) E_{i}\right) \\
& \quad=-q^{-3} \mathcal{T}_{j}\left(E_{i} E_{i j}^{-}(3)\right)=-q^{-3} E_{i j}^{+}(1) \mathcal{T}_{i}^{-1} \mathcal{T}_{j}^{-1} \mathcal{T}_{i}^{-1}\left(E_{j}\right)
\end{aligned}
$$

We have

$$
\begin{aligned}
E_{j} E_{i j}^{-}(1) & =E_{j}^{2} E_{i}-q^{3} E_{j} E_{i} E_{j} \\
& =q^{-3} E_{j} E_{i} E_{j}-E_{i} E_{j}^{2} \\
& =q^{-3} E_{i j}^{-}(1) E_{j},
\end{aligned}
$$

whence

$$
\begin{aligned}
E_{i j}^{+}(3) E_{i j}^{+}(2) & =\mathcal{T}_{i}^{-1}\left(E_{j} E_{i j}^{-}(1)\right) \\
& =q^{-3} \mathcal{T}_{i}^{-1}\left(E_{i j}^{-}(1) E_{j}\right)=q^{-3} E_{i j}^{+}(2) E_{i j}^{+}(3) .
\end{aligned}
$$

Combining these relations yields the assertion.
This finishes the proof.
Proposition 2.65. Let $w \in W$ and $w=s_{i_{1}} \cdots s_{i_{t}}$ be a reduced expression of $w$. The linear subspace of $U_{q}\left(\mathfrak{n}_{+}\right)$spanned by the associated PBW-vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{t}}^{a_{t}}$ depends on $w$, but not on the choice of the reduced expression for $w$.

Proof. We use induction on $l(w)$, the cases $l(w)=0$ and $l(w)=1$ being trivial. Now assume $l(w)>1$ and let $w=s_{i_{1}} \cdots s_{i_{r}}$ be a reduced expression. Any other reduced expression $s_{j_{1}} \cdots s_{j_{r}}$ is obtained from a sequence of elementary moves applied to $s_{i_{1}} \cdots s_{i_{r}}$, so it suffices to show that the subspace spanned by the associated PBWvectors does not change if $s_{j_{1}} \cdots s_{j_{r}}$ is obtained by applying a single elementary move to $s_{i_{1}} \cdots s_{i_{r}}$. Set $\alpha=\alpha_{i_{1}}$ and $\beta=\alpha_{j_{1}}$.

Assume first $\alpha=\beta$ write $u=s_{i_{1}} w=s_{j_{1}} w$. The the inductive hypothesis applied to $u$ shows that the subspace $U$ associated to $u$ is the same for the reduced expressions $s_{i_{2}} \cdots s_{i_{r}}$ and $s_{j_{2}} \cdots s_{j_{r}}$ of $u$. It follows from the definitions that the space spanned by the PBW-vectors associated to both $s_{i_{1}} \cdots s_{i_{r}}$ and $s_{j_{1}} \cdots s_{j_{r}}$ is the sum of the subspaces $E_{i_{1}}^{k} \mathcal{T}_{\alpha_{i}}(U)$ for $k \in \mathbb{N}_{0}$. In particular, these spaces agree for both reduced expressions of $w$.

Assume now $\alpha \neq \beta$. Then the elementary move changes the first letter of the expression $s_{i_{1}} \cdots s_{i_{r}}$, and therefore the corresponding elementary move has to take place at the beginning of the expression. Let $u$ be the longest word in the subgroup of $W$ generated by $s_{i_{1}}$ and $s_{j_{1}}$. Then $s_{i_{1}} \cdots s_{i_{r}}$ and $s_{j_{1}} \cdots s_{j_{r}}$ start with the two distinct reduced expressions for $u$ and agree after that. Let us write $w=u v$ with $l(w)=l(u)+l(v)$. According to Lemma 2.64 the subspace $U$ spanned by the PBW-vectors associated to $u$ is independent of the two expressions. Let us write $V$ for the span of PBW-vectors associated to the reduced expression of $v$ induced by $s_{i_{1}} \cdots s_{i_{r}}$, or equivalently $s_{j_{1}} \cdots s_{j_{r}}$. Then the span of the PBW-vectors associated to the given expressions for $w$ is equal to the $U \mathcal{T}_{u}(V)$, in particular, it does not depend on the reduced expressions.

In the sequel we will write $U_{q}\left(\mathfrak{n}_{+}\right)[w] \subset U_{q}\left(\mathfrak{n}_{+}\right)$for the subspace spanned by the PBW-vectors associated with any reduced expression of $w$.

Let us fix a reduced expression $w_{0}=s_{i_{1}} \cdots s_{i_{n}}$ for the longest element $w_{0}$ of $W$. Then the positive roots of $\mathfrak{g}$ can be uniquely written in the form $\beta_{r}=s_{i_{1}} \cdots s_{i_{r-1}} \alpha_{i_{r}}$ for $1 \leq r \leq n$.

Definition 2.66. Fix a reduced expression $w_{0}=s_{i_{1}} \cdots s_{i_{n}}$ for the longest element of $W$. We define the quantum root vectors of $U_{q}(\mathfrak{g})$ to be the associated PBWvectors

$$
E_{\beta_{r}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{r-1}}\left(E_{i_{r}}\right), \quad F_{\beta_{r}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{r-1}}\left(F_{i_{r}}\right)
$$

Let us now formulate and prove the Poincaré-Birkhoff-Witt Theorem for $U_{q}(\mathfrak{g})$.
Theorem 2.67 (PBW-basis - Non-root of unity case). Assume $q \in \mathbb{K}^{\times}$is not a root of unity. Then the elements

$$
F_{\beta_{1}}^{b_{1}} \cdots F_{\beta_{n}}^{b_{n}} K_{\lambda} E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{n}}^{a_{n}}
$$

where $b_{j}, a_{j} \in \mathbb{N}_{0}$ for all $j, \lambda \in \mathbf{P}$ and $\beta_{1}, \ldots, \beta_{n}$ are the positive roots of $\mathfrak{g}$, form a vector space basis of $U_{q}(\mathfrak{g})$ over $\mathbb{K}$.

Proof. According to the triangular decomposition of $U_{q}(\mathfrak{g})$, see Proposition 2.14, it suffices to show that the vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{n}}^{a_{n}}$ with $a_{j} \in \mathbb{N}_{0}$ form a basis of $\bar{U}_{q}\left(\mathfrak{n}_{+}\right)$. The corresponding claim for $U_{q}\left(\mathfrak{n}_{-}\right)$can then be obtained by applying the automorphism $\omega$. Indeed, one checks that $\mathcal{T}_{i}\left(\omega\left(E_{j}\right)\right)$ and $\omega\left(\mathcal{T}_{i}\left(E_{j}\right)\right)$ agree up to invertible elements in $\mathbb{K}$, for every $1 \leq i, j \leq N$.

Firstly, according to Proposition 2.63 the PBW-vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{n}}^{a_{n}}$ with $a_{j} \in \mathbb{N}_{0}$ are linearly independent. To show that these vectors span $U_{q}\left(\mathfrak{n}_{+}\right)$we need an auxiliary consideration. If $w \in W$ and $\alpha_{i} \in \Sigma$ satisfy $w^{-1} \alpha_{i} \in \boldsymbol{\Delta}^{-}$then we have $E_{i} U_{q}\left(\mathfrak{n}_{+}\right)[w] \subset U_{q}\left(\mathfrak{n}_{+}\right)[w]$. Indeed, in this case we find a reduced decomposition $w=s_{i_{1}} \cdots s_{i_{t}}$ with $i_{1}=i$, hence the PBW-vectors start with powers of $E_{i}$. Clearly, the resulting space is invariant under left multiplication by $E_{i}$.

Let us now show that the PBW-vectors span $U_{q}\left(\mathfrak{n}_{+}\right)$. By definition, these vectors span the subspace $U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right]$. Since $w_{0}$ is the longest word of $W$ we have $w_{0}^{-1}\left(\alpha_{i}\right) \in$ $\boldsymbol{\Delta}^{-}$and thus $E_{i} U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right] \subset U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right]$ for all $i$. Hence $U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right]$ is closed under left multiplication by the generators $E_{1}, \ldots, E_{N}$. By construction, the space $U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right]$ also contains 1. It follows that $U_{q}\left(\mathfrak{n}_{+}\right)\left[w_{0}\right]=U_{q}\left(\mathfrak{n}_{+}\right)$as desired.

We point out that one can reverse the ordering in the basis obtained in Theorem 2.67. That is, the vectors

$$
F_{\beta_{n}}^{b_{n}} \cdots F_{\beta_{1}}^{b_{1}} K_{\lambda} E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}
$$

where $b_{j}, a_{j} \in \mathbb{N}_{0}$ for all $j, \lambda \in \mathbf{P}$ and $\beta_{1}, \ldots, \beta_{n}$ are the positive roots of $\mathfrak{g}$, form again a vector space basis of $U_{q}(\mathfrak{g})$. This can be seen using the anti-automorphism $\delta$ of $U_{q}(\mathfrak{g})$ which preserves all generators but exchanges $q$ with $q^{-1}$. One checks that the automorphisms $\mathcal{T}_{i}^{-1} \delta \mathcal{T}_{i} \delta$ act by certain scalars on the generators, and hence diagonally on weight spaces of $U_{q}(\mathfrak{g})$. Hence we have for all $1 \leq j \leq n$ that $\delta\left(E_{\beta_{j}}\right)$ is equal to $E_{\beta_{j}}$ up to a scalar, and since $\delta$ is anti-multiplicative it follows from Theorem 2.67 that the vectors $E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}$ form indeed a basis. We will frequently make use of this fact in the sequel, and refer to the vectors $E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}$ again as PBW-vectors. In a similar way we proceed for $F_{\beta_{n}}^{b_{n}} \cdots F_{\beta_{2}}^{b_{1}}$ of course.

Let us also remark that the rank 1 case of Theorem 2.67 follows immediately from Proposition 2.14 .

As a consequence of the PBW-basis Theorem, we see that the dimension of the weight spaces $U_{q}\left(\mathfrak{n}_{ \pm}\right)_{\nu}$ for $\nu \in \mathbf{Q}^{ \pm}$coincide with their classical counterparts. Here we are writing $\mathbf{Q}^{-}=-\mathbf{Q}^{+}$. These dimensions can be described in terms of the Kostant partition function $P: \mathbf{Q} \rightarrow \mathbb{N}_{0}$, defined by

$$
P(\nu)=\left|\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu\right\}\right| .
$$

Proposition 2.68. For all $\nu \in \mathbf{Q}^{+}$we have $\operatorname{dim} U_{q}\left(\mathfrak{n}_{ \pm}\right)_{ \pm \nu}=P(\nu)$, where $P$ denotes Kostant's partition function.

Proof. Let us only consider the case of $U_{q}\left(\mathfrak{n}_{+}\right)$. According to Theorem 2.67, a linear basis for $U_{q}\left(\mathfrak{n}_{+}\right)_{\nu}$ for $\nu \in \mathbf{Q}^{+}$is given by all PBW-vectors $E_{\beta_{1}}^{a_{1}} \cdots E_{\beta_{n}}^{a_{n}}$ such that $a_{1} \beta_{1}+\cdots a_{n} \beta_{N}=\nu$. The number of these vectors is precisely $P(\nu)$.

Let us finish this subsection by the following result, originally due to Levendorskii, which will help us to analyze the structure of $U_{q}\left(\mathfrak{n}_{ \pm}\right)$further below.

Proposition 2.69. If $0 \leq r<s \leq n$ then we have

$$
E_{\beta_{r}} E_{\beta_{s}}-q^{\left(\beta_{r}, \beta_{s}\right)} E_{\beta_{s}} E_{\beta_{r}}=\sum_{t_{r+1}, \ldots . t_{s-1}=0}^{\infty} c_{t_{r+1}, \ldots, t_{s-1}} E_{\beta_{s-1}}^{t_{s-1}} \cdots E_{\beta_{r+1}}^{t_{r+1}}
$$

with only finitely many coefficients $c_{t_{r+1}, \ldots, t_{s-1}} \in \mathbb{K}$ in the sum on the right hand side being nonzero. Likewise,

$$
F_{\beta_{r}} F_{\beta_{s}}-q^{\left(\beta_{r}, \beta_{s}\right)} F_{\beta_{s}} F_{\beta_{r}}=\sum_{t_{r+1}, \ldots . t_{s-1}=0}^{\infty} d_{t_{r+1}, \ldots, t_{s-1}} F_{\beta_{s-1}}^{t_{s-1}} \cdots F_{\beta_{r+1}}^{t_{r+1}}
$$

with only finitely many $d_{t_{r+1}, \ldots, t_{s-1}} \in \mathbb{K}$ nonzero.
Proof. According to the PBW-Theorem 2.67 we can write

$$
E_{\beta_{r}} E_{\beta_{s}}=\sum_{t_{1}, \ldots t_{n} \in \mathbb{N}_{0}} c_{t_{1}, \ldots, t_{n}} E_{\beta_{n}}^{t_{n}} \cdots E_{\beta_{1}}^{t_{1}},
$$

with only finitely many nonzero terms on the right hand side. Assume that there exists $a<r$ such that some $c_{0, \ldots, 0, t_{a}, \ldots t_{n}} \neq 0$ with $t_{a}>0$, and without loss of generality pick the smallest such $a$. If we apply $\mathcal{T}_{i_{a}}^{-1} \cdots \mathcal{T}_{i_{1}}^{-1}$ to both sides of the above equation then the left hand side, and all terms on the right hand side with $t_{a}=0$ are contained in $U_{q}\left(\mathfrak{n}_{+}\right)$. Indeed, all these terms are products of root vectors of the form $\mathcal{T}_{i_{a+1}} \cdots \mathcal{T}_{i_{l-1}}\left(E_{i_{l}}\right)$ such that $a+1 \leq l$, recall that $E_{\beta_{l}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{l-1}}\left(E_{i_{l}}\right)$. The word $s_{i_{a+1}} \cdots s_{i_{l}}$ is a reduced expression and hence $s_{i_{a+1}} \cdots s_{i_{l-1}} \alpha_{i_{l}}$ is a positive root. According to Lemma 2.61 this implies $E_{\beta_{l}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{l-1}}\left(E_{i_{l}}\right) \in U_{q}\left(\mathfrak{n}_{+}\right)$.

The terms with $t_{a}>0$ are of the form $X \mathcal{T}_{i_{a}}^{-1}\left(E_{i_{a}}\right)^{t_{a}}$ for $X \in U_{q}\left(\mathfrak{n}_{+}\right)$. Since $\mathcal{T}_{i_{a}}^{-1}\left(E_{i_{a}}\right)=-F_{i_{a}} K_{i_{a}}^{-1}$ this is a contradiction to the PBW-Theorem 2.67 .

In a similar way one checks that $c_{t_{1}, \ldots, t_{b}, 0, \ldots, 0} \neq 0$ for $b>s$ is impossible. Indeed, assume that a nonzero coefficient of this form exists and pick $b$ maximal with this property. Applying $\mathcal{T}_{i_{b-1}}^{-1} \cdots \mathcal{T}_{i_{1}}^{-1}$ to both sides of the equation leads to expressions in $U_{q}\left(\mathfrak{n}_{-}\right)$, except for the terms with $t_{b} \neq 0$.
 a similar way as above we apply $\mathcal{T}_{i_{r}}^{-1} \cdots \mathcal{T}_{i_{1}}^{-1}$ and $\mathcal{T}_{i_{s-1}}^{-1} \cdots \mathcal{T}_{i_{1}}^{-1}$, respectively, and compare both sides of the equation. The highest powers of $F_{i_{r}}$ or $E_{i_{s}}$ appearing in the resulting expressions must have the same degree on both sides, and this forces $t_{r}=1$ and $t_{s}=1$, respectively. As a consequence, for any nonzero coefficient of this form we obtain $t_{j}=0$ for all $r<j<s$ by comparing weights.

It follows that we can write

$$
E_{\beta_{r}} E_{\beta_{s}}-c E_{\beta_{s}} E_{\beta_{r}}=\sum_{t_{r+1}, \ldots . t_{s-1}=0}^{\infty} c_{t_{r+1}, \ldots, t_{s-1}} E_{\beta_{s-1}}^{t_{s-1}} \cdots E_{\beta_{r+1}}^{t_{r+1}},
$$

with an as yet unspecified constant $c$. In order to compute $c$ we apply $\mathcal{T}_{i_{r}}^{-1} \cdots \mathcal{T}_{i_{1}}^{-1}$ to both sides of the previous equation. Then the left hand side becomes

$$
-F_{i_{r}} K_{i_{r}}^{-1} E+c E F_{i_{r}} K_{i_{r}}^{-1}
$$

where $E=\mathcal{T}_{i_{r+1}} \cdots \mathcal{T}_{i_{s-1}}\left(E_{i_{s}}\right)$. Since $E$ has weight $s_{i_{r}} \cdots s_{i_{1}}\left(\beta_{s}\right)$ we get $K_{i_{r}}^{-1} E=$ $q^{-\left(\alpha_{i_{r}}, s_{i_{r}} \cdots s_{i_{1}}\left(\beta_{s}\right)\right)} E K_{i_{r}}^{-1}$. Moreover

$$
-\left(\alpha_{i_{r}}, s_{i_{r}} \cdots s_{i_{1}}\left(\beta_{s}\right)\right)=\left(s_{i_{1}} \cdots s_{i_{r-1}}\left(\alpha_{i_{r}}\right), \beta_{s}\right)=\left(\beta_{r}, \beta_{s}\right),
$$

using that $s_{i_{r}}\left(\alpha_{i_{r}}\right)=-\alpha_{i_{r}}$. Accordingly, we obtain

$$
-F_{i_{r}} K_{i_{r}}^{-1} E+c E F_{i_{r}} K_{i_{r}}^{-1}=\left(-q^{\left(\beta_{r}, \beta_{s}\right)} F_{i_{r}} E+c E F_{i_{r}}\right) K_{i_{r}}^{-1}
$$

Writing $E$ as a sum of monomials in the generators $E_{1}, \ldots, E_{N}$ we get $F_{i_{r}} E-E F_{i_{r}} \in$ $U_{q}\left(\mathfrak{b}_{+}\right)$. Comparing with the right hand side of the formula and using once more the PBW-Theorem 2.67 yields $c=q^{\left(\beta_{r}, \beta_{s}\right)}$ as desired.

The claim for the PBW-vectors of $U_{q}\left(\mathfrak{n}_{-}\right)$follows by applying the automorphism $\omega$ to the formula in $U_{q}\left(\mathfrak{n}_{+}\right)$and using the fact that $\mathcal{T}_{i}\left(\omega\left(E_{j}\right)\right)$ and $\omega\left(\mathcal{T}_{i}\left(E_{j}\right)\right)$ agree up to an invertible element in $\mathbb{K}$, for every $i, j$.
2.7.5. The integral $P B W$-basis. Recall that the integral version $U_{q}^{\mathcal{A}}(\mathfrak{g})$ of the quantized universal enveloping algebra is defined over $\mathcal{A}=\mathbb{Z}\left[s, s^{-1}\right]$ where $q=s^{L}$. Let us fix a reduced expression $w_{0}=w_{i_{1}} \cdots w_{i_{n}}$ for the longest element $w_{0}$ of $W$. We define the restricted $P B W$-elements for $U_{q}\left(\mathfrak{n}_{+}\right)$by

$$
E_{\beta_{1}}^{\left(a_{1}\right)} \cdots E_{\beta_{n}}^{\left(a_{n}\right)}
$$

where

$$
E_{\beta_{r}}^{\left(a_{r}\right)}=\frac{1}{\left[a_{r}\right]_{q_{\beta_{r}}}!} E_{\beta}^{a_{r}}
$$

and $q_{\beta_{r}}=q_{i_{r}}$ if $E_{\beta_{r}}=\mathcal{T}_{i_{1}} \cdots \mathcal{T}_{i_{r-1}}\left(E_{i_{r}}\right)$. That is, the difference to the ordinary PBW-elements is that we multiply by the inverse of $\left[a_{1}\right]_{q_{\beta_{1}}}!\cdots\left[a_{n}\right]_{q_{\beta_{n}}}$ !. In a similar way one obtains restricted PBW-elements for $U_{q}\left(\mathfrak{n}_{-}\right)$.

Before we can state the integral version of the PBW-Theorem we need a refinement of Proposition 2.54 .

Lemma 2.70. Let $V$ be an integrable $U_{q}(\mathfrak{g})$-module. For any $n \in \mathbb{N}$ we have

$$
\begin{aligned}
& \mathcal{T}_{i}\left(E_{j}^{(n)} \cdot v\right)=\left(-q_{i}\right)^{-n a_{i j}}\left(E_{j}^{(n)} \leftarrow \hat{S}^{-1}\left(E_{i}^{\left(-n a_{i j}\right)}\right)\right) \cdot \mathcal{T}_{i}(v) \\
& \mathcal{T}_{i}\left(F_{j}^{(n)} \cdot v\right)=\left(F_{i}^{\left(-n a_{i j}\right)} \rightarrow F_{j}^{(n)}\right) \cdot \mathcal{T}_{i}(v)
\end{aligned}
$$

for all $v \in V$.
Proof. Let us first consider the second formula. According to Proposition 2.54 we have the claim for $n=1$. In order to prove the assertion for general $n$ it suffices to show $\left(F_{i}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right)^{n}=F_{i}^{\left(-n a_{i j}\right)} \rightarrow\left(F_{j}^{n}\right)$ by induction. Assuming that the claim holds for $n-1$, we compute, using Lemma 2.6 ,

$$
\begin{aligned}
F_{i}^{\left(-n a_{i j}\right)} \rightarrow\left(F_{j}^{n}\right) & =\left(\left(F_{i}^{\left(-n a_{i j}\right)}\right)_{(1)} \rightarrow F_{j}^{n-1}\right)\left(\left(F_{i}^{\left(-n a_{i j}\right)}\right)_{(2)} \rightarrow F_{j}\right) \\
& =\sum_{k=0}^{-n a_{i j}} q_{i}^{k\left(-n a_{i j}-k\right)}\left(F_{i}^{\left(-n a_{i j}-k\right)} K_{i}^{-k} \rightarrow F_{j}^{n-1}\right)\left(F_{i}^{(k)} \rightarrow F_{j}\right) .
\end{aligned}
$$

Using that $F_{i}^{\left(-a_{i j}+1\right)} \rightarrow F_{j}=0$ and the inductive hypothesis, all of the terms in this sum vanish except when $k=-a_{i j}$, leaving

$$
\begin{aligned}
F_{i}^{\left(-n a_{i j}\right)} \rightarrow\left(F_{j}^{n}\right) & =q_{i}^{-a_{i j}\left(-(n-1) a_{i j}\right)}\left(F_{i}^{\left(-(n-1) a_{i j}\right)} K_{i}^{a_{i j}} \rightarrow F_{j}^{n-1}\right)\left(F_{j}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \\
& =\left(F_{i}^{\left(-(n-1) a_{i j}\right)} \rightarrow F_{j}^{n-1}\right)\left(F_{j}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right) \\
& =\left(F_{j}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right)^{n-1}\left(F_{j}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right)=\left(F_{j}^{\left(-a_{i j}\right)} \rightarrow F_{j}\right)^{n}
\end{aligned}
$$

as desired.
Using this result, one obtains the first formula in the same way as in the proof of Proposition 2.54

Let us now present an integral version of the PBW Theorem 2.67. Recall that $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{ \pm}\right) \subset U_{q}^{\mathcal{A}}(\mathfrak{g})$ is the subalgebra generated by all divided powers $E_{i}^{\left(a_{i}\right)}$ and $F_{j}^{\left(b_{j}\right)}$, respectively.

Theorem 2.71 (PBW-basis - Integral Case). The elements

$$
E_{\beta_{1}}^{\left(a_{1}\right)} \cdots E_{\beta_{n}}^{\left(a_{n}\right)}
$$

where $a_{j} \in \mathbb{N}_{0}$ and $\beta_{1}, \ldots, \beta_{n}$ are the positive roots of $\mathfrak{g}$, form a free basis of $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{+}\right)$. Similarly, the elements

$$
F_{\beta_{1}}^{\left(b_{1}\right)} \cdots F_{\beta_{n}}^{\left(b_{n}\right)}
$$

where $b_{j} \in \mathbb{N}_{0}$ and $\beta_{1}, \ldots, \beta_{n}$ are the positive roots of $\mathfrak{g}$, form a free basis of $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right)$.
Proof. Recall that we can view $U_{q}^{\mathcal{A}}(\mathfrak{g})$ as a subring of the quantized universal enveloping algebra $U_{q}(\mathfrak{g})$ defined over $\mathbb{K}=\mathbb{Q}(s)$. Using the formulas in Theorem 2.58 and Lemma 2.70 we see that the operators $\mathcal{T}_{i} \operatorname{map} U_{q}^{\mathcal{A}}(\mathfrak{g})$ into itself. It follows in particular that the PBW-vectors are indeed contained in $U_{q}^{\mathcal{A}}(\mathfrak{g})$.

In the same way as in the proof of Theorem 2.67 one checks that left multiplication with $E_{i}^{(r)}$ preserves the $\mathcal{A}$-span of the PBW-basis vectors $E_{\beta_{1}}^{\left(a_{1}\right)} \cdots E_{\beta_{n}}^{\left(a_{n}\right)}$ for all $1 \leq i \leq N$ and $r \in \mathbb{N}_{0}$. We point out in particular that the commutation relations obtained in Lemma 2.64 only involve coefficients from $\mathcal{A}$, so that the integral version of Proposition 2.65 holds true. That is, the $\mathcal{A}$-linear span of the restricted PBW-vectors $E_{\beta_{1}}^{\left(a_{1}\right)} \cdots E_{\beta_{n}}^{\left(a_{n}\right)}$ inside $U_{q}\left(\mathfrak{n}_{+}\right)$is independent of the reduced expression of $w_{0}$. Linear independence of the restricted PBW-elements over $\mathcal{A}$ follows from linear independence over $\mathbb{Q}(s)$.

The assertion for $U_{q}\left(\mathfrak{n}_{-}\right)$is obtained in an analogous way.
Using Theorem 2.71 we see that the triangular decomposition of $U_{q}(\mathfrak{g})$ carries over to the integral form as well. Recall that $U_{q}^{\mathcal{A}}(\mathfrak{h})$ denotes the intersection of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ with $U_{q}(\mathfrak{h})$.
Proposition 2.72. Multiplication in $U_{q}^{\mathcal{A}}(\mathfrak{g})$ induces an isomorphism

$$
U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}(\mathfrak{h}) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{+}\right) \cong U_{q}^{\mathcal{A}}(\mathfrak{g})
$$

of $\mathcal{A}$-modules, and we have

$$
\mathbb{Q}(s) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}(\mathfrak{g}) \cong U_{q}(\mathfrak{g})
$$

where $U_{q}(\mathfrak{g})$ is the quantized universal enveloping algebra over $\mathbb{Q}(s)$.
Proof. It is easy to see that the image in $U_{q}^{\mathcal{A}}(\mathfrak{g})$ under the multiplication map is a subalgebra containing all generators, and therefore yields all of $U_{q}^{\mathcal{A}}(\mathfrak{g})$. According to Theorem 2.71 and Theorem 2.67 we have $\mathbb{Q}(s) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{ \pm}\right) \cong U_{q}\left(\mathfrak{n}_{ \pm}\right)$. From Proposition 2.24 we know $\mathbb{Q}(s) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}(\mathfrak{h}) \cong U_{q}(\mathfrak{h})$. Hence the multiplication map $U_{q}^{A}\left(\mathfrak{n}_{-}\right) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}(\mathfrak{h}) \otimes_{\mathcal{A}} U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{+}\right) \rightarrow U_{q}^{\mathcal{A}}(\mathfrak{g})$ is injective. The remaining claim then follows taking into account Proposition 2.14 .

Proposition 2.72 shows in particular that $U_{q}^{\mathcal{A}}(\mathfrak{g})$ is indeed an integral version of $U_{q}(\mathfrak{g})$ in a natural sense.
2.8. The Drinfeld pairing and the quantum Killing form. In this section we discuss the Drinfeld pairing and the quantum Killing form, compare [71.
2.8.1. Drinfeld pairing. Let us start by defining the Drinfeld pairing. We assume that $\mathbb{K}$ is a field and that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

We recall that a skew-pairing of Hopf algebras $L$ and $K$ means a bilinear map $\rho: L \times K \rightarrow \mathbb{K}$ such that

$$
\begin{aligned}
\rho(x y, f) & =\rho\left(x, f_{(1)}\right) \rho\left(y, f_{(2)}\right), & \rho(x, f g) & =\rho\left(x_{(1)}, g\right) \rho\left(x_{(2)}, f\right), \\
\rho(1, f) & =\epsilon_{K}(f), & \rho(x, 1) & =\epsilon_{L}(x) .
\end{aligned}
$$

Proposition 2.73. There exists a unique skew-pairing $\rho: U_{q}\left(\mathfrak{b}_{-}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right) \rightarrow \mathbb{K}$ determined by

$$
\rho\left(K_{\alpha}, K_{\beta}\right)=q^{(\alpha, \beta)}, \quad \rho\left(K_{\alpha}, E_{i}\right)=0=\rho\left(F_{j}, K_{\beta}\right), \quad \rho\left(F_{j}, E_{i}\right)=\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}}
$$

for all $\alpha, \beta \in \mathbf{P}$ and $i, j=1, \ldots, N$.
Proof. Uniqueness of the form is clear since the elements $K_{\alpha}, E_{i}$ and $K_{\beta}, F_{j}$ generate $U_{q}\left(\mathfrak{b}_{+}\right)$and $U_{q}\left(\mathfrak{b}_{-}\right)$, respectively.

We define linear functionals $\kappa_{\lambda}, \phi_{i} \in U_{q}\left(\mathfrak{b}_{+}\right)^{*}$ for $\lambda \in \mathbf{P}$ and $i=1, \ldots, N$ by

$$
\kappa_{\lambda}\left(K_{\beta} X\right)=q^{(\lambda, \beta)} \hat{\epsilon}(X)
$$

for $X \in U_{q}\left(\mathfrak{n}_{+}\right)$and

$$
\phi_{i}\left(K_{\beta} E_{i}\right)=\frac{1}{q_{i}-q_{i}^{-1}}, \quad \phi_{i}\left(K_{\beta} X\right)=0 \quad \text { if } X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma}, \gamma \neq \alpha_{i}
$$

Consider the convolution product on $U_{q}\left(\mathfrak{b}_{+}\right)^{*}$ dual to comultiplication on $U_{q}\left(\mathfrak{b}_{+}\right)$, namely

$$
\varphi \varphi^{\prime}=\left(\varphi \otimes \varphi^{\prime}\right) \circ \hat{\Delta}, \quad \text { for } \varphi, \varphi^{\prime} \in U_{q}\left(\mathfrak{b}_{+}\right)^{*}
$$

With this product, $\kappa_{\lambda}$ is convolution invertible with inverse $\kappa_{\lambda}^{-1}=\kappa_{-\lambda}$. Moreover, we claim that

$$
\kappa_{\lambda} \phi_{j}=q^{-\left(\alpha_{j}, \lambda\right)} \phi_{j} \kappa_{\lambda}
$$

Indeed, for $X \in U_{q}\left(\mathfrak{n}_{+}\right)$we have $\left(\kappa_{\lambda} \phi_{j} \kappa_{\lambda}^{-1}\right)\left(K_{\mu} X\right)=0=\phi_{j}\left(K_{\mu} X\right)$ if $X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\beta}$ for $\beta \neq \alpha_{j}$ and

$$
\begin{aligned}
\left(\kappa_{\lambda} \phi_{j}\right)\left(K_{\mu} E_{j}\right) & =\kappa_{\lambda}\left(K_{\mu}\right) \phi_{j}\left(K_{\mu} E_{j}\right)+\kappa_{\lambda}\left(K_{\mu} E_{j}\right) \phi_{j}\left(K_{\mu} K_{j}\right) \\
& =q^{(\lambda, \mu)} \phi_{j}\left(K_{\mu} E_{j}\right) \\
& =q^{-\left(\alpha_{j}, \lambda\right)}\left(\phi_{j}\left(K_{\mu}\right) \kappa_{\lambda}\left(K_{\mu} E_{j}\right)+\phi_{j}\left(K_{\mu} E_{j}\right) \kappa_{\lambda}\left(K_{\mu} K_{j}\right)\right) \\
& =q^{-\left(\alpha_{j}, \lambda\right)}\left(\phi_{j} \kappa_{\lambda}\right)\left(K_{\mu} E_{j}\right)
\end{aligned}
$$

It follows that we obtain an algebra homomorphism $\tilde{\gamma}: \tilde{U}_{q}\left(\mathfrak{b}_{-}\right) \rightarrow U_{q}\left(\mathfrak{b}_{+}\right)^{*}$ by setting $\tilde{\gamma}\left(K_{\lambda}\right)=\kappa_{\lambda}$ and $\tilde{\gamma}\left(F_{j}\right)=\phi_{j}$. Here $\tilde{U}_{q}\left(\mathfrak{b}_{-}\right)$denotes the algebra without Serre relations discussed in Section 2.2

We define $\tilde{\rho}(Y, X)=\tilde{\gamma}(Y)(X)$. Then we have $\tilde{\rho}(Y Z, X)=\tilde{\rho}\left(Y, X_{(1)}\right) \tilde{\rho}\left(Z, X_{(2)}\right)$ by construction. In order to show $\tilde{\rho}(Y, W X)=\tilde{\rho}\left(Y_{(2)}, W\right) \tilde{\rho}\left(Y_{(1)}, X\right)$ it suffices to consider generators in the first variable, since the relation holds for $\tilde{\rho}\left(Y_{1} Y_{2}, W X\right)$ for arbitrary $W, X$ iff it holds for all $\tilde{\rho}\left(Y_{1}, W X\right)$ and $\tilde{\rho}\left(Y_{2}, W X\right)$, for arbitrary $W, X$.

Let $E_{\mathbf{i}}=E_{i_{1}} \cdots E_{i_{k}}, E_{\mathbf{j}}=E_{j_{1}} \cdots E_{j_{l}}$ and $\mu, \nu \in \mathbf{P}$ be given, and consider $\tilde{\rho}\left(K_{\lambda}, K_{\mu} E_{\mathbf{i}} K_{\nu} E_{\mathbf{j}}\right)$. If either one of $E_{\mathbf{i}}$ or $E_{\mathbf{j}}$ is different from 1 we get

$$
\tilde{\rho}\left(K_{\lambda}, K_{\mu} E_{\mathbf{i}} K_{\nu} E_{\mathbf{j}}\right)=0=\tilde{\rho}\left(K_{\lambda}, K_{\nu} E_{\mathbf{j}}\right) \tilde{\rho}\left(K_{\lambda}, K_{\mu} E_{\mathbf{i}}\right)
$$

Otherwise we get

$$
\tilde{\rho}\left(K_{\lambda}, K_{\mu} K_{\nu}\right)=\kappa_{\lambda}\left(K_{\mu} K_{\nu}\right)=q^{(\lambda, \mu+\nu)}=\kappa_{\lambda}\left(K_{\nu}\right) \kappa_{\lambda}\left(K_{\mu}\right)=\tilde{\rho}\left(K_{\lambda}, K_{\nu}\right) \tilde{\rho}\left(K_{\lambda}, K_{\mu}\right) .
$$

Moreover we have

$$
\tilde{\rho}\left(F_{k}, K_{\mu} E_{\mathbf{i}} K_{\nu} E_{\mathbf{j}}\right)=\phi_{k}\left(K_{\mu} E_{\mathbf{i}} K_{\nu} E_{\mathbf{j}}\right)=0=\left(\phi_{k} \otimes 1+\kappa_{k}^{-1} \otimes \phi_{k}\right)\left(K_{\nu} E_{\mathbf{j}} \otimes K_{\mu} E_{\mathbf{i}}\right)
$$

unless precisely one of the terms $E_{\mathbf{i}}$ or $E_{\mathbf{j}}$ has length one. In these cases we obtain

$$
\begin{aligned}
\tilde{\rho}\left(F_{k}, K_{\mu} E_{i} K_{\nu}\right)=\phi_{k}\left(K_{\mu} E_{i} K_{\nu}\right) & =q^{-\left(\alpha_{i}, \nu\right)} \phi_{k}\left(K_{\mu} K_{\nu} E_{i}\right) \\
& =q^{-\left(\alpha_{i}, \nu\right)} \delta_{i k} \frac{1}{q_{i}-q_{i}^{-1}} \\
& =\left(\phi_{k} \otimes 1+\kappa_{k}^{-1} \otimes \phi_{k}\right)\left(K_{\nu} \otimes K_{\mu} E_{i}\right) \\
& =\tilde{\rho}\left(\left(F_{k}\right)_{(1)}, K_{\nu}\right) \tilde{\rho}\left(\left(F_{k}\right)_{(2)}, K_{\mu} E_{i}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\tilde{\rho}\left(F_{k}, K_{\mu} K_{\nu} E_{j}\right) & =\phi_{k}\left(K_{\mu} K_{\nu} E_{j}\right) \\
& =\delta_{j k} \frac{1}{q_{j}-q_{j}^{-1}} \\
& =\left(\phi_{k} \otimes 1+\kappa_{k}^{-1} \otimes \phi_{k}\right)\left(K_{\nu} E_{j} \otimes K_{\mu}\right) \\
& =\tilde{\rho}\left(\left(F_{k}\right)_{(1)}, K_{\nu} E_{j}\right) \tilde{\rho}\left(\left(F_{k}\right)_{(2)}, K_{\mu}\right),
\end{aligned}
$$

respectively.
Next we claim that

$$
\tilde{\gamma}\left(u_{i j}^{-}\right)=\sum_{k=0}^{1-a_{i j}}(-1)^{k}\left[\begin{array}{c}
1-a_{i j} \\
k
\end{array}\right]_{q_{i}} \phi_{i}^{1-a_{i j}-k} \phi_{j} \phi_{i}^{k}=0
$$

where we recall that the Serre elements $u_{i j}^{-}$were introduced in Subsection 2.2.3. For this, notice that the individual summands vanish on all monomials in the $E_{k}$ except on terms of the form $K_{\nu} E_{i}^{r} E_{j} E_{i}^{1-a_{i j}-r}$. According to Proposition 2.10 and the relation $\tilde{\rho}(Y, W X)=\tilde{\rho}\left(Y_{(2)}, W\right) \tilde{\rho}\left(Y_{(1)}, X\right)$ for all $W, X \in U_{q}\left(\mathfrak{b}_{+}\right)$established above we have

$$
\tilde{\rho}\left(u_{i j}^{-}, W X\right)=\tilde{\rho}\left(u_{i j}^{-}, W\right) \tilde{\rho}\left(\kappa_{i}^{-\left(1-a_{i j}\right)} \kappa_{j}^{-1}, X\right)+\tilde{\rho}(1, W) \tilde{\rho}\left(u_{i j}^{-}, X\right)
$$

for all $W, X \in U_{q}\left(\mathfrak{b}_{+}\right)$, therefore the claim follows from degree considerations. We conclude that the map $\tilde{\gamma}$ factorises to an algebra homomorphism $\gamma: U_{q}\left(\mathfrak{b}_{-}\right) \rightarrow$ $U_{q}\left(\mathfrak{b}_{+}\right)^{*}$ such that $\gamma\left(K_{\lambda}\right)=\kappa_{\lambda}$ and $\gamma\left(F_{j}\right)=\phi_{j}$. We define $\rho(Y, X)=\gamma(Y)(X)$.

By construction, we have $\rho(Y Z, X)=\rho\left(Y, X_{(1)}\right) \rho\left(Z, X_{(2)}\right)$ for all $Y, Z \in U_{q}\left(\mathfrak{b}_{-}\right)$ and $X \in U_{q}\left(\mathfrak{b}_{+}\right)$, and the relation $\rho(Y, W X)=\rho\left(Y_{(2)}, W\right) \rho\left(Y_{(1)}, X\right)$ for $Y \in U_{q}\left(\mathfrak{b}_{-}\right)$ and $W, X \in U_{q}\left(\mathfrak{b}_{+}\right)$is inherited from $\tilde{\rho}$. Moreover, we notice that $\rho(1, X)=\hat{\epsilon}(X)$ because $\gamma$ is an algebra homomorphism. Finally, $\rho\left(K_{\lambda}, 1\right)=\kappa_{\lambda}(1)=1=\hat{\epsilon}\left(K_{\lambda}\right)$ and $\rho\left(F_{i}, 1\right)=\phi_{i}(1)=0=\hat{\epsilon}\left(F_{i}\right)$, which implies $\rho(Y, 1)=\hat{\epsilon}(Y)$ for all $Y \in U_{q}\left(\mathfrak{b}_{-}\right)$. This finishes the proof.

Note that the form $\rho$ satisfies

$$
\rho(Y, X)=0 \quad \text { for } X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\alpha}, Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{\beta}, \alpha \neq-\beta
$$

In the sequel we will work both with $\rho$ and the closely related form $\tau$ defined as follows.

Definition 2.74. We shall refer to the skew-pairing $\tau: U_{q}\left(\mathfrak{b}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{-}\right) \rightarrow \mathbb{K}$ given by

$$
\tau(X, Y)=\rho(\hat{S}(Y), X)
$$

as the Drinfeld pairing.
Lemma 2.75. The Drinfeld pairing $\tau$ satisfies

$$
\tau\left(K_{\alpha}, K_{\beta}\right)=q^{-(\alpha, \beta)}, \quad \tau\left(E_{i}, K_{\alpha}\right)=0=\tau\left(K_{\beta}, F_{j}\right), \quad \tau\left(E_{i}, F_{j}\right)=-\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}}
$$

for all $\alpha, \beta \in \mathbf{P}$ and $i, j=1, \ldots, N$. Moreover

$$
\tau\left(X K_{\mu}, Y K_{\nu}\right)=q^{-(\mu, \nu)} \tau(X, Y) \quad \text { for } X \in U_{q}\left(\mathfrak{n}_{+}\right), Y \in U_{q}\left(\mathfrak{n}_{-}\right)
$$

Proof. The formulas in the first part of the Lemma are verified by direct computation from the definition of $\rho$.

For $Y=1 \in U_{q}\left(\mathfrak{n}_{-}\right)$the second claim follows immediately from $\tau\left(X K_{\mu}, K_{\nu}\right)=$ $\rho\left(K_{\nu}^{-1}, X K_{\mu}\right)$. For $Y=F_{j}$ we see that $\tau\left(X K_{\mu}, F_{j}\right)$ and $\tau\left(X, F_{j}\right)$ vanish unless $X$ is a multiple of $E_{j}$, and we compute

$$
\begin{aligned}
\tau\left(E_{j} K_{\mu}, F_{j}\right) & =\tau\left(E_{j}, F_{j}\right) \tau\left(K_{\mu}, 1\right)+\tau\left(E_{j}, K_{j}^{-1}\right) \tau\left(K_{\mu}, F_{j}\right) \\
& =-\frac{1}{q_{j}-q_{j}^{-1}}=\tau\left(E_{j}, F_{j}\right)
\end{aligned}
$$

We get the formula for general $Y$ by induction, using

$$
\begin{aligned}
\tau\left(X K_{\mu}, F_{j} Y K_{\nu}\right) & =\tau\left(X_{(1)} K_{\mu}, Y K_{\nu}\right) \tau\left(X_{(2)} K_{\mu}, F_{j}\right) \\
& =q^{-(\mu, \nu)} \tau\left(X_{(1)}, Y\right) \tau\left(X_{(2)}, F_{j}\right) \\
& =q^{-(\mu, \nu)} \tau\left(X, F_{j} Y\right)
\end{aligned}
$$

in the inductive step. Notice here that $\hat{\Delta}(X)$ is contained in $U_{q}\left(\mathfrak{n}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)$.
A crucial property of the pairings $\rho$ and $\tau$ is that they can be used to exhibit $U_{q}(\mathfrak{g})$ as a quotient of the Drinfeld double $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)$.

Lemma 2.76. For all $X \in U_{q}\left(\mathfrak{b}_{+}\right)$and $Y \in U_{q}\left(\mathfrak{b}_{-}\right)$we have

$$
\begin{aligned}
X Y & =\rho\left(Y_{(1)}, X_{(1)}\right) Y_{(2)} X_{(2)} \rho\left(\hat{S}\left(Y_{(3)}\right), X_{(3)}\right) \\
& =\tau\left(\hat{S}\left(X_{(1)}\right), Y_{(1)}\right) Y_{(2)} X_{(2)} \tau\left(X_{(3)}, Y_{(3)}\right)
\end{aligned}
$$

in $U_{q}(\mathfrak{g})$.
Proof. It suffices to check this on generators. We compute

$$
\begin{aligned}
K_{\mu} K_{\nu}= & K_{\nu} K_{\mu}=q^{(\mu, \nu)} K_{\nu} K_{\mu} q^{-(\mu, \nu)} \\
E_{i} K_{\mu}= & q^{-\left(\mu, \alpha_{i}\right)} K_{\mu} E_{i} \\
= & \rho\left(K_{\mu}, 1\right) K_{\mu} E_{i} \rho\left(\hat{S}\left(K_{\mu}\right), K_{i}\right) \\
= & \rho\left(K_{\mu}, 1\right) K_{\mu} E_{i} \rho\left(\hat{S}\left(K_{\mu}\right), K_{i}\right)+\rho\left(K_{\mu}, E_{i}\right) K_{\mu} K_{i} \rho\left(\hat{S}\left(K_{\mu}\right), K_{i}\right) \\
& +\rho\left(K_{\mu}, 1\right) K_{\mu} \rho\left(\hat{S}\left(K_{\mu}\right), E_{i}\right) \\
E_{i} F_{j}= & F_{j} E_{i}-\delta_{i j} \frac{K_{i}^{-1}}{q_{i}-q_{i}^{-1}}+\delta_{i j} \frac{K_{i}}{q_{i}-q_{i}^{-1}} \\
= & \rho\left(K_{j}^{-1}, 1\right) F_{j} E_{i} \rho\left(\hat{S}(1), K_{i}\right)+\rho\left(K_{j}^{-1}, 1\right) K_{j}^{-1} \rho\left(\hat{S}\left(F_{j}\right), E_{i}\right) \\
& +\rho\left(F_{j}, E_{i}\right) K_{i} \rho\left(\hat{S}(1), K_{i}\right) .
\end{aligned}
$$

This yields the claim.
We note that we can rephrase the commutation relation of Lemma 2.76 as

$$
X_{(1)} Y_{(1)} \rho\left(Y_{(2)}, X_{(2)}\right)=\rho\left(Y_{(1)}, X_{(1)}\right) Y_{(2)} X_{(2)}
$$

for $X \in U_{q}\left(\mathfrak{b}_{+}\right)$and $Y \in U_{q}\left(\mathfrak{b}_{-}\right)$.
In the double $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)$we shall denote the Cartan generators of $U_{q}\left(\mathfrak{b}_{+}\right)$ by $K_{\lambda}^{+}$and the Cartan generators of $U_{q}\left(\mathfrak{b}_{-}\right)$by $K_{\lambda}^{-}$.

Corollary 2.77. The two-sided ideal I of the Drinfeld double $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)$ generated by the elements $K_{\lambda}^{-}-K_{\lambda}^{+}$for $\lambda \in \mathbf{P}$ is a Hopf ideal, and there is a canonical isomorphism

$$
\left(U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)\right) / I \cong U_{q}(\mathfrak{g})
$$

of Hopf algebras.
Proof. The canonical embedding maps $U_{q}\left(\mathfrak{b}_{+}\right) \rightarrow U_{q}(\mathfrak{g})$ and $U_{q}\left(\mathfrak{b}_{-}\right) \rightarrow U_{q}(\mathfrak{g})$ define a Hopf algebra homomorphism $f:\left(U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)\right) / I \rightarrow U_{q}(\mathfrak{g})$ according to Lemma 2.76. Conversely, we obtain an algebra homomorphism $g: U_{q}(\mathfrak{g}) \rightarrow$ $\left(U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)\right) / I$ by setting

$$
g\left(K_{\lambda}\right)=K_{\lambda}^{-}=K_{\lambda}^{+}, \quad g\left(E_{i}\right)=1 \bowtie E_{i}, \quad g\left(F_{j}\right)=F_{j} \bowtie 1,
$$

since the defining relations of $U_{q}(\mathfrak{g})$ are satisfied by these elements. It is evident that $f$ and $g$ define inverse isomorphisms.
2.8.2. The quantum Killing form. Using the above constructions we can define the quantum Killing form on $U_{q}(\mathfrak{g})$ in terms of the Rosso form for the Drinfeld double. In this subsection, we will need a slightly stronger assumption on $q$, namely $q=$ $s^{2 L} \in \mathbb{K}^{\times}$, again not a root of unity.

According to Definition 1.18 , the Rosso form on the double $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)$is given by

$$
\kappa\left(Y_{1} \bowtie X_{1}, Y_{2} \bowtie X_{2}\right)=\tau\left(\hat{S}\left(X_{1}\right), Y_{2}\right) \tau\left(X_{2}, \hat{S}\left(Y_{1}\right)\right)
$$

for $X_{1}, X_{2} \in U_{q}\left(\mathfrak{b}_{+}\right), Y_{1}, Y_{2} \in U_{q}\left(\mathfrak{b}_{-}\right)$, or equivalently

$$
\kappa\left(Y_{1} \bowtie \hat{S}^{-1}\left(X_{1}\right), Y_{2} \bowtie \hat{S}\left(X_{2}\right)\right)=\tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right) .
$$

These formulas inspire the following definition.
Definition 2.78. Assume that $q=s^{2 L} \in \mathbb{K}^{\times}$. The quantum Killing form for $U_{q}(\mathfrak{g})$ is the bilinear form $\kappa: U_{q}(\mathfrak{g}) \times U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ given by

$$
\kappa\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right)=q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right)
$$

for $X_{1}, X_{2} \in U_{q}\left(\mathfrak{n}_{+}\right), Y_{1}, Y_{2} \in U_{q}\left(\mathfrak{n}_{-}\right), \mu, \nu \in \mathbf{P}$.
We remark that we need here a slightly stronger requirement on $q$ than usual in order for the terms $q^{(\lambda, \mu) / 2}$ to be well-defined. The factor of $\frac{1}{2}$ is needed to compensate for the doubling of the Cartan part in $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie U_{q}\left(\mathfrak{b}_{+}\right)$, see also the remarks further below.

Heuristically, the formula in Definition 2.78 can be explained by formally writing

$$
\begin{aligned}
\kappa\left(Y_{1} K_{\mu / 2}\right. & \left.\bowtie K_{\mu / 2} \hat{S}^{-1}\left(X_{1}\right), Y_{2} K_{\nu / 2} \bowtie K_{\nu / 2} \hat{S}\left(X_{2}\right)\right) \\
& =\kappa\left(Y_{1} K_{\mu / 2} \bowtie \hat{S}^{-1}\left(X_{1} K_{-\mu / 2}\right), Y_{2} K_{\nu / 2} \bowtie \hat{S}\left(X_{2} K_{-\nu / 2}\right)\right) \\
& =q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right),
\end{aligned}
$$

in the Rosso form. This amounts to "splitting up" the Cartan part of $U_{q}(\mathfrak{g})$ evenly among $U_{q}\left(\mathfrak{b}_{+}\right)$and $U_{q}\left(\mathfrak{b}_{-}\right)$.

Proposition 2.79. The quantum Killing form $\kappa: U_{q}(\mathfrak{g}) \times U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ is adinvariant, that is,

$$
\kappa(Z \rightarrow X, Y)=\kappa(X, \hat{S}(Z) \rightarrow Y)
$$

for all $X, Y, Z \in U_{q}(\mathfrak{g})$.

Proof. Let us consider $X=Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)$ and $Y=Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)$. For $Z=K_{\lambda}$ and $X_{j} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\beta_{j}}$ and $Y_{j} \in U_{q}\left(\mathfrak{n}_{-}\right)_{\gamma_{j}}$ we get

$$
\begin{aligned}
\kappa\left(K_{\lambda} \rightarrow\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right)\right. & \left., K_{\lambda} \rightarrow\left(Y_{2} K_{\beta} \hat{S}\left(X_{2}\right)\right)\right) \\
& =q^{\left(\lambda, \beta_{1}+\gamma_{1}\right)} q^{\left(\lambda, \beta_{2}+\gamma_{2}\right)} \kappa\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right) \\
& =\delta_{\beta_{1},-\gamma_{2}} \delta_{\beta_{2},-\gamma_{1}} \kappa\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right) \\
& =\kappa\left(Y_{1} K_{\alpha} \hat{S}^{-1}\left(X_{1}\right), Y_{2} K_{\beta} \hat{S}\left(X_{2}\right)\right) .
\end{aligned}
$$

Now consider $Z=\hat{S}^{-1}\left(E_{i}\right)$. We compute

$$
\begin{aligned}
& E_{i} \rightarrow\left(Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right)=E_{i} Y_{2} K_{\nu} \hat{S}\left(X_{2}\right) \hat{S}\left(K_{i}\right)+Y_{2} K_{\nu} \hat{S}\left(X_{2}\right) \hat{S}\left(E_{i}\right) \\
&= q^{\left(\alpha_{i}, \beta_{2}\right)} E_{i} Y_{2} K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)+Y_{2} K_{\nu} \hat{S}\left(E_{i} X_{2}\right) \\
&= q^{\left(\alpha_{i}, \beta_{2}\right)}\left(\tau\left(\hat{S}\left(E_{i}\right),\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} K_{i} \tau\left(K_{i},\left(Y_{2}\right)_{(3)}\right) K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)\right. \\
&+\tau\left(1,\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} E_{i} \tau\left(K_{i},\left(Y_{2}\right)_{(3)}\right) K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right) \\
&\left.+\tau\left(1,\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} \tau\left(E_{i},\left(Y_{2}\right)_{(3)}\right) K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)\right)+Y_{2} K_{\nu} \hat{S}\left(E_{i} X_{2}\right) \\
&=q^{\left(\alpha_{i}, \beta_{2}\right)}\left(\tau\left(\hat{S}\left(E_{i}\right),\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} K_{\nu} \hat{S}\left(X_{2}\right)\right. \\
&\left.\quad+Y_{2} E_{i} K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)+\tau\left(E_{i},\left(Y_{2}\right)_{(2)}\right)\left(Y_{2}\right)_{(1)} K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)\right)+Y_{2} K_{\nu} \hat{S}\left(E_{i} X_{2}\right) \\
&=q^{\left(\alpha_{i}, \beta_{2}\right)} \tau\left(\hat{S}\left(E_{i}\right),\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} K_{\nu} \hat{S}\left(X_{2}\right)-q^{\left(\alpha_{i}, \beta_{2}\right)} Y_{2} \hat{S}\left(E_{i}\right) K_{\nu} \hat{S}\left(X_{2}\right) \\
& \quad+q^{\left(\alpha_{i}, \beta_{2}\right)} \tau\left(E_{i},\left(Y_{2}\right)_{(2)}\right)\left(Y_{2}\right)_{(1)} K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right)+Y_{2} K_{\nu} \hat{S}\left(E_{i} X_{2}\right) \\
&=- q^{\left(\alpha_{i}, \beta_{2}\right)} \tau\left(E_{i} K_{i}^{-1},\left(Y_{2}\right)_{(1)}\right)\left(Y_{2}\right)_{(2)} K_{\nu} \hat{S}\left(X_{2}\right) \\
& \quad-q^{\left(\alpha_{i}, \beta_{2}\right)} q^{-\left(\alpha_{i}, \nu\right)} Y_{2} K_{\nu} \hat{S}\left(X_{2} E_{i}\right) \\
&+q^{\left(\alpha_{i}, \beta_{2}\right)} \tau\left(E_{i},\left(Y_{2}\right)_{(2)}\right)\left(Y_{2}\right)_{(1)} K_{\nu-\alpha_{i}} \hat{S}\left(X_{2}\right) \\
&+Y_{2} K_{\nu} \hat{S}\left(E_{i} X_{2}\right) .
\end{aligned}
$$

In the third term, note that $\tau\left(E_{i}, \cdot\right)$ annihilates all PBW vectors in $U_{q}\left(\mathfrak{b}_{-}\right)$except those of the form $F_{i} K_{\lambda}$ for some $\lambda \in \mathbf{P}$. We therefore obtain

$$
\begin{aligned}
\kappa\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right), E_{i} \rightarrow\right. & \left.\left(Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right)\right) \\
=- & q^{\left(\alpha_{i}, \beta_{2}\right)} q^{(\mu, \nu) / 2} \tau\left(E_{i} K_{i}^{-1},\left(Y_{2}\right)_{(1)}\right) \tau\left(X_{1},\left(Y_{2}\right)_{(2)}\right) \tau\left(X_{2}, Y_{1}\right) \\
& -q^{\left(\alpha_{i}, \beta_{2}\right)} q^{-\left(\alpha_{i}, \nu\right)} q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2} E_{i}, Y_{1}\right) \\
& +q^{\left(\alpha_{i}, \beta_{2}\right)} q^{\left(\mu,-\alpha_{i}\right) / 2} q^{\left(\mu, \nu-\alpha_{i}\right) / 2} \tau\left(E_{i},\left(Y_{2}\right)_{(2)}\right) \tau\left(X_{1},\left(Y_{2}\right)_{(1)}\right) \tau\left(X_{2}, Y_{1}\right) \\
& +q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(E_{i} X_{2}, Y_{1}\right) \\
=- & q^{\left(\alpha_{i}, \beta_{2}-\beta_{1}\right)} q^{(\mu, \nu) / 2} \tau\left(E_{i} X_{1}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right) \\
& -q^{\left(\alpha_{i}, \beta_{2}\right)} q^{-\left(\alpha_{i}, \nu\right)} q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2} E_{i}, Y_{1}\right) \\
& +q^{\left(\alpha_{i}, \beta_{2}\right)} q^{-\left(\mu, \alpha_{i}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{1} E_{i}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right) \\
& +q^{(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(E_{i} X_{2}, Y_{1}\right)
\end{aligned}
$$

On the other hand, using

$$
\begin{aligned}
& E_{i} \rightarrow\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right)=E_{i} Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right) \hat{S}\left(K_{i}\right)+Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right) \hat{S}\left(E_{i}\right) \\
&= q^{\left(\alpha_{i}, \beta_{1}\right)} E_{i} Y_{1} K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)+q^{\left(\alpha_{i}, \alpha_{i}\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{i}\right) \hat{S}^{-1}\left(E_{i}\right) \\
&= q^{\left(\alpha_{i}, \beta_{1}\right)}\left(\tau\left(\hat{S}\left(E_{i}\right),\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} K_{i} \tau\left(K_{i},\left(Y_{1}\right)_{(3)}\right) K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)\right. \\
&+\tau\left(1,\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} E_{i} \tau\left(K_{i},\left(Y_{1}\right)_{(3)}\right) K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right) \\
&\left.+\tau\left(1,\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} \tau\left(E_{i},\left(Y_{1}\right)_{(3)}\right) K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)\right)+q^{\left(\alpha_{i}, \alpha_{i}\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(E_{i} X_{1}\right) \\
&= q^{\left(\alpha_{i}, \beta_{1}\right)}\left(\tau\left(\hat{S}\left(E_{i}\right),\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right. \\
&\left.+Y_{1} E_{i} K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)+\tau\left(E_{i},\left(Y_{1}\right)_{(2)}\right)\left(Y_{1}\right)_{(1)} K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)\right)+q^{\left(\alpha_{i}, \alpha_{i}\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(E_{i} X_{1}\right) \\
&=q^{\left(\alpha_{i}, \beta_{1}\right)} \tau\left(\hat{S}\left(E_{i}\right),\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)-q^{\left(\alpha_{i}, \beta_{1}+\alpha_{i}\right)} Y_{1} \hat{S}^{-1}\left(E_{i}\right) K_{\mu} \hat{S}^{-1}\left(X_{1}\right) \\
&+q^{\left(\alpha_{i}, \beta_{1}\right)} \tau\left(E_{i},\left(Y_{1}\right)_{(2)}\right)\left(Y_{1}\right)_{(1)} K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right)+q^{\left(\alpha_{i}, \alpha_{i}\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(E_{i} X_{1}\right) \\
&=- q^{\left(\alpha_{i}, \beta_{1}\right)} \tau\left(E_{i} K_{i}^{-1},\left(Y_{1}\right)_{(1)}\right)\left(Y_{1}\right)_{(2)} K_{\mu} \hat{S}^{-1}\left(X_{1}\right) \\
& \quad-q^{\left(\alpha_{i}, \beta_{1}+\alpha_{i}\right)} q^{-\left(\alpha_{i}, \mu\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1} E_{i}\right) \\
&+q^{\left(\alpha_{i}, \beta_{1}\right)} \tau\left(E_{i},\left(Y_{1}\right)_{(2)}\right)\left(Y_{1}\right)_{(1)} K_{\mu-\alpha_{i}} \hat{S}^{-1}\left(X_{1}\right) \\
&+q^{\left(\alpha_{i}, \alpha_{i}\right)} Y_{1} K_{\mu} \hat{S}^{-1}\left(E_{i} X_{1}\right)^{2}
\end{aligned}
$$

we calculate

$$
\begin{aligned}
& \kappa\left(\hat{S}^{-1}\left(E_{i}\right) \rightarrow\right.\left.\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right) \\
&=- \kappa\left(E_{i} \rightarrow\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right), K_{i} \rightarrow\left(Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right)\right) \\
&=- q^{\left(\alpha_{i}, \gamma_{2}+\beta_{2}\right)} \kappa\left(E_{i} \rightarrow\left(Y_{1} K_{\mu} \hat{S}^{-1}\left(X_{1}\right)\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right) \\
&=- q^{\left(\alpha_{i}, \gamma_{2}+\beta_{2}\right)}\left(-q^{\left(\alpha_{i}, \beta_{1}\right)} q^{(\mu, \nu) / 2} \tau\left(E_{i} K_{i}^{-1},\left(Y_{1}\right)_{(1)}\right) \tau\left(X_{2},\left(Y_{1}\right)_{(2)}\right) \tau\left(X_{1}, Y_{2}\right)\right. \\
&-q^{\left(\alpha_{i}, \beta_{1}+\alpha_{i}\right)} q^{-\left(\alpha_{i}, \mu\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(X_{1} E_{i}, Y_{2}\right) \\
&+q^{\left(\alpha_{i}, \beta_{1}\right)} q^{\left(\nu,-\alpha_{i}\right) / 2} q^{\left(\mu-\alpha_{i}, \nu\right) / 2} \tau\left(E_{i},\left(Y_{1}\right)_{(2)}\right) \tau\left(X_{2},\left(Y_{1}\right)_{(1)}\right) \tau\left(X_{1}, Y_{2}\right) \\
&\left.+q^{\left(\alpha_{i}, \alpha_{i}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(E_{i} X_{1}, Y_{2}\right)\right) \\
&=- q^{\left(\alpha_{i}, \gamma_{2}+\beta_{2}\right)}\left(-q^{\left(\alpha_{i}, \beta_{1}\right)} q^{(\mu, \nu) / 2} \tau\left(E_{i} K_{i}^{-1} X_{2}, Y_{1}\right) \tau\left(X_{1}, Y_{2}\right)\right. \\
&-q^{\left(\alpha_{i}, \beta_{1}+\alpha_{i}\right)} q^{-\left(\alpha_{i}, \mu\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(X_{1} E_{i}, Y_{2}\right) \\
&+q^{\left(\alpha_{i}, \beta_{1}\right)} q^{-\left(\nu, \alpha_{i}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2} E_{i}, Y_{1}\right) \tau\left(X_{1}, Y_{2}\right) \\
&\left.+q^{\left(\alpha_{i}, \alpha_{i}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(E_{i} X_{1}, Y_{2}\right)\right) \\
&=q^{(\mu, \nu) / 2} \tau\left(E_{i} X_{2}, Y_{1}\right) \tau\left(X_{1}, Y_{2}\right) \\
&+q^{\left(\alpha_{i}, \beta_{2}\right)} q^{-\left(\alpha_{i}, \mu\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(X_{1} E_{i}, Y_{2}\right) \\
&-q^{\left(\alpha_{i}, \beta_{2}\right)} q^{\left(\nu,-\alpha_{i}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2} E_{i}, Y_{1}\right) \tau\left(X_{1}, Y_{2}\right) \\
&-q^{\left(\alpha_{i}, \beta_{2}-\beta_{1}\right)} q^{(\mu, \nu) / 2} \tau\left(X_{2}, Y_{1}\right) \tau\left(E_{i} X_{1}, Y_{2}\right)
\end{aligned}
$$

where in the first term of the last equality we are using the fact that $\tau\left(E_{i} X_{2}, Y_{1}\right) \tau\left(X_{1}, Y_{2}\right)$ is zero unless $-\gamma_{1}=\alpha_{i}+\beta_{2}$ and $-\gamma_{2}=\beta_{1}$, and similarly for each of the other terms.

In a similar way one proceeds for $Z=\hat{S}^{-1}\left(F_{i}\right)$. This yields the claim.
Consider also the bilinear form

$$
\begin{aligned}
\left(X_{1} K_{\mu} \hat{S}\left(Y_{1}\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right) & =q^{-(\mu, \nu) / 2} \tau\left(X_{1}, Y_{2}\right) \tau\left(X_{2}, Y_{1}\right) \\
& =\kappa\left(\hat{S}^{-1}\left(X_{1} K_{\mu} \hat{S}\left(Y_{1}\right)\right), Y_{2} K_{\nu} \hat{S}\left(X_{2}\right)\right)
\end{aligned}
$$

on $U_{q}(\mathfrak{g})$. Using

$$
\hat{S}(X) \leftarrow \hat{S}(Z)=\hat{S}^{2}\left(Z_{(2)}\right) \hat{S}(X) \hat{S}\left(Z_{(1)}\right)=\hat{S}\left(Z_{(1)} X \hat{S}\left(Z_{(2)}\right)\right)=\hat{S}(Z \rightarrow X)
$$

and Proposition 2.79 we get

$$
(X \leftarrow Z, Y)=(X, Z \rightarrow Y)
$$

for all $X, Y, Z \in U_{q}(\mathfrak{g})$. This will be crucial when we use the quantum Killing form to express the locally finite part of $U_{q}(\mathfrak{g})$ in terms of $\mathcal{O}\left(G_{q}\right)$ in Theorem 2.113.
2.8.3. Computation of the Drinfeld pairing. In this subsection we use the PBWbasis to compute the Drinfeld pairing. For the main part of the arguments we follow the approach of Tanisaki [72].

Let us start with some preliminaries. The $q$-exponential function $\exp _{q}$ is defined by

$$
\exp _{q}(x)=\sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} x^{n}
$$

Here $x$ is a formal variable, and the expression on the right hand side can be viewed as an element of $\mathbb{Q}(q)[[x]]$.
Lemma 2.80. The formal series $\exp _{q}(x)$ is invertible, with inverse

$$
\exp _{q}(x)^{-1}=\sum_{n=0}^{\infty} \frac{q^{-n(n-1) / 2}}{[n]_{q}!}(-x)^{n}=\exp _{q^{-1}}(-x)
$$

Proof. We formally multiply and collect terms of common powers in $x$, explicitly,

$$
\begin{aligned}
\exp _{q}(x) \exp _{q^{-1}}(-x) & =\left(\sum_{m=0}^{\infty} \frac{q^{m(m-1) / 2}}{[m]_{q}!} x^{m}\right)\left(\sum_{n=0}^{\infty} \frac{q^{-n(n-1) / 2}}{[n]_{q}!}(-x)^{n}\right) \\
& =\sum_{k=0}^{\infty} \sum_{l=0}^{k}(-1)^{k-l} \frac{q^{l(l-1) / 2} q^{-(k-l)(k-l-1) / 2}}{[l]_{q}!} \frac{1}{[k-l]_{q}!} x^{k} \\
& =\sum_{k=0}^{\infty}(-1)^{k} q^{\left(-k^{2}+k\right) / 2}\left(\sum_{l=0}^{k}(-1)^{l} \frac{q^{\left(l^{2}-l+k l+l k-l^{2}-l\right) / 2}}{[k]_{q}!}\left[\begin{array}{c}
k \\
l
\end{array}\right]_{q}\right) x^{k} \\
& =\sum_{k=0}^{\infty}(-1)^{k} \frac{q^{\left(-k^{2}+k\right) / 2}}{[k]_{q}!}\left(\sum_{l=0}^{k}(-1)^{l} q^{k l-l}\left[\begin{array}{c}
k \\
l
\end{array}\right]_{q}\right) x^{k} .
\end{aligned}
$$

Hence the claim follows from Lemma 2.2,
For $1 \leq i \leq N$ and integrable $U_{q}(\mathfrak{g})$-modules $V, W$, define a linear operator $Z_{i}$ on $V \otimes W$ by

$$
Z_{i}=\exp _{q_{i}}\left(\left(q_{i}-q_{i}^{-1}\right)\left(E_{i} \otimes F_{i}\right)\right)
$$

According to Lemma 2.80 the operator $Z_{i}$ is invertible with inverse

$$
Z_{i}^{-1}=\exp _{q_{i}^{-1}}\left(-\left(q_{i}-q_{i}^{-1}\right)\left(E_{i} \otimes F_{i}\right)\right)
$$

Recall moreover the definition of the operators $\mathcal{T}_{i}$ acting on integrable $U_{q}(\mathfrak{g})$ modules from Section 2.7 .

Proposition 2.81. Let $V, W$ be finite dimensional integrable $U_{q}(\mathfrak{g})$-modules and $1 \leq i \leq N$. Then we have

$$
\mathcal{T}_{i}(v \otimes w)=\left(\mathcal{T}_{i} \otimes \mathcal{T}_{i}\right) Z_{i}(v \otimes w)
$$

for all $v \otimes w \in V \otimes W$.
Proof. Since the operators $\mathcal{T}_{i}$ and $Z_{i}$ are defined in terms of $U_{q_{i}}\left(\mathfrak{g}_{i}\right) \subset U_{q}(\mathfrak{g})$ it suffices to consider the case $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{K})$. We shall therefore restrict to this case in the sequel, writing $Z=\exp _{q}\left(-\left(q-q^{-1}\right)(E \otimes F)\right)$.

Let us first show that both $\mathcal{T}$ and $(\mathcal{T} \otimes \mathcal{T}) Z$ commute in the same way with the diagonal action of $E$ and $F$. By Lemma 2.51 we have

$$
\begin{aligned}
\mathcal{T}(E \cdot(v \otimes w)) & =-K^{2} F \cdot \mathcal{T}(v \otimes w) \\
& =\left(-K^{2} F \otimes K^{2}-1 \otimes K^{2} F\right) \cdot \mathcal{T}(v \otimes w)
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
&(\mathcal{T} \otimes \mathcal{T}) Z(E \cdot(v \otimes w))=(\mathcal{T} \otimes \mathcal{T}) Z\left(E \cdot v \otimes K^{2} \cdot w+v \otimes E \cdot w\right) \\
&=( \mathcal{T} \otimes \mathcal{T})\left(\left(E \otimes K^{2}\right) \cdot \exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
& \quad+(\mathcal{T} \otimes \mathcal{T}) Z((1 \otimes E) \cdot(v \otimes w)) \\
&=-\left(K^{2} F \otimes K^{-2}\right)(\mathcal{T} \otimes \mathcal{T})\left(\exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
& \quad+(\mathcal{T} \otimes \mathcal{T}) Z((1 \otimes E) \cdot(v \otimes w))
\end{aligned}
$$

In order to compute $(\mathcal{T} \otimes \mathcal{T}) Z((1 \otimes E) \cdot(v \otimes w))$ consider $x=\left(q-q^{-1}\right)(E \otimes F)$. Let us prove by induction that

$$
\begin{aligned}
{\left[x^{n}, 1 \otimes E\right] } & =\sum_{r=0}^{n-1}\left(E \otimes\left(K^{-2} q^{-2 r}-K^{2} q^{2 r}\right)\right) x^{n-1} \\
& =\left(q^{-n+1}[n]_{q}\left(E \otimes K^{-2}\right)-q^{n-1}[n]_{q}\left(E \otimes K^{2}\right)\right) x^{n-1}
\end{aligned}
$$

for all $n \in \mathbb{N}$. Indeed, for $n=1$ one checks

$$
[x, 1 \otimes E]=\left(q-q^{-1}\right)(E \otimes[F, E])=E \otimes\left(K^{-2}-K^{2}\right)
$$

and for the inductive step we compute

$$
\begin{aligned}
{\left[x^{n}, 1 \otimes E\right] } & =x\left[x^{n-1}, 1 \otimes E\right]+[x, 1 \otimes E] x^{n-1} \\
& =x \sum_{r=0}^{n-2}\left(E \otimes\left(K^{-2} q^{-2 r}-K^{2} q^{2 r}\right)\right) x^{n-2}+\left(E \otimes\left(K^{-2}-K^{2}\right)\right) x^{n-1} \\
& =\sum_{r=0}^{n-2}\left(E \otimes K^{-2} q^{-2 r-2}-E \otimes K^{2} q^{2 r+2}\right) x^{n-1}+\left(E \otimes\left(K^{-2}-K^{2}\right)\right) x^{n-1} \\
& =\sum_{r=0}^{n-1}\left(E \otimes\left(K^{-2} q^{-2 r}-K^{2} q^{2 r}\right)\right) x^{n-1} .
\end{aligned}
$$

Therefore we formally obtain

$$
\begin{aligned}
Z(1 \otimes E)= & \sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} x^{n}(1 \otimes E) \\
= & (1 \otimes E) \exp _{q}(x)+\sum_{n=1}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} q^{-n+1}[n]_{q}\left(E \otimes K^{-2}\right) x^{n-1} \\
& -\sum_{n=1}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} q^{n-1}[n]_{q}\left(E \otimes K^{2}\right) x^{n-1} \\
= & (1 \otimes E) \exp _{q}(x)+\left(E \otimes K^{-2}\right) \sum_{n=1}^{\infty} \frac{q^{(n-1)(n-2) / 2}}{[n-1]_{q}!} x^{n-1} \\
& -\left(E \otimes K^{2}\right) \sum_{n=1}^{\infty} \frac{q^{(n-1)(n-2) / 2}}{[n-1]_{q}!} q^{2(n-1)} x^{n-1} \\
= & (1 \otimes E) \exp _{q}(x)+\left(E \otimes K^{-2}\right) \exp _{q}(x)-\left(E \otimes K^{2}\right) \exp _{q}\left(q^{2} x\right) .
\end{aligned}
$$

Summarizing the above calculations we get

$$
\begin{aligned}
(\mathcal{T} \otimes \mathcal{T}) Z(1 \otimes E) & =-\left(1 \otimes K^{2} F\right)(\mathcal{T} \otimes \mathcal{T}) Z-\left(K^{2} F \otimes K^{2}\right)(\mathcal{T} \otimes \mathcal{T}) Z \\
& +\left(K^{2} F \otimes K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) \exp _{q}\left(q^{2} x\right)
\end{aligned}
$$

and hence

$$
\begin{array}{rl}
(\mathcal{T} \otimes \mathcal{T}) Z & Z(E \cdot(v \otimes w)) \\
= & -\left(K^{2} F \otimes K^{-2}\right)(\mathcal{T} \otimes \mathcal{T})\left(\exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
& \quad-\left(1 \otimes K^{2} F\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)-\left(K^{2} F \otimes K^{2}\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w) \\
+ & \left.\left(K^{2} F \otimes K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) \exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
= & -\left(1 \otimes K^{2} F\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)-\left(K^{2} F \otimes K^{2}\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)
\end{array}
$$

This shows that both operators commute in the same way with the diagonal action of $E$. In a similar way we compute

$$
\begin{aligned}
\mathcal{T}(F \cdot(v \otimes w)) & =-E K^{-2} \cdot \mathcal{T}(v \otimes w) \\
& =\left(-E K^{-2} \otimes 1-K^{-2} \otimes E K^{-2}\right) \cdot \mathcal{T}(v \otimes w)
\end{aligned}
$$

On the other hand,

$$
\begin{aligned}
&(\mathcal{T} \otimes \mathcal{T}) Z(F \cdot(v \otimes w))=(\mathcal{T} \otimes \mathcal{T}) Z\left(F \cdot v \otimes w+K^{-2} \cdot v \otimes F \cdot w\right) \\
&=(\mathcal{T} \otimes \mathcal{T}) Z((F \otimes 1) \cdot(v \otimes w)) \\
& \quad \quad+(\mathcal{T} \otimes \mathcal{T})\left(\left(K^{-2} \otimes F\right) \cdot \exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
&=(\mathcal{T} \otimes \mathcal{T}) Z((F \otimes 1) \cdot(v \otimes w)) \\
& \quad \quad-\left(K^{2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T})\left(\exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right)
\end{aligned}
$$

If $x=\left(q-q^{-1}\right)(E \otimes F)$, then we obtain

$$
\begin{aligned}
{\left[x^{n}, F \otimes 1\right] } & =\sum_{r=0}^{n-1}\left(\left(K^{2} q^{-2 r}-K^{-2} q^{2 r}\right) \otimes F\right) x^{n-1} \\
& =\left(q^{-n+1}[n]_{q} K^{2} \otimes F-q^{n-1}[n]_{q} K^{-2} \otimes F\right) x^{n-1}
\end{aligned}
$$

for all $n \in \mathbb{N}$ by induction. Indeed, for $n=1$ one checks

$$
[x, F \otimes 1]=\left(q-q^{-1}\right)([E, F] \otimes F)=\left(K^{2}-K^{-2}\right) \otimes F
$$

and for the inductive step we compute

$$
\begin{aligned}
{\left[x^{n}, F \otimes 1\right] } & =x\left[x^{n-1}, F \otimes 1\right]+[x, F \otimes 1] x^{n-1} \\
& =x \sum_{r=0}^{n-2}\left(\left(K^{2} q^{-2 r}-K^{-2} q^{2 r}\right) \otimes F\right) x^{n-2}+\left(\left(K^{2}-K^{-2}\right) \otimes F\right) x^{n-1} \\
& =\sum_{r=0}^{n-2}\left(\left(K^{2} q^{-2 r-2}-K^{-2} q^{2 r+2}\right) \otimes F\right) x^{n-2}+\left(\left(K^{2}-K^{-2}\right) \otimes F\right) x^{n-1} \\
& =\sum_{r=0}^{n-1}\left(\left(K^{2} q^{-2 r}-K^{-2} q^{2 r}\right) \otimes F\right) x^{n-1}
\end{aligned}
$$

We formally obtain

$$
\begin{aligned}
Z(F \otimes 1)= & \sum_{n=0}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} x^{n}(F \otimes 1) \\
= & (F \otimes 1) \exp _{q}(x)+\sum_{n=1}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} q^{-n+1}[n]_{q}\left(K^{2} \otimes F\right) x^{n-1} \\
& -\sum_{n=1}^{\infty} \frac{q^{n(n-1) / 2}}{[n]_{q}!} q^{n-1}[n]_{q}\left(K^{-2} \otimes F\right) x^{n-1} \\
= & (F \otimes 1) \exp _{q}(x)+\left(K^{2} \otimes F\right) \sum_{n=1}^{\infty} \frac{q^{(n-1)(n-2) / 2}}{[n-1]_{q}!} x^{n-1} \\
& -\left(K^{-2} \otimes F\right) \sum_{n=1}^{\infty} \frac{q^{(n-1)(n-2) / 2}}{[n]_{q}!} q^{2(n-1)} x^{n-1} \\
= & (F \otimes 1) \exp _{q}(x)+\left(K^{2} \otimes F\right) \exp _{q}(x)-\left(K^{-2} \otimes F\right) \exp _{q}\left(q^{2} x\right) .
\end{aligned}
$$

Summarising the above calculations we get

$$
\begin{aligned}
(\mathcal{T} \otimes \mathcal{T}) Z(F \otimes 1) & =-\left(E K^{-2} \otimes 1\right)(\mathcal{T} \otimes \mathcal{T}) Z-\left(K^{-2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) Z \\
& +\left(K^{2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) \exp _{q}\left(q^{2} x\right)
\end{aligned}
$$

and hence

$$
\begin{aligned}
(\mathcal{T} \otimes \mathcal{T}) & Z(F \cdot(v \otimes w)) \\
& =-\left(E K^{-2} \otimes 1\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)-\left(K^{-2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w) \\
& +\left(K^{2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) \exp _{q}\left(q^{2}\left(q-q^{-1}\right)(E \otimes F)(v \otimes w)\right) \\
& -\left(K^{2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T})\left(\exp _{q}\left(\left(q-q^{-1}\right) q^{2}(E \otimes F)\right)(v \otimes w)\right) \\
& =-\left(E K^{-2} \otimes 1\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)-\left(K^{-2} \otimes E K^{-2}\right)(\mathcal{T} \otimes \mathcal{T}) Z(v \otimes w)
\end{aligned}
$$

That is, both operators commute in the same way with the diagonal action of $F$. Let us point out that $\mathcal{T}$ and $(\mathcal{T} \otimes \mathcal{T}) Z$ commute also in the same way with the diagonal action of $K_{\mu}$ for $\mu \in \mathbf{P}$, as one checks easily by weight considerations.

We show next that $\mathcal{T}$ and $(\mathcal{T} \otimes \mathcal{T}) Z$ agree on $V(m) \otimes V(1 / 2)$ for all $m \in \frac{1}{2} \mathbb{N}_{0}$. For $m=0$ there is nothing to prove. Hence assume that $m \geq \frac{1}{2}$ and consider the tensor product decomposition

$$
V(m) \otimes V(1 / 2) \cong V(m+1 / 2) \oplus V(m-1 / 2)
$$

Since both operators commute in the same way with the diagonal action of $U_{q}(\mathfrak{g})$ it suffices to show that $\mathcal{T}$ and $(\mathcal{T} \otimes \mathcal{T}) Z$ agree on the lowest weight vectors in the
irreducible components $V(m+1 / 2)$ and $V(m-1 / 2)$ of the tensor product. Up to a scalar, these lowest weight vectors are given by

$$
\begin{aligned}
& v_{(-m-1 / 2)}=v_{(-m)} \otimes v_{(-1 / 2)}, \\
& v_{(-m+1 / 2)}=[2 m]_{q} v_{(-m)} \otimes v_{(1 / 2)}-q^{2 m} v_{(-m+1)} \otimes v_{(-1 / 2)},
\end{aligned}
$$

as can be checked by computing the diagonal action of $F$ on each.
For the case of $v_{(-m-1 / 2)}$, note that $Z$ fixes $v_{(-m)} \otimes v_{(-1 / 2)}$, and so Proposition 2.49 gives

$$
(\mathcal{T} \otimes \mathcal{T}) Z\left(v_{(-m)} \otimes v_{(-1 / 2)}\right)=(-1)^{2 m} q^{2 m} v_{(m)} \otimes-q v_{(1 / 2)}
$$

while

$$
\left.\mathcal{T}\left(v_{(-m-1 / 2}\right)\right)=(-1)^{2 m+1} q^{2 m+1} v_{(m+1 / 2)}
$$

For $v_{(-m+1 / 2)}$, we have

$$
\begin{aligned}
Z\left(v_{(-m+1 / 2)}\right)= & v_{(-m+1 / 2)}+\left(q-q^{-1}\right)(E \otimes F) \cdot v_{(-m+1 / 2)} \\
= & {[2 m]_{q} v_{(-m)} \otimes v_{(1 / 2)}-q^{2 m} v_{(-m+1)} \otimes v_{(-1 / 2)} } \\
& \quad+\left(q-q^{-1}\right)[2 m]_{q} v_{(-m+1)} \otimes v_{(-1 / 2)} \\
= & {[2 m]_{q} v_{(-m)} \otimes v_{(1 / 2)}-q^{-2 m} v_{(-m+1)} \otimes v_{(-1 / 2)} . }
\end{aligned}
$$

Using the formulas from Proposition 2.49 we get

$$
\begin{aligned}
(\mathcal{T} & \otimes \mathcal{T}) Z\left(v_{(-m+1 / 2)}\right) \\
& =(\mathcal{T} \otimes \mathcal{T})\left([2 m]_{q} v_{(-m)} \otimes v_{(1 / 2)}-q^{-2 m} v_{(-m+1)} \otimes v_{(-1 / 2)}\right) \\
& =(-1)^{2 m} q^{2 m}[2 m]_{q} v_{(m)} \otimes v_{(-1 / 2)}-(-1)^{2 m-1} q^{-2 m} q^{(2 m-1) 2} v_{(m-1)} \otimes\left(-q v_{(1 / 2)}\right) \\
& =(-1)^{2 m} q^{2 m}[2 m]_{q} v_{(m)} \otimes v_{(-1 / 2)}-(-1)^{2 m} q^{2 m-1} v_{(m-1)} \otimes v_{(1 / 2)}
\end{aligned}
$$

On the other hand, from the definition of $\mathcal{T}$ and Lemma 2.6 we obtain

$$
\begin{aligned}
& \mathcal{T}\left(v_{(-m+1 / 2)}\right)=(-1)^{2 m-1} q^{2 m-1} E^{(2 m-1)} \cdot v_{(-m+1 / 2)} \\
&=(-1)^{2 m-1} q^{2 m-1} E^{(2 m-1)} \cdot\left([2 m]_{q} v_{(-m)} \otimes v_{(1 / 2)}-q^{2 m} v_{(-m+1)} \otimes v_{(-1 / 2)}\right) \\
&=( -1)^{2 m-1} q^{2 m-1}\left([2 m]_{q} E^{(2 m-1)} \cdot v_{(-m)} \otimes K^{2(2 m-1)} \cdot v_{(1 / 2)}\right. \\
& \quad-q^{2 m} E^{(2 m-1)} \cdot v_{(-m+1)} \otimes K^{2(2 m-1)} \cdot v_{(-1 / 2)} \\
& \quad\left.-q^{2 m} q^{2 m-2} E^{(2 m-2)} \cdot v_{(-m+1)} \otimes E K^{2(2 m-2)} \cdot v_{(-1 / 2)}\right) \\
&=(-1)^{2 m-1} q^{2 m-1}[2 m]_{q} q^{2 m-1} v_{(m-1)} \otimes v_{(1 / 2)} \\
& \quad+(-1)^{2 m} q^{2 m-1} q^{2 m}[2 m]_{q} v_{(m)} \otimes q^{-(2 m-1)} v_{(-1 / 2)} \\
& \quad+(-1)^{2 m} q^{2 m-1} q^{2 m} q^{2 m-2} q^{-(2 m-2)}[2 m-1]_{q} v_{(m-1)} \otimes v_{(1 / 2)} \\
&=(-1)^{2 m-1} q^{4 m-2}[2 m]_{q} v_{(m-1)} \otimes v_{(1 / 2)} \\
& \quad+(-1)^{2 m} q^{2 m}[2 m]_{q} v_{(m)} \otimes v_{(-1 / 2)} \\
& \quad+(-1)^{2 m} q^{4 m-1}[2 m-1]_{q} v_{(m-1)} \otimes v_{(1 / 2)} \\
&=(-1)^{2 m-1} q^{2 m-1} v_{(m-1)} \otimes v_{(1 / 2)}+(-1)^{2 m} q^{2 m}[2 m]_{q} v_{(m)} \otimes v_{(-1 / 2)},
\end{aligned}
$$

using

$$
q^{4 m-2}[2 m]_{q}-q^{4 m-1}[2 m-1]_{q}=q^{2 m-1}
$$

in the last step.
Now we want to show that $\mathcal{T}$ and $(\mathcal{T} \otimes \mathcal{T}) Z$ agree on $V(m) \otimes V(n)$ for all $n \in \frac{1}{2} \mathbb{N}_{0}$. Since both operators commute in the same way with the diagonal action of $U_{q}(\mathfrak{g})$ it suffices to show that they agree on $V(m) \otimes v_{(-n)}$, where $v_{(-n)} \in V(n)$ is a lowest weight vector. The case $n=0$ is trivial, and the case $n=1 / 2$ follows from our above calculations. Let $n>1 / 2$ and assume that the assertion is proved
for all $m$ and all $k<n$. Since $Z\left(v \otimes v_{(-n)}\right)=v \otimes v_{(-n)}$ for all $v \in V(m)$ we have to show $\mathcal{T}\left(v \otimes v_{(-n)}\right)=\mathcal{T}(v) \otimes \mathcal{T}\left(v_{(-n)}\right)$. To this end consider the inclusion $V(n) \subset V(n-1 / 2) \otimes V(1 / 2)$. Then, up to a scalar, the vector $v_{(-n)}$ identifies with $v_{(-n+1 / 2)} \otimes v_{(-1 / 2)}$, and we obtain

$$
\begin{aligned}
\mathcal{T}\left(v \otimes v_{(-n+1 / 2)} \otimes v_{(-1 / 2)}\right) & =\mathcal{T}\left(v \otimes v_{(-n+1 / 2)}\right) \otimes \mathcal{T}\left(v_{(-1 / 2)}\right) \\
& =\mathcal{T}(v) \otimes \mathcal{T}\left(v_{(-n+1 / 2)}\right) \otimes \mathcal{T}\left(v_{(-1 / 2)}\right) \\
& =\mathcal{T}(v) \otimes \mathcal{T}\left(v_{(-n+1 / 2)} \otimes v_{(-1 / 2)}\right)
\end{aligned}
$$

by our induction hypothesis. This finishes the proof.
Recall that the automorphism $\mathcal{T}_{i}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})$ is induced by conjugation with the operators $\mathcal{T}_{i}$ on integrable $U_{q}(\mathfrak{g})$-modules. As a consequence of Proposition 2.81 we obtain

$$
\hat{\Delta}\left(\mathcal{T}_{i}^{-1}(X)\right)=Z_{i}^{-1}\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right) \hat{\Delta}(X)\left(\mathcal{T}_{i} \otimes \mathcal{T}_{i}\right) Z_{i}=Z_{i}^{-1}\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right)(\hat{\Delta}(X)) Z_{i}
$$

for all $X \in U_{q}(\mathfrak{g})$.
Lemma 2.82. We have

$$
\begin{aligned}
& \hat{\Delta}\left(\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)\right) \subset \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right) \otimes U_{q}(\mathfrak{g}), \\
& \hat{\Delta}\left(\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{-}\right)\right)\right) \subset U_{q}(\mathfrak{g}) \otimes \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{-}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)=U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right), \\
& U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{-}\right)\right)=U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)
\end{aligned}
$$

Proof. For the first formula we compute

$$
\begin{aligned}
\left.\hat{\Delta}\left(\mathcal{T}_{i}(X)\right)\right) & =\left(\mathcal{T}_{i} \otimes \mathcal{T}_{i}\right)\left(Z_{i} \hat{\Delta}(X) Z_{i}^{-1}\right)\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right) \\
& =\left(\mathcal{T}_{i} \otimes \mathcal{T}_{i}\right)\left(Z_{i} \hat{\Delta}(X) Z_{i}^{-1}\right)
\end{aligned}
$$

and if $X \in U_{q}\left(\mathfrak{b}_{+}\right)$the term on the right hand side is contained in $\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right) \otimes U_{q}(\mathfrak{g})$ by the explicit formula for $Z_{i}$. The second formula is obtained in exactly the same way.

For the third formula it clearly suffices to show that the space on the left hand side is contained in the space on the right hand side. Let $X \in U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)$. Moreover let $V$ be an integrable $U_{q}(\mathfrak{g})$-module and $v \in V$. If $\lambda \in \mathbf{P}^{+}$and $v_{\lambda} \in V(\lambda)$ is a highest weight vector we have $Z_{i}\left(v_{\lambda} \otimes v\right)=v_{\lambda} \otimes v$, hence the formula after Proposition 2.81 yields

$$
\mathcal{T}_{i}^{-1}(X) \cdot\left(v_{\lambda} \otimes v\right)=Z_{i}^{-1}\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right)(\hat{\Delta}(X)) \cdot\left(v_{\lambda} \otimes v\right)
$$

Since $X \in U_{q}\left(\mathfrak{n}_{+}\right)$we have

$$
\hat{\Delta}(X)-1 \otimes X \in \bigoplus_{\mu \in \mathbf{Q}^{+} \backslash\{0\}} U_{q}\left(\mathfrak{n}_{+}\right)_{\mu} \otimes U_{q}\left(\mathfrak{b}_{+}\right)
$$

and combining this with $X \in \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)$, the first formula of the present Lemma yields

$$
\hat{\Delta}(X)-1 \otimes X \in \bigoplus_{\mu \in \mathbf{Q}^{+} \backslash\{0\}}\left(U_{q}\left(\mathfrak{n}_{+}\right)_{\mu} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right) .
$$

Hence

$$
\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right)(\hat{\Delta}(X))-1 \otimes \mathcal{T}_{i}^{-1}(X) \in U_{q}(\mathfrak{h})\left(\bigoplus_{\mu \in \mathbf{Q}^{+} \backslash\{0\}} U_{q}\left(\mathfrak{n}_{+}\right)_{\mu}\right) \otimes U_{q}(\mathfrak{g})
$$

observing that the automorphism $\mathcal{T}_{i}^{-1}$ preserves the sum of all nonzero weight spaces in $U_{q}(\mathfrak{g})$. We conclude

$$
\mathcal{T}_{i}^{-1}(X) \cdot\left(v_{\lambda} \otimes v\right)=Z_{i}^{-1}\left(v_{\lambda} \otimes \mathcal{T}_{i}^{-1}(X) \cdot v\right)=v_{\lambda} \otimes \mathcal{T}_{i}^{-1}(X) \cdot v
$$

Since $\mathcal{T}_{i}^{-1}(X) \in U_{q}\left(\mathfrak{b}_{+}\right)$we can write

$$
\mathcal{T}_{i}^{-1}(X)=\sum_{\nu \in \mathbf{Q}^{+}} X_{\nu} K_{\nu}
$$

for elements $X_{\nu} \in U_{q}\left(\mathfrak{n}_{+}\right)$. Then

$$
\mathcal{T}_{i}^{-1}(X) \cdot\left(v_{\lambda} \otimes v\right)=\sum_{\nu \in \mathbf{Q}^{+}} X_{\nu} \cdot\left(K_{\nu} \cdot v_{\lambda} \otimes K_{\nu} \cdot v\right)=\sum_{\nu \in \mathbf{Q}^{+}} q^{(\nu, \lambda)} v_{\lambda} \otimes X_{\nu} K_{\nu} \cdot v
$$

On the other hand,

$$
v_{\lambda} \otimes\left(\mathcal{T}_{i}^{-1}(X) \cdot v\right)=v_{\lambda} \otimes \sum_{\nu \in \mathbf{Q}^{+}} X_{\nu} K_{\nu} \cdot v
$$

and thus

$$
\sum_{\nu \in \mathbf{Q}^{+}} q^{(\nu, \lambda)} v_{\lambda} \otimes X_{\nu} K_{\nu} \cdot v=v_{\lambda} \otimes \sum_{\nu \in \mathbf{Q}^{+}} X_{\nu} K_{\nu} \cdot v
$$

This holds for all $v \in V$, where $V$ is an arbitrary integrable $U_{q}(\mathfrak{g})$-module. Therefore we get

$$
\sum_{\nu \in \mathbf{Q}^{+}}\left(1-q^{(\nu, \lambda)}\right) X_{\nu} K_{\nu}=0
$$

for all $\lambda \in \mathbf{P}^{+}$. This implies $X_{\nu}=0$ for $\nu \neq 0$, and thus $\mathcal{T}_{i}^{-1}(X) \in U_{q}\left(\mathfrak{n}_{+}\right)$. In other words, we obtain $X \in \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$as desired.

The final formula is obtained in a similar way.
Lemma 2.83. We have

$$
\begin{aligned}
& \hat{\Delta}\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \subset\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right), \\
& \hat{\Delta}\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)\right) \subset U_{q}\left(\mathfrak{b}_{-}\right) \otimes\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)\right)
\end{aligned}
$$

for $1 \leq i \leq N$.
Proof. According to the first formula of Lemma 2.82 we obtain

$$
\hat{\Delta}\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \subset\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right)\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right) .
$$

Hence the third formula of Lemma 2.82 yields the first claim. The second assertion is proved in the same way using the second and fourth formulas of Lemma 2.82 .

Lemma 2.84. We have

$$
\begin{aligned}
& U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)=\left\{X \in U_{q}\left(\mathfrak{n}_{+}\right) \mid \tau\left(X, U_{q}\left(\mathfrak{n}_{-}\right) F_{i}\right)=0\right\} \\
& U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)=\left\{Y \in U_{q}\left(\mathfrak{n}_{-}\right) \mid \tau\left(U_{q}\left(\mathfrak{n}_{+}\right) E_{i}, Y\right)=0\right\}
\end{aligned}
$$

for $1 \leq i \leq N$.
Proof. Assume first $X \in U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$. Using the skew-pairing property we have

$$
\tau\left(X, Y F_{i}\right)=\tau\left(X_{(1)}, F_{i}\right) \tau\left(X_{(2)}, Y\right)
$$

for any $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$. According to the first part of Lemma 2.83, the first tensor factors of $\hat{\Delta}(X)$ consist of sums of terms $Z_{\gamma} \in U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$of weight $\gamma$ for some $\gamma \in\left(\mathbf{Q}^{+} \cap s_{i} \mathbf{Q}^{+}\right) \backslash\{0\}$. Since $\gamma \neq \alpha_{i}$, we must have $\rho\left(Z_{\gamma}, F_{i}\right)=0$ for any such $Z_{\gamma}$, and thus $\tau\left(X, Y F_{i}\right)=0$.

Assume conversely that $X \in U_{q}\left(\mathfrak{n}_{+}\right)$satisfies $\tau\left(X, U_{q}\left(\mathfrak{n}_{-}\right) F_{i}\right)=0$, and let us show $X \in \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$. According to Lemma 2.82 it suffices to prove $\mathcal{T}_{i}^{-1}(X) \in$ $U_{q}\left(\mathfrak{b}_{+}\right)$, and for this it is enough to verify

$$
\mathcal{T}_{i}^{-1}(X)\left(v_{\lambda} \otimes V\right) \subset v_{\lambda} \otimes V
$$

for all integrable modules $V$ and $v_{\lambda} \in V(\lambda)$ for $\lambda \in \mathbf{P}^{+}$. Let us define $X_{r} \in U_{q}\left(\mathfrak{b}_{+}\right)$ for $r \in \mathbb{N}$ by

$$
\hat{\Delta}(X)-\sum_{r \in \mathbb{N}} E_{i}^{r} \otimes X_{r} K_{i}^{r} \in\left(\bigoplus_{\mu \in \mathbf{Q}^{+} \backslash \mathbb{N} \alpha_{i}} U_{q}\left(\mathfrak{n}_{+}\right)_{\mu}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right) .
$$

For $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$and $m \in \mathbb{N}$ we get

$$
\begin{aligned}
0=\tau\left(X, Y F_{i}^{m}\right) & =\tau\left(X_{(1)}, F_{i}^{m}\right) \tau\left(X_{(2)}, Y\right) \\
& =\sum_{r \in \mathbb{N}} \tau\left(E_{i}^{r}, F_{i}^{m}\right) \tau\left(X_{r} K_{i}^{r}, Y\right)=\sum_{r \in \mathbb{N}} \tau\left(E_{i}^{r}, F_{i}^{m}\right) \tau\left(X_{r}, Y\right) .
\end{aligned}
$$

Since $\tau\left(E_{i}^{r}, F_{i}^{m}\right)=0$ for $m \neq r$ we deduce $X_{m}=0$ for all $m \in \mathbb{N}$, using the nondegeneracy of $\tau$ obtained in Proposition 2.92. Hence

$$
\hat{\Delta}(X) \in\left(\bigoplus_{\mu \in \mathbf{Q}^{+} \backslash \mathbb{N} \alpha_{i}} U_{q}\left(\mathfrak{n}_{+}\right)_{\mu}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right) .
$$

On the other hand, we have $U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma} F_{i}^{m} \subset \sum_{r=0}^{m} U_{q}(\mathfrak{h}) F_{i}^{r} U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma-r \alpha_{i}}$. If $\gamma \in$ $\mathbf{Q}^{+} \backslash \mathbb{N}_{0} \alpha_{i}$ we thus get $U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma} F_{i}^{m} \cdot v_{\lambda}=0$.

We now compute

$$
\begin{aligned}
\mathcal{T}_{i}^{-1}(X) \cdot\left(v_{\lambda} \otimes V\right) & =Z_{i}^{-1} \cdot\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right)\left(\hat{\Delta}(X) \cdot\left(\mathcal{T}_{i}\left(v_{\lambda}\right) \otimes V\right)\right) \\
& =Z_{i}^{-1} \cdot\left(\mathcal{T}_{i}^{-1} \otimes \mathcal{T}_{i}^{-1}\right)\left(\hat{\Delta}(X) \cdot\left(F_{i}^{\left(\alpha_{i}^{\vee}, \lambda\right)} \cdot v_{\lambda} \otimes V\right)\right)
\end{aligned}
$$

using the formula for the coproduct of $\mathcal{T}_{i}^{-1}(X)$ obtained after Proposition 2.81 and the definition of the action of $\mathcal{T}_{i}$ on a highest weight vector. From our above considerations we get

$$
\hat{\Delta}(X) \cdot\left(F_{i}^{\left(\alpha_{i}^{\vee}, \lambda\right)} \cdot v_{\lambda} \otimes V\right)=(1 \otimes X) \cdot\left(F_{i}^{\left(\alpha_{i}^{\vee}, \lambda\right)} \cdot v_{\lambda} \otimes V\right) \subset F_{i}^{\left(\alpha_{i}^{\vee}, \lambda\right)} \cdot v_{\lambda} \otimes V
$$

Hence

$$
\mathcal{T}_{i}^{-1}(X) \cdot\left(v_{\lambda} \otimes V\right) \subset Z_{i}^{-1} \cdot\left(\mathcal{T}_{i}^{-1}\left(F_{i}^{\left(\alpha_{i}^{\vee}, \lambda\right)} \cdot v_{\lambda}\right) \otimes V\right)=Z_{i}^{-1} \cdot\left(v_{\lambda} \otimes V\right)=v_{\lambda} \otimes V
$$

as desired.
The second assertion is proved in a similar way.
Lemma 2.85. The multiplication of $U_{q}(\mathfrak{g})$ induces linear isomorphisms

$$
\begin{aligned}
U_{q}\left(\mathfrak{n}_{+}\right) & \cong \bigoplus_{r=0}^{\infty} \mathbb{K} E_{i}^{r} \otimes\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \\
U_{q}\left(\mathfrak{n}_{-}\right) & \cong \bigoplus_{r=0}^{\infty} \mathbb{K} F_{i}^{r} \otimes\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)\right)
\end{aligned}
$$

for each $1 \leq i \leq N$.
Proof. Let $w_{0}=s_{i_{1}} \cdots s_{i_{t}}$ be a reduced expression of the longest word of $W$ beginning with $i_{1}=i$. Then according to Theorem 2.67 the vectors $E_{i}^{a_{1}} E_{\beta_{2}}^{a_{2}} \cdots E_{\beta_{n}}^{a_{n}}$ form a basis of $U_{q}\left(\mathfrak{n}_{+}\right)$. By construction, the linear span of $E_{\beta_{2}}^{a_{2}} \cdots E_{\beta_{n}}^{a_{n}}$ is contained in $U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$. Moreover, the multiplication map $\bigoplus_{r=0}^{\infty} \mathbb{K} E_{i}^{r} \otimes\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap\right.$ $\left.\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \rightarrow U_{q}\left(\mathfrak{n}_{+}\right)$is injective because $\mathcal{T}_{i}^{-1}\left(E_{i}\right) \in U_{q}\left(\mathfrak{b}_{-}\right)$by the definition of $\mathcal{T}_{i}$ and $\mathcal{T}_{i}^{-1}\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)\right) \subset U_{q}\left(\mathfrak{n}_{+}\right)$. This yields the first claim.

The second isomorphism is obtained in a similar way.

Using the notation $U_{q}\left(\mathfrak{n}_{ \pm}\right)[w]$ which we introduced before Definition 2.66, we may rephrase the assertion of Lemma 2.85 as

$$
\begin{aligned}
& U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)=\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\left[s_{i} w_{0}\right]\right), \\
& U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)=\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\left[s_{i} w_{0}\right]\right)
\end{aligned}
$$

for all $1 \leq i \leq N$, where $w_{0} \in W$ is the longest element of $W$.
Definition 2.86. The Harish-Chandra map is the linear map $\mathcal{P}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{h})$ given by $\hat{\epsilon} \otimes \mathrm{id} \otimes \hat{\epsilon}$ under the triangular isomorphism $U_{q}(\mathfrak{g}) \cong U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}(\mathfrak{h}) \otimes$ $U_{q}\left(\mathfrak{n}_{+}\right)$.
Proposition 2.87. Let $\gamma \in \mathbf{Q}^{+}$and assume $X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma}, Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$. Then

$$
\mathcal{P}(X Y)-\tau(X, Y) K_{-\gamma} \in \sum_{\nu \in \mathbf{Q}^{+} \backslash\{0\}} \mathbb{K} K_{2 \nu-\gamma} .
$$

Proof. Let us write

$$
\hat{\Delta}(X)=\sum_{r} X_{r}^{[1]} \otimes X_{r}^{[2]} K_{\gamma_{r}}, \quad \hat{\Delta}(Y)=\sum_{s} K_{-\delta_{s}} Y_{s}^{[1]} \otimes Y_{s}^{[2]}
$$

where $\gamma_{r}, \delta_{s} \in \mathbf{Q}^{+}$and $X_{r}^{[1]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{r}}, X_{r}^{[2]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma-\gamma_{r}}$, and similarly $Y_{s}^{[1]} \in$ $U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma+\delta_{s}}, Y_{s}^{[2]} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\delta_{s}}$. From the structure of the comultiplication we see that

$$
(\mathrm{id} \otimes \hat{\Delta}) \hat{\Delta}(X)-\sum_{r} X_{r}^{[1]} \otimes K_{\gamma_{r}} \otimes X_{r}^{[2]} K_{\gamma_{r}}
$$

is contained in $U_{q}\left(\mathfrak{n}_{+}\right) \otimes U_{q}(\mathfrak{h})\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)$. Similarly,

$$
(\hat{\Delta} \otimes \mathrm{id}) \hat{\Delta}(Y)-\sum_{s} K_{-\delta_{s}} Y_{s}^{[1]} \otimes K_{-\delta_{s}} \otimes Y_{s}^{[2]}
$$

is contained in $U_{q}\left(\mathfrak{b}_{-}\right) \otimes\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{-}\right)$. Hence according to the commutation relations in $U_{q}(\mathfrak{g})$ from Lemma 2.76 and the definition of $\mathcal{P}$ we obtain

$$
\begin{aligned}
\mathcal{P}(X Y) & =\tau\left(X_{(1)}, \hat{S}^{-1}\left(Y_{(1)}\right)\right) \mathcal{P}\left(Y_{(2)} X_{(2)}\right) \tau\left(X_{(3)}, Y_{(3)}\right) \\
& =\sum_{r, s} \tau\left(X_{r}^{[1]}, \hat{S}^{-1}\left(K_{-\delta_{s}} Y_{s}^{[1]}\right)\right) K_{\gamma_{r}-\delta_{s}} \tau\left(X_{r}^{[2]} K_{\gamma_{r}}, Y_{s}^{[2]}\right) \\
& =\sum_{r, s} \tau\left(X_{r}^{[1]}, \hat{S}^{-1}\left(K_{-\delta_{s}} Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]} K_{\gamma_{r}}, Y_{s}^{[2]}\right) K_{2 \gamma_{r}-\gamma} ;
\end{aligned}
$$

here we note that only summands $r, s$ such that $\gamma_{r}+\delta_{s}=\gamma$ contribute. The term for $\gamma_{r}=0$ is

$$
\sum_{s} \tau\left(1, K_{-\delta_{s}} Y_{s}^{[1]}\right) \tau\left(X, Y_{s}^{[2]}\right)=\tau(X, Y)
$$

This yields the claim.
We prove now that the Drinfeld pairing is invariant in a suitable sense.
Theorem 2.88. Let $X \in U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$and $Y \in U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$. Then

$$
\tau\left(\mathcal{T}_{i}^{-1}(X), \mathcal{T}_{i}^{-1}(Y)\right)=\tau(X, Y)
$$

Proof. We may assume $X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right), Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$ for some $\gamma \in \mathbf{Q}^{+}$. Applying Proposition 2.87 to $\mathcal{T}_{i}^{-1}(X), \mathcal{T}_{i}^{-1}(Y)$, we see that it suffices to show

$$
\mathcal{P}\left(\mathcal{T}_{i}^{-1}(X Y)\right)-\tau(X, Y) K_{-s_{i} \gamma} \in \sum_{\nu \in \mathbf{Q}^{+} \backslash\{0\}} \mathbb{K} K_{2 \nu-s_{i} \gamma},
$$

since we then obtain the claim by comparing the coefficients of $K_{-s_{i} \gamma}$.

As in the proof of Proposition 2.87 we may write

$$
\hat{\Delta}(X)=\sum_{r} X_{r}^{[1]} \otimes X_{r}^{[2]} K_{\gamma_{r}}, \quad \hat{\Delta}(Y)=\sum_{s} K_{-\delta_{s}} Y_{s}^{[1]} \otimes Y_{s}^{[2]}
$$

where $\gamma_{r}, \delta_{s} \in \mathbf{Q}^{+} \cap s_{i} \mathbf{Q}^{+}$and $X_{r}^{[1]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{r}}, Y_{s}^{[2]} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\delta_{s}}$. According to Lemma 2.83 we have in fact $X_{r}^{[1]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{r}} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right), X_{r}^{[2]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma-\gamma_{r}}$, and similarly $Y_{s}^{[1]} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma+\delta_{s}}, Y_{s}^{[2]} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\delta_{s}} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$. Using again Lemma 2.83 and Lemma 2.85 we find elements $X_{r m}^{[1]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{r}-m \alpha_{i}} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$such that

$$
\hat{\Delta}\left(X_{r}^{[1]}\right)-\sum_{m \in \mathbb{N}_{0}} X_{r m}^{[1]} \otimes E_{i}^{(m)} K_{\gamma_{r}-m \alpha_{i}}
$$

is contained in $U_{q}\left(\mathfrak{n}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right)$. Then

$$
(\hat{\Delta} \otimes \mathrm{id}) \hat{\Delta}(X)-\sum_{r} \sum_{m \in \mathbb{N}_{0}} X_{r m}^{[1]} \otimes E_{i}^{(m)} K_{\gamma_{r}-m \alpha_{i}} \otimes X_{r}^{[2]} K_{\gamma_{r}}
$$

is contained in $U_{q}\left(\mathfrak{n}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)$.
Similarly, we find $Y_{s m}^{[2]} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\delta_{s}+m \alpha_{i}} \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$such that

$$
\hat{\Delta}\left(Y_{s}^{[2]}\right)-\sum_{m \in \mathbb{N}_{0}} K_{-\delta_{s}+m \alpha_{i}} F_{i}^{(m)} \otimes Y_{s m}^{[2]}
$$

is contained in $\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}\left(\mathfrak{b}_{-}\right) \otimes U_{q}\left(\mathfrak{n}_{-}\right)$, and then

$$
(\mathrm{id} \otimes \hat{\Delta}) \hat{\Delta}(Y)-\sum_{s} \sum_{m \in \mathbb{N}_{0}} K_{-\delta_{s}} Y_{s}^{[1]} \otimes K_{-\delta_{s}+m \alpha_{i}} F_{i}^{(m)} \otimes Y_{s m}^{[2]}
$$

is contained in $U_{q}\left(\mathfrak{b}_{-}\right) \otimes\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}\left(\mathfrak{b}_{-}\right) \otimes U_{q}\left(\mathfrak{n}_{-}\right)$.
Due to the commutation relations from Lemma 2.76and the invariance properties of $\tau$ we get

$$
\begin{aligned}
& X Y-\sum_{m \in \mathbb{N}_{0}} \sum_{\gamma_{r}+\delta_{s}=\gamma+m \alpha_{i}} \tau\left(X_{r m}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) K_{-\delta_{s}+m \alpha_{i}} F_{i}^{(m)} E_{i}^{(m)} K_{\gamma_{r}-m \alpha_{i}} \tau\left(X_{r}^{[2]}, Y_{s m}^{[2]}\right) \\
& \in\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}(\mathfrak{g})+U_{q}(\mathfrak{g})\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right) \cap \operatorname{ker}(\hat{\epsilon})\right) .
\end{aligned}
$$

In the sequel, this relation will be evaluated in two ways.
Firstly, by the definition of $\mathcal{P}$ we obtain

$$
\mathcal{P}(X Y)=\sum_{\gamma_{r}+\delta_{s}=\gamma} \tau\left(X_{r 0}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) K_{-\gamma+2 \gamma_{r}} \tau\left(X_{r}^{[2]}, Y_{s 0}^{[2]}\right) .
$$

Therefore

$$
\tau(X, Y)=\sum_{\gamma_{r}=0, \delta_{s}=\gamma} \tau\left(X_{r 0}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]}, Y_{s 0}^{[2]}\right)
$$

according to Proposition 2.87 .
Secondly, applying $\mathcal{T}_{i}^{-1}$ to the above formula gives

$$
\begin{aligned}
& \mathcal{T}_{i}^{-1}(X Y)- \sum_{m \in \mathbb{N}_{0}} \sum_{\gamma_{r}+\delta_{s}=\gamma+m \alpha_{i}} \tau\left(X_{r m}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]}, Y_{s m}^{[2]}\right) \times \\
& K_{s_{i}\left(-\delta_{s}+m \alpha_{i}\right)} E_{i}^{(m)} F_{i}^{(m)} K_{s_{i}\left(\gamma_{r}-m \alpha_{i}\right)} \\
& \in\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}(\mathfrak{g})+U_{q}(\mathfrak{g})\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right)
\end{aligned}
$$

taking into account

$$
\mathcal{T}_{i}^{-1}\left(F_{i}^{(m)} E_{i}^{(m)}\right)=\frac{1}{[m]_{q}!^{2}}\left(-K_{i} E_{i}\right)^{m}\left(-F_{i} K_{i}^{-1}\right)^{m}=\frac{1}{[m]_{q}!^{2}} E_{i}^{m} F_{i}^{m}=E_{i}^{(m)} F_{i}^{(m)}
$$

by the definition of $\mathcal{T}_{i}$. According to the commutation relations in Proposition 2.23 we obtain

$$
E_{i}^{(m)} F_{i}^{(m)}-\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}} \in U_{q}(\mathfrak{g})\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right)+\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}(\mathfrak{g})
$$

where we recall that

$$
\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}}=\prod_{j=1}^{m} \frac{q_{i}^{1-j} K_{i}-q_{i}^{-(1-j)} K_{i}^{-1}}{q_{i}^{j}-q_{i}^{-j}}
$$

Hence,

$$
\begin{aligned}
& \mathcal{T}_{i}^{-1}(X Y)-\sum_{m \in \mathbb{N}_{0} \gamma_{r}+\delta_{s}=\gamma+m \alpha_{i}} \sum_{\left(X_{r m}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]}, Y_{s m}^{[2]}\right)\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}} K_{s_{i}\left(\gamma_{r}-\delta_{s}\right)}} \\
& \in\left(U_{q}\left(\mathfrak{n}_{-}\right) \cap \operatorname{ker}(\hat{\epsilon})\right) U_{q}(\mathfrak{g})+U_{q}(\mathfrak{g})\left(U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})\right),
\end{aligned}
$$

and therefore
$\mathcal{P}\left(\mathcal{T}_{i}^{-1}(X Y)\right)=\sum_{m \in \mathbb{N}_{0}} \sum_{\gamma_{r}+\delta_{s}=\gamma+m \alpha_{i}} \tau\left(X_{r m}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]}, Y_{s m}^{[2]}\right)\left[\begin{array}{c}K_{i} ; 0 \\ m\end{array}\right]_{q_{i}} K_{s_{i}\left(\gamma_{r}-\delta_{s}\right)}$.
Observe that

$$
\left[\begin{array}{c}
K_{i} ; 0 \\
m
\end{array}\right]_{q_{i}} \in K_{-m \alpha_{i}}\left(\mathbb{K}^{\times}+\sum_{l \in \mathbb{N}} \mathbb{K} K_{2 l \alpha_{i}}\right)
$$

We may therefore write $\mathcal{P}\left(\mathcal{T}_{i}^{-1}(X Y)\right)$ as a linear combination of elements of the form $K_{s_{i}\left(\gamma_{r}-\delta_{s}\right)-m \alpha_{i}} K_{2 l \alpha_{i}}$ where $l \in \mathbb{N}_{0}$.

Let us recall that $\gamma_{r} \in \mathbf{Q}^{+} \cap s_{i} \mathbf{Q}^{+}$by assumption, which implies $s_{i} \gamma_{r} \in \mathbf{Q}^{+}$. Now $\gamma_{r}+\delta_{s}=\gamma+m \alpha_{i}$ yields

$$
\gamma_{r}-\delta_{s}+m \alpha_{i}=-\gamma+2 \gamma_{r}
$$

and thus

$$
s_{i}\left(\gamma_{r}-\delta_{s}\right)-m \alpha_{i}=-s_{i} \gamma+2 s_{i} \gamma_{r}
$$

Recall also that $X_{r m}^{[1]} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma_{r}-m \alpha_{i}}$. Hence if $\gamma_{r}=0$ then $X_{r m}^{[1]}=0$ unless $m=0$. Combining these considerations we obtain

$$
\begin{aligned}
\mathcal{P}\left(\mathcal{T}_{i}^{-1}(X Y)\right) & \in K_{-s_{i} \gamma}\left(\sum_{\gamma_{r}=0, \delta_{s}=\gamma} \tau\left(X_{r 0}^{[1]}, \hat{S}^{-1}\left(Y_{s}^{[1]}\right)\right) \tau\left(X_{r}^{[2]}, Y_{s 0}^{[2]}\right)+\sum_{\nu \in \mathbf{Q}^{+} \backslash\{0\}} \mathbb{K} K_{2 \nu}\right) \\
& =K_{-s_{i} \gamma}\left(\tau(X, Y)+\sum_{\nu \in \mathbf{Q}^{+} \backslash\{0\}} \mathbb{K} K_{2 \nu}\right),
\end{aligned}
$$

using our previous formula for $\tau(X, Y)$. This finishes the proof.
Lemma 2.89. If $X \in U_{q}\left(\mathfrak{n}_{+}\right)\left[s_{i} w_{0}\right], Y \in U_{q}\left(\mathfrak{n}_{-}\right)\left[s_{i} w_{0}\right]$ and $r, s \in \mathbb{N}_{0}$, then

$$
\tau\left(\mathcal{T}_{i}(X) E_{i}^{r}, \mathcal{T}_{i}(Y) F_{i}^{s}\right)=\delta_{r s} \tau\left(\mathcal{T}_{i}(X), \mathcal{T}_{i}(Y)\right) \tau\left(E_{i}^{r}, F_{i}^{r}\right)
$$

for any $1 \leq i \leq N$.
Proof. Let us first show

$$
\tau\left(E_{i}^{r}, F_{i}^{r}\right)=q_{i}^{r(r-1) / 2}[r]_{q_{i}}!\tau\left(E_{i}, F_{i}\right)^{r}=\left(\prod_{k=1}^{r} \frac{q_{i}^{2 k}-1}{q_{i}^{2}-1}\right) \tau\left(E_{i}, F_{i}\right)^{r}
$$

for $r \in \mathbb{N}$. For $r=1$ this claim is trivially true. Assume that it holds for $r$, then using Lemma 2.6 we obtain

$$
\begin{aligned}
\tau\left(E_{i}^{r+1}, F_{i}^{r+1}\right) & =\tau\left(E_{i}^{r},\left(F_{i}^{r+1}\right)_{(1)}\right) \tau\left(E_{i},\left(F_{i}^{r+1}\right)_{(2)}\right) \\
& =q_{i}^{r}[r+1]_{q_{i}} \tau\left(E_{i}^{r}, F_{i}^{r} K_{i}^{-1}\right) \tau\left(E_{i}, F_{i}\right) \\
& =q_{i}^{(r+1) r / 2}[r+1]_{q_{i}}!\tau\left(E_{i}, F_{i}\right)^{r+1}
\end{aligned}
$$

This proves the first equality, and the second is elementary.
In order to prove the Lemma we use induction on $r+s$. For $r+s=0$, that is, $r=s=0$, the claim trivially holds.

Assume now $r+s=k>0$, and that the claim holds for $k-1$. Recall from the remark after Lemma 2.85 that $\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\left[s_{i} w_{0}\right]\right)=U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$and $\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\left[s_{i} w_{0}\right]\right)=U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$, so that $\mathcal{T}_{i}(X) \in U_{q}\left(\mathfrak{n}_{+}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right)$and $\mathcal{T}_{i}(Y) \in U_{q}\left(\mathfrak{n}_{-}\right) \cap \mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{-}\right)\right)$. If $r=0$ then Lemma 2.84 yields $\tau\left(\mathcal{T}_{i}(X), \mathcal{T}_{i}(Y) F_{i}^{s}\right)=$ 0 , and similarly we get $\tau\left(\mathcal{T}_{i}(X) E_{i}^{r}, \mathcal{T}_{i}(Y)\right)=0$ if $s=0$.

Let us therefore assume that both $r, s$ are positive, and let us consider the case $s \geq r$. Lemma 2.6 yields

$$
\begin{aligned}
& \tau\left(\mathcal{T}_{i}(X) E_{i}^{r}, \mathcal{T}_{i}(Y) F_{i}^{s}\right)=\tau\left(\mathcal{T}_{i}(X)_{(2)}\left(E_{i}^{r}\right)_{(2)}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(\mathcal{T}_{i}(X)_{(1)}\left(E_{i}^{r}\right)_{(1)}, F_{i}\right) \\
& =\sum_{l=0}^{r} q_{i}^{l(r-l)}\left[\begin{array}{c}
r \\
l
\end{array}\right]_{q_{i}} \tau\left(\mathcal{T}_{i}(X)_{(2)} E_{i}^{r-l} K_{i}^{l}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(\mathcal{T}_{i}(X)_{(1)} E_{i}^{l}, F_{i}\right)
\end{aligned}
$$

According to Lemma 2.83 we know $\hat{\Delta}\left(\mathcal{T}_{i}(X)\right) \in\left(\mathcal{T}_{i}\left(U_{q}\left(\mathfrak{n}_{+}\right)\right) \cap U_{q}\left(\mathfrak{n}_{+}\right)\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)$, and so the above terms are all zero except when $l=1$. Therefore,

$$
\begin{aligned}
& \tau\left(\mathcal{T}_{i}(X) E_{i}^{r}, \mathcal{T}_{i}(Y) F_{i}^{s}\right) \\
& =q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X)_{(2)} E_{i}^{r-1} K_{i}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(\mathcal{T}_{i}(X)_{(1)} E_{i}, F_{i}\right) \\
& =q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X)_{(2)} E_{i}^{r-1} K_{i}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \times \\
& \quad\left(\tau\left(\mathcal{T}_{i}(X)_{(1)}, F_{i}\right) \tau\left(E_{i}, 1\right)+\tau\left(\mathcal{T}_{i}(X)_{(1)}, K_{i}^{-1}\right) \tau\left(E_{i}, F_{i}\right)\right) \\
& =q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X)_{(2)} E_{i}^{r-1} K_{i}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(\mathcal{T}_{i}(X)_{(1)}, 1\right) \tau\left(E_{i}, F_{i}\right) \\
& =q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X) E_{i}^{r-1} K_{i}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(E_{i}, F_{i}\right) \\
& =q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X) E_{i}^{r-1}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(E_{i}, F_{i}\right)
\end{aligned}
$$

Now the inductive hypothesis and our considerations at the beginning imply

$$
\begin{aligned}
q_{i}^{r-1} & {[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X) E_{i}^{r-1}, \mathcal{T}_{i}(Y) F_{i}^{s-1}\right) \tau\left(E_{i}, F_{i}\right) } \\
& =\delta_{r, s} q_{i}^{r-1}[r]_{q_{i}} \tau\left(\mathcal{T}_{i}(X), \mathcal{T}_{i}(Y)\right) \tau\left(E_{i}^{r-1}, F_{i}^{s-1}\right) \tau\left(E_{i}, F_{i}\right) \\
& =\delta_{r, s} q_{i}^{r-1}[r]_{q_{i}} q_{i}^{(r-1)(r-2) / 2}[r-1]_{q_{i}}!\tau\left(\mathcal{T}_{i}(X), \mathcal{T}_{i}(Y)\right) \tau\left(E_{i}, F_{i}\right)^{r-1} \tau\left(E_{i}, F_{i}\right) \\
& =\delta_{r, s} \tau\left(\mathcal{T}_{i}(X), \mathcal{T}_{i}(Y)\right) \tau\left(E_{i}^{r}, F_{i}^{r}\right)
\end{aligned}
$$

This yields the claim.
Theorem 2.90. The PBW-basis vectors are orthogonal with respect to the Drinfeld pairing. More precisely, we have

$$
\tau\left(E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}, F_{\beta_{n}}^{b_{n}} \cdots F_{\beta_{1}}^{b_{1}}\right)=\prod_{k=1}^{n} \delta_{a_{k}, b_{k}} \tau\left(E_{\beta_{k}}^{a_{k}}, F_{\beta_{k}}^{b_{k}}\right)
$$

Proof. We shall prove more generally that the PBW-vectors associated to any reduced expression $w=s_{i_{1}} \cdots s_{i_{t}}$ of $w \in W$ satisfy the above orthogonality relations. This clearly implies the desired statement.

We use induction on the length of $w$. For $l(w)=0$ the claim is trivial, and for $l(w)=1$ it follows immediately from the construction of the pairing. Assume that $l(w)>1$ and write

$$
\begin{aligned}
X & =\left(\mathcal{T}_{i_{2}} \cdots \mathcal{T}_{i_{t-1}}\right)\left(E_{i_{t}}^{a_{t}}\right) \cdots \mathcal{T}_{i_{2}}\left(E_{i_{3}}^{a_{3}}\right) E_{i_{2}}^{a_{2}} \\
Y & =\left(\mathcal{T}_{i_{2}} \cdots \mathcal{T}_{i_{n-1}}\right)\left(F_{i_{t}}^{s_{t}}\right) \cdots \mathcal{T}_{i_{2}}\left(F_{i_{3}}^{s_{3}}\right) F_{i_{2}}^{s_{2}} .
\end{aligned}
$$

Since $\mathcal{T}_{i_{1}}(X) \in U_{q}\left(\mathfrak{n}_{+}\right)$the remark after Lemma 2.85 shows that $X \in U_{q}\left(\mathfrak{n}_{+}\right)\left[s_{i_{1}} w_{0}\right]$ where $w_{0}$ is the longest element of $W$. Similarly we obtain $Y \in U_{q}\left(\mathfrak{n}_{-}\right)\left[s_{i_{1}} w_{0}\right]$.

Hence by Lemma 2.89 and Theorem 2.88 we calculate

$$
\begin{aligned}
\tau\left(\mathcal{T}_{i_{1}}(X) E_{i_{1}}^{a_{1}}, \mathcal{T}_{i_{1}}(Y) F_{i_{1}}^{b_{1}}\right) & =\tau\left(\mathcal{T}_{i_{1}}(X), \mathcal{T}_{i_{1}}(Y)\right) \tau\left(E_{i_{1}}^{a_{1}}, F_{i_{1}}^{b_{1}}\right) \\
& =\tau(X, Y) \tau\left(E_{i_{1}}^{a_{1}}, F_{i_{1}}^{b_{1}}\right)=\delta_{a_{1}, b_{1}} \tau\left(E_{i_{1}}^{a_{1}}, F_{i_{1}}^{b_{1}}\right) \tau(X, Y)
\end{aligned}
$$

Now we can apply the induction hypothesis to $s_{i_{1}} w=s_{i_{2}} \cdots s_{i_{t}}$. This yields the claim.

To conclude this subsection we complete the description obtained in Theorem 2.90 with the following formula. We use the notation

$$
q_{\beta}=q^{(\beta, \beta) / 2}
$$

for any root $\beta \in \boldsymbol{\Delta}$.
Lemma 2.91. For any $1 \leq k \leq n$ and $r \geq 0$ we have

$$
\tau\left(E_{\beta_{k}}^{r}, F_{\beta_{k}}^{r}\right)=(-1)^{r} q_{\beta_{k}}^{r(r-1) / 2} \frac{[r]_{q_{\beta_{k}}}!}{\left(q_{\beta_{k}}-q_{\beta_{k}}^{-1}\right)^{r}},
$$

and therefore

$$
\tau\left(E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}, F_{\beta_{n}}^{b_{n}} \cdots F_{\beta_{1}}^{b_{1}}\right)=\prod_{k=1}^{n} \delta_{a_{k}, b_{k}}(-1)^{a_{k}} q_{\beta_{k}}^{a_{k}\left(a_{k}-1\right) / 2} \frac{\left[a_{k}\right]_{q_{\beta_{k}}}!}{\left(q_{\beta_{k}}-q_{\beta_{k}}^{-1}\right)^{a_{k}}}
$$

Proof. According to Theorem 2.88 it suffices to prove the first assertion in the case that $\beta_{k}=\alpha_{i}$ is a simple root. In this case, the computation in the proof of Lemma 2.89 combined with Lemma 2.75 yields

$$
\tau\left(E_{i}^{r}, F_{i}^{r}\right)=q_{i}^{r(r-1) / 2}[r]_{q_{i}}!\tau\left(E_{i}, F_{i}\right)^{r}=(-1)^{r} q_{i}^{r(r-1) / 2}[r]_{q_{i}}!\frac{1}{\left(q_{i}-q_{i}^{-1}\right)^{r}}
$$

as desired.
2.8.4. Nondegeneracy of the Drinfeld pairing. The computations of the previous subsection are key to proving nondegeneracy of the Drinfeld pairing and the quantum Killing form. We keep the assumptions and notation from above.

Theorem 2.92. The Drinfeld pairing $\tau: U_{q}\left(\mathfrak{b}_{+}\right) \times U_{q}\left(\mathfrak{b}_{-}\right) \rightarrow \mathbb{K}$ and the quantum Killing form $\kappa: U_{q}(\mathfrak{g}) \times U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ are nondegenerate.
Proof. For the first claim it suffices to show that the restriction of $\tau$ to $U_{q}\left(\mathfrak{b}_{+}\right)_{\beta} \times$ $U_{q}\left(\mathfrak{b}_{-}\right)_{-\beta}$ is nondegenerate. From Lemma 2.75 we know that $\tau$ is diagonal with respect to the tensor product decomposition $U_{q}\left(\mathfrak{b}_{ \pm}\right)_{ \pm \beta} \cong U_{q}\left(\mathfrak{n}_{ \pm}\right)_{ \pm \beta} \otimes U_{q}(\mathfrak{h})$.

Since $q$ is not a root of unity the characters $\chi_{\mu}$ of $U_{q}(\mathfrak{h})$ given by $\chi_{\mu}\left(K_{\lambda}\right)=q^{(\mu, \lambda)}$ for $\mu \in \mathbf{P}$ are pairwise distinct, and hence linearly independent by Artin's Theorem. It follows that the restriction of $\tau$ to $U_{q}(\mathfrak{h})$ is nondegenerate. Hence the claim follows from Theorem 2.90 combined with the PBW-Theorem 2.67 .

The second assertion is verified in a similar way using the triangular decomposition of $U_{q}(\mathfrak{g})$ and nondegeneracy of $\tau$.

We remark that Theorem 2.92 shows also that the Rosso form on $U_{q}\left(\mathfrak{b}_{-}\right) \bowtie$ $U_{q}\left(\mathfrak{b}_{+}\right)$is nondegenerate. In particular, this form does not pass to the quotient $U_{q}(\mathfrak{g})$. Therefore the quantum Killing cannot be obtained directly from the Rosso form on the double.
2.9. The quantum Casimir element and simple modules. In this section we resume our study of finite dimensional weight modules for $U_{q}(\mathfrak{g})$. We define a Casimir element $\Omega$ in a certain algebraic completion of $U_{q}(\mathfrak{g})$ in order to prove irreducibility of the modules $L(\mu)$ constructed in Theorem 2.43. Throughout we assume that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

According to Theorem 2.92 the restriction of the Drinfeld pairing $\tau$ to $U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma} \times$ $U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$ is nondegenerate for every $\gamma \in \mathbf{Q}^{+}$. Therefore, we can choose bases consisting of $b_{j}^{\gamma} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma}$ and $a_{k}^{\gamma} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$ such that $\tau\left(b_{i}^{\gamma}, a_{j}^{\gamma}\right)=\delta_{i j}$. For $\gamma \in \mathbf{Q}^{+}$we define

$$
C_{\gamma}=\sum_{j} a_{j}^{\gamma} \otimes b_{j}^{\gamma}, \quad \Omega_{\gamma}=\sum_{j} \hat{S}^{-1}\left(a_{j}^{\gamma}\right) b_{j}^{\gamma}
$$

in particular we obtain $C_{\gamma}=1 \otimes 1$ and $\Omega_{\gamma}=1$ for $\gamma=0$. By definition, the quantum Casimir element is the formal sum

$$
\Omega=\sum_{\gamma \in \mathbf{Q}^{+}} \Omega_{\gamma},
$$

which is not an element of $U_{q}(\mathfrak{g})$, but rather of a suitable completion of this algebra. We shall not discuss any completions here, instead we will only consider the "image" of $\Omega$ in $\operatorname{End}(V)$ for representations $V$ of $U_{q}(\mathfrak{g})$ in which for any $v \in V$ all but finitely many terms $\Omega_{\alpha}$ for $\alpha \in \mathbf{Q}^{+}$act by zero. Note that this applies in particular to all Verma modules, and hence also all quotients of Verma modules. Indeed, if $v \in M(\lambda)$ for some $\lambda \in \mathfrak{h}_{q}^{*}$ then we have $U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma} \cdot v=0$ for all $\gamma \in \mathbf{Q}^{+}$sufficiently large. Hence the Casimir operator $\Omega$ yields a well-defined endomorphism of $M(\lambda)$.

Lemma 2.93. Let $\gamma \in \mathbf{Q}^{+}$. Then we have

$$
\left(1 \otimes F_{i}\right) C_{\gamma}-C_{\gamma}\left(1 \otimes F_{i}\right)=C_{\gamma-\alpha_{i}}\left(F_{i} \otimes K_{i}\right)-\left(F_{i} \otimes K_{i}^{-1}\right) C_{\gamma-\alpha_{i}}
$$

for all $1 \leq i \leq N$, where we interpret $C_{\gamma-\alpha_{i}}=0$ if $\gamma-\alpha_{i} \notin \mathbf{Q}^{+}$.
Proof. For $\gamma-\alpha_{i} \notin \mathbf{Q}^{+}$the element $F_{i}$ commutes with all $b_{j}^{\gamma}$ since the latter must be sums of monomials in $E_{1}, \ldots, E_{N}$ not containing any powers of $E_{i}$. Hence the equality holds in this case.

Consider now the case that $\gamma=\beta+\alpha_{i}$ for some $\beta \in \mathbf{Q}^{+}$. Since the pairing $\tau$ is nondegenerate it is enough to compare the pairing of both sides against $X \in$ $U_{q}\left(\mathfrak{n}_{+}\right)_{\alpha_{i}+\beta}$ with respect to $\tau$ in the first tensor factor. For the left hand side this yields

$$
\sum_{j} \tau\left(X, a_{j}^{\beta+\alpha_{i}}\right)\left[F_{i}, b_{j}^{\beta+\alpha_{i}}\right]=\left[F_{i}, X\right]=F_{i} X-X F_{i} .
$$

To compute the right hand side let us write $\hat{\Delta}(X)=\sum_{\gamma} c_{\gamma} X_{\gamma}^{[1]} \otimes X_{\beta+\alpha_{i}-\gamma}^{[2]} K_{\gamma}$ with monomials $X_{\gamma}^{[1]}, X_{\beta+\alpha_{i}-\gamma}^{[2]}$ in the generators $F_{k}$ of weight $\gamma$ and $\beta+\alpha_{i}-\gamma$,
respectively, and coefficients $c_{\gamma}$. We obtain

$$
\begin{aligned}
& \sum_{j} \tau\left(X, a_{j}^{\beta} F_{i}\right) b_{j}^{\beta} K_{i}-\tau\left(X, F_{i} a_{j}^{\beta}\right) K_{i}^{-1} b_{j}^{\beta} \\
& =\sum_{j, \gamma} c_{\gamma} \tau\left(X_{\gamma}^{[1]}, F_{i}\right) \tau\left(X_{\beta+\alpha_{i}-\gamma}^{[2]} K_{\gamma}, a_{j}^{\beta}\right) b_{j}^{\beta} K_{i}-c_{\gamma} \tau\left(X_{\gamma}^{[1]}, a_{j}^{\beta}\right) \tau\left(X_{\beta+\alpha_{i}-\gamma}^{[2]} K_{\gamma}, F_{i}\right) K_{i}^{-1} b_{j}^{\beta} \\
& =\sum_{j}-c_{\alpha_{i}} \frac{1}{q_{i}-q_{i}^{-1}} \tau\left(X_{\beta}^{[2]}, a_{j}^{\beta}\right) b_{j}^{\beta} K_{i}+c_{\beta} \frac{1}{q_{i}-q_{i}^{-1}} \tau\left(X_{\beta}^{[1]}, a_{j}^{\beta}\right) K_{i}^{-1} b_{j}^{\beta} \\
& =-\frac{1}{q_{i}-q_{i}^{-1}}\left(c_{\alpha_{i}} X_{\beta}^{[2]} K_{i}-c_{\beta} K_{i}^{-1} X_{\beta}^{[1]}\right),
\end{aligned}
$$

using Lemma 2.75 in the second step. Moreover, combining

$$
(\hat{\Delta} \otimes \mathrm{id}) \hat{\Delta}\left(F_{i}\right)=F_{i} \otimes 1 \otimes 1+K_{i}^{-1} \otimes F_{i} \otimes 1+K_{i}^{-1} \otimes K_{i}^{-1} \otimes F_{i}
$$

with the commutation relations from Lemma 2.76 gives

$$
\begin{aligned}
X F_{i} & =c_{\alpha_{i}} \tau\left(\hat{S}\left(X_{\alpha_{i}}^{[1]}\right), F_{i}\right) X_{\beta}^{[2]} K_{i}+F_{i} X+c_{\beta} \tau\left(X_{\alpha_{i}}^{[2]} K_{\beta}, F_{i}\right) K_{i}^{-1} X_{\beta}^{[1]} \\
& =-c_{\alpha_{i}} \tau\left(X_{\alpha_{i}}^{\left[\alpha_{i}\right.}, F_{i}\right) X_{\beta}^{[2]} K_{i}+F_{i} X+c_{\beta} \tau\left(X_{\alpha_{i}}^{\left[\alpha_{i}\right.}, F_{i}\right) K_{i}^{-1} X_{\beta}^{[1]} \\
& =c_{\alpha_{i}} \frac{1}{q_{i}-q_{i}^{-1}} X_{\beta}^{[2]} K_{i}+F_{i} X-c_{\beta} \frac{1}{q_{i}-q_{i}^{-1}} K_{i}^{-1} X_{\beta}^{[1]},
\end{aligned}
$$

taking into account that $X_{\alpha_{i}}^{[1]}=E_{i}=X_{\alpha_{i}}^{[2]}$ in the last step. Comparing the above expressions yields the claim.

Lemma 2.94. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then for all $\beta \in \mathbf{Q}^{+}$and $Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta}$ we have

$$
\Omega Y=q^{2(\rho, \beta)-(\beta, \beta)} Y \Omega K_{2 \beta}
$$

in $\operatorname{End}(M(\lambda))$.
Proof. Assume that $Y_{1} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta_{1}}, Y_{2} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta_{2}}$ for $\beta_{1}, \beta_{2} \in \mathbf{Q}^{+}$satisfy the above relation. Then

$$
\begin{aligned}
\Omega Y_{1} Y_{2} & =q^{2\left(\rho, \beta_{1}\right)-\left(\beta_{1}, \beta_{1}\right)} Y_{1} \Omega K_{2 \beta_{1}} Y_{2} \\
& =q^{2\left(\rho, \beta_{1}\right)-\left(\beta_{1}, \beta_{1}\right)} q^{-\left(2 \beta_{1}, \beta_{2}\right)} Y_{1} \Omega Y_{2} K_{2 \beta_{1}} \\
& =q^{2\left(\rho, \beta_{1}\right)-\left(\beta_{1}, \beta_{1}\right)} q^{-\left(2 \beta_{1}, \beta_{2}\right)} q^{2\left(\rho, \beta_{2}\right)-\left(\beta_{2}, \beta_{2}\right)} Y_{1} Y_{2} \Omega K_{2\left(\beta_{1}+\beta_{2}\right)} \\
& =q^{2\left(\rho, \beta_{1}+\beta_{2}\right)-\left(\beta_{1}+\beta_{2}, \beta_{1}+\beta_{2}\right)} Y \Omega K_{2\left(\beta_{1}+\beta_{2}\right)} .
\end{aligned}
$$

Hence using induction on the length of $\beta$ it suffices to consider the case $Y=F_{i}$ for some $1 \leq i \leq N$. Notice that in this case $\beta=\alpha_{i}$ and $2\left(\rho, \alpha_{i}\right)=\left(\alpha_{i}, \alpha_{i}\right)$. Hence the desired relation reduces to

$$
\Omega F_{i}=F_{i} \Omega K_{i}^{2} .
$$

This in turn is a consequence of Lemma 2.93 . Indeed, if we apply $\hat{S}^{-1} \otimes \mathrm{id}$ to the relation from Lemma 2.93 and multiply the tensor factors, we obtain

$$
\begin{aligned}
& \sum_{j} \hat{S}^{-1}\left(a_{j}^{\gamma}\right) F_{i} b_{j}^{\gamma}-\hat{S}^{-1}\left(a_{j}^{\gamma}\right) b_{j}^{\gamma} F_{i} \\
& \quad=\sum_{j} \hat{S}^{-1}\left(F_{i}\right) \hat{S}^{-1}\left(a_{j}^{\gamma-\alpha_{i}}\right) b_{j}^{\gamma-\alpha_{i}} K_{i}-\hat{S}^{-1}\left(a_{j}^{\gamma-\alpha_{i}}\right) \hat{S}^{-1}\left(F_{i}\right) K_{i}^{-1} b_{j}^{\gamma-\alpha_{i}}
\end{aligned}
$$

for all $\gamma \in \mathbf{Q}^{+}$. Summing over $\gamma$ this yields

$$
\sum_{\gamma \in \mathbf{Q}^{+}} \sum_{j} \hat{S}^{-1}\left(a_{j}^{\gamma}\right) b_{j}^{\gamma} F_{i}=\sum_{\gamma \in \mathbf{Q}^{+}} \sum_{j} F_{i} K_{i} \hat{S}^{-1}\left(a_{j}^{\gamma-\alpha_{i}}\right) b_{j}^{\gamma-\alpha_{i}} K_{i},
$$

which implies $\Omega F_{i}=F_{i} \Omega K_{i}^{2}$ as desired.

Let us say that $\gamma \in \mathfrak{h}_{q}^{*}$ is a primitive weight of a weight module $M$ if there exists a primitive vector $v \in M$ of weight $\gamma$.
Lemma 2.95. Let $\lambda \in \mathfrak{h}_{q}^{*}$. If $\gamma$ is a primitive weight of $M(\lambda)$ then $\gamma=\lambda-\beta$ for some $\beta \in \mathbf{Q}^{+}$satisfying

$$
q^{2(\rho+\lambda, \beta)-(\beta, \beta)}=1 .
$$

Proof. If $v \in M(\lambda)$ is a primitive vector then $\Omega \cdot v=v$ since all the terms $\Omega_{\alpha}$ for $\alpha \neq 0$ act on $v$ by zero in this case. At the same time we have $v=Y \cdot v_{\lambda}$ for some $Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta}$. Hence

$$
v=\Omega \cdot v=\Omega Y \cdot v_{\lambda}=q^{2(\rho, \beta)-(\beta, \beta)} Y \Omega K_{2 \beta} \cdot v_{\lambda}=q^{2(\rho+\lambda, \beta)-(\beta, \beta)} v
$$

by Lemma 2.94. This yields the claim.
Lemma 2.96. Let $\lambda \in \mathbf{P}^{+}$and assume $\gamma=\lambda-\beta$ for some $\beta \in \mathbf{Q}^{+}$satisfies

$$
(\gamma+\rho, \gamma+\rho)=(\lambda+\rho, \lambda+\rho)
$$

If $\gamma+\rho \in \mathbf{P}^{+}$then $\gamma=\lambda$.
Proof. The given relation can be rewritten as

$$
(\lambda-\gamma, \lambda+\rho)+(\gamma+\rho, \lambda-\gamma)=(\lambda+\rho, \lambda+\rho)+(\gamma+\rho, \lambda-\gamma-\lambda-\rho)=0
$$

Note that we have $\lambda+\rho \in \mathbf{P}^{+}$. If $\gamma+\rho \in \mathbf{P}^{+}$then since $\lambda-\gamma \in \mathbf{Q}^{+}$it follows that both terms on the left hand side are positive, and therefore vanish separately. The equality $(\lambda-\gamma, \lambda+\rho)=0$ implies $\lambda-\gamma=0$, since $\lambda+\rho$ is a linear combination of fundamental weights with all coefficients being strictly positive.

Theorem 2.97. Let $\mu \in \mathbf{P}^{+}$. Then the largest integrable quotient module $L(\mu)$ of $M(\mu)$ is irreducible, and hence $L(\mu) \cong V(\mu)$.

Proof. If $L(\mu)$ is not simple then it must contain a proper submodule $V$. Inside $V$ we can find a primitive vector $v$ of highest weight $\gamma=\mu-\beta$ for some $\beta \in \mathbf{Q}^{+}$. Note that $\gamma \in \mathbf{P}^{+}$by Theorem 2.43

Then Lemma 2.95 implies $2(\beta, \mu+\rho)-(\beta, \beta)=0$ and thus

$$
\begin{aligned}
(\gamma+\rho, \gamma+\rho) & =(\mu+\rho-\beta, \mu+\rho-\beta) \\
& =(\mu+\rho, \mu+\rho)-2(\beta, \mu+\rho)+(\beta, \beta)=(\mu+\rho, \mu+\rho)
\end{aligned}
$$

According to Lemma 2.96 we conclude $\gamma=\mu$. This means $V=L(\mu)$, contradicting our assumption that $V$ is a proper submodule. Hence $L(\mu)$ is indeed simple, and therefore the canonical quotient map $L(\mu) \rightarrow V(\mu)$ is an isomorphism.

We write $\pi_{\mu}: U_{q}(\mathfrak{g}) \rightarrow \operatorname{End}(V(\mu))$ for the algebra homomorphism corresponding to the module structure on $V(\mu)$.

Lemma 2.98. For every $\mu \in \mathbf{P}^{+}$we have $\pi_{\mu}\left(U_{q}(\mathfrak{g})\right)=\operatorname{End}(V(\mu))$.
Proof. Assume that $C \in \operatorname{End}(V(\mu))$ is contained in the commutant of $\pi_{\mu}\left(U_{q}(\mathfrak{g})\right)$, or equivalently, $C$ is an intertwiner of $V(\mu)$ with itself. Then $C$ must map the highest weight vector $v_{\mu}$ to a multiple of itself. It follows that $C$ acts as a scalar on all of $V(\mu)$ because $v_{\mu}$ is cyclic. Now the Jacobson density theorem yields the claim.
2.9.1. Complete reducibility. Having determined the irreducible finite dimensional weight modules over $U_{q}(\mathfrak{g})$, we obtain the following complete reducibility result in analogy to the situation for classical universal enveloping algebras, compare also the proof of Proposition 2.40

Theorem 2.99. Every finite dimensional integrable module over $U_{q}(\mathfrak{g})$ decomposes into a direct sum of irreducible highest weight modules $V(\mu)$ for weights $\mu \in \mathbf{P}^{+}$.

Proof. We show that every extension $0 \rightarrow K \rightarrow E \rightarrow Q \rightarrow 0$ of finite dimensional integrable modules splits. Notice that the extension automatically admits a $U_{q}(\mathfrak{h})-$ linear splitting since all the modules involved are weight modules.

In the first step consider the case that $K=V(\mu)$ and $Q=V(\lambda)$ are simple. If $\mu=\lambda$ then we can lift the highest weight vector of $V(\lambda)$ to a primitive vector in $E$, which induces a splitting of the sequence by the characterisation of $V(\lambda)$ as the largest integrable quotient of $M(\lambda)$ from Theorem 2.97

Assume now $\mu \neq \lambda$. If $\lambda \nless \mu$, that is, we do not have $\lambda=\mu-\nu$ for a nonzero element $\nu \in \mathbf{Q}^{+}$then $\lambda$ does not appear as a weight in $V(\mu)$. Again we can lift the highest weight vector of $V(\lambda)$ to a primitive vector in $E$ and obtain a splitting. Finally, assume $\mu \nless \lambda$, that is we do not have $\lambda=\mu+\nu$ for some nonzero element $\nu \in \mathbf{Q}^{+}$. We consider the dual sequence $0 \rightarrow V(\lambda)^{\vee} \rightarrow E \rightarrow V(\mu)^{\vee} \rightarrow 0$. Since $V(\mu)^{\vee} \cong V(\mu)$ and $V(\lambda)^{\vee} \cong V(\lambda)$ we obtain a splitting by our previous argument. Applying duality again shows that the original sequence is split as well.

In the second step we consider arbitrary $K$ and $Q$ and show the existence of a splitting by induction on the dimension of $E$. For $\operatorname{dim}(E)=0$ the assertion is clear. Assume that every extension of dimension less than $n$ splits and let $\operatorname{dim}(E)=n$. If $K=0$ or $Q=0$ there is nothing to prove. Otherwise both $K$ and $Q$ have dimension $<n$ and hence are direct sums of simple modules. Considering each simple block in $Q$ and its preimage in $E$ independently we see that we can restrict to the case that $Q$ is simple. If $K$ is simple then the claim follows from our above considerations. Otherwise there exists a proper simple submodule $L \subset K$. Then $0 \rightarrow K / L \rightarrow E / L \rightarrow Q \rightarrow 0$ is an extension, and since $\operatorname{dim}(E / L)<n$ it is split. That is, $Q$ is a direct summand in $E / L$. Considering $0 \rightarrow L \rightarrow E \rightarrow E / L \rightarrow 0$, we thus obtain a splitting $Q \rightarrow E$ according to the first part of the proof. This map splits the sequence $0 \rightarrow K \rightarrow E \rightarrow Q \rightarrow 0$, which finishes the proof.

As a consequence of Lemma 2.41, we immediately obtain the analogous result for finite dimensional weight modules.

Corollary 2.100. Every finite dimensional weight module over $U_{q}(\mathfrak{g})$ decomposes into a direct sum of irreducible highest weight modules $V(\lambda)$ for weights $\lambda \in \mathbf{P}_{q}^{+}$.

Using Theorem 2.99 we can also strengthen Theorem 2.46 .
Theorem 2.101. The representations $V(\mu)$ of $U_{q}(\mathfrak{g})$ for $\mu \in \mathbf{P}^{+}$separate points. More precisely, if $X \in U_{q}(\mathfrak{g})$ satisfies $\pi_{\mu}(X)=0$ in $\operatorname{End}(V(\mu))$ for all $\mu \in \mathbf{P}^{+}$then $X=0$.

Proof. According to Theorem 2.46 the finite dimensional integrable representations separate the points of $U_{q}(\mathfrak{g})$. However, every such representation is a finite direct sum of representations $V(\mu)$ by Theorem 2.99 . This yields the claim.
2.10. Quantized algebras of functions. We define quantized algebras of functions and discuss their duality with quantized universal enveloping algebras. It is assumed throughout that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

Definition 2.102. Let $\mathfrak{g}$ be a semisimple Lie algebra. The quantized algebra of functions $\mathcal{O}\left(G_{q}\right)$ consists of all matrix coefficients of finite dimensional integrable $U_{q}(\mathfrak{g})$-modules, that is,

$$
\mathcal{O}\left(G_{q}\right)=\bigoplus_{\mu \in \mathbf{P}^{+}} \operatorname{End}(V(\mu))^{*},
$$

with the direct sum on the right hand side being an algebraic direct sum.
The direct sum decomposition of $\mathcal{O}\left(G_{q}\right)$ in Definition 2.102 is called the PeterWeyl decomposition.

By construction, there exists a bilinear pairing between $U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right)$ given by evaluation of linear functionals. We will write $(X, f)$ for the value of this pairing on $X \in U_{q}(\mathfrak{g})$ and $f \in \mathcal{O}\left(G_{q}\right)$, and we point out that this pairing is nondegenerate. Indeed, $(X, f)=0$ for all $X \in U_{q}(\mathfrak{g})$ implies $f=0$ by Lemma 2.98. On the other hand, $(X, f)=0$ for all $f \in \mathcal{O}\left(G_{q}\right)$ implies $X=0$ by Theorem 2.101.

We define the product and coproduct of $\mathcal{O}\left(G_{q}\right)$ such that

$$
(X Y, f)=\left(X, f_{(1)}\right)\left(Y, f_{(2)}\right), \quad(X, f g)=\left(X_{(2)}, f\right)\left(X_{(1)}, g\right)
$$

and the antipode $S$, unit 1 and counit $\epsilon$ of $\mathcal{O}\left(G_{q}\right)$ are determined by

$$
(\hat{S}(X), f)=\left(X, S^{-1}(f)\right), \quad\left(\hat{S}^{-1}(X), f\right)=(X, S(f))
$$

and

$$
\hat{\epsilon}(X)=(X, 1), \quad \epsilon(f)=(1, f)
$$

for $X, Y \in U_{q}(\mathfrak{g})$ and $f, g \in \mathcal{O}\left(G_{q}\right)$. We shall write $\Delta$ for the coproduct of $\mathcal{O}\left(G_{q}\right)$, and in the above formulas we have used the Sweedler notation $\Delta(f)=f_{(1)} \otimes f_{(2)}$ for $f \in \mathcal{O}\left(G_{q}\right)$. With the above structure maps, the quantized algebra of functions becomes a Hopf algebra.

Using the transpose of the canonical isomorphism $\operatorname{End}(V(\mu)) \cong V(\mu) \otimes V(\mu)^{*}$ we obtain an isomorphism

$$
\mathcal{O}\left(G_{q}\right) \cong \bigoplus_{\mu \in \mathbf{P}^{+}} V(\mu)^{*} \otimes V(\mu)
$$

More precisely, if $v \in V(\mu)$ and $v^{*} \in V(\mu)^{*}$ we shall write $\left\langle v^{*}\right| \bullet|v\rangle \in V(\mu)^{*} \otimes V(\mu) \subset$ $\mathcal{O}\left(G_{q}\right)$ for the matrix coefficient determined by

$$
\left(X,\left\langle v^{*}\right| \bullet|v\rangle\right)=v^{*}\left(\pi_{\mu}(X)(v)\right)
$$

The right regular action of $U_{q}(\mathfrak{g})$ on $\mathcal{O}\left(G_{q}\right)$ given by $X \rightharpoonup f=f_{(1)}\left(X, f_{(2)}\right)$ corresponds to $X \rightharpoonup\left\langle v^{*}\right| \bullet|v\rangle=\left\langle v^{*}\right| \bullet|X \cdot v\rangle$ in this picture. The left regular action given by $X \cdot f=f \leftharpoonup \hat{S}(X)=\left(\hat{S}(X), f_{(1)}\right) f_{(2)}$ corresponds to $X \cdot\left\langle v^{*}\right| \bullet|v\rangle=\left\langle X \cdot v^{*}\right| \bullet|v\rangle$. Here we work with the action $\left(X \cdot v^{*}\right)(v)=v^{*}(\hat{S}(X) \cdot v)$ on the dual space $V(\mu)^{*}$ as usual.

If $e_{1}^{\mu}, \ldots, e_{n}^{\mu}$ is a basis of $V(\mu)$ with dual basis $e_{\mu}^{1}, \ldots, e_{\mu}^{n} \in V(\mu)^{*}$, so that $e_{\mu}^{i}\left(e_{j}^{\mu}\right)=\delta_{i j}$, then the matrix coefficients $u_{i j}^{\mu}=\left\langle e_{\mu}^{i}\right| \bullet\left|e_{j}^{\mu}\right\rangle$ form a basis of $\operatorname{End}(V(\mu))^{*}$. Notice that we have

$$
\Delta\left(u_{i j}^{\mu}\right)=\sum_{k=1}^{n} u_{i k}^{\mu} \otimes u_{k j}^{\mu}
$$

for all $\mu \in \mathbf{P}^{+}$and $1 \leq i, j \leq n=\operatorname{dim}(V(\mu))$. By the remarks preceding Definition 1.1. this shows that $\mathcal{O}\left(G_{q}\right)$ is a cosemisimple Hopf algebra. By Proposition 1.10, it admits a left and right invariant integral $\phi: \mathcal{O}\left(G_{q}\right) \rightarrow \mathbb{K}$, specifically

$$
\phi\left(u_{i j}^{\mu}\right)= \begin{cases}1 & \text { if } \mu=0 \\ 0 & \text { else }\end{cases}
$$

Since $\mathcal{O}\left(G_{q}\right)$ is a cosemisimple Hopf algebra, and hence in particular a regular multiplier Hopf algebra with integrals, it admits a dual multiplier Hopf algebra $\mathcal{D}\left(G_{q}\right)$, compare Subsection 1.3.2 Explicitly, we have

$$
\mathcal{D}\left(G_{q}\right)=\bigoplus_{\mu \in \mathbf{P}^{+}} \operatorname{End}(V(\mu))
$$

such that the canonical skew-pairing $(x, f)$ for $x \in \mathcal{D}\left(G_{q}\right)$ and $f \in \mathcal{O}\left(G_{q}\right)$ corresponds to the obvious pairing between $\operatorname{End}(V(\mu))$ and $\operatorname{End}(V(\mu))^{*}$ in each block.

The product and coproduct of $\mathcal{D}\left(G_{q}\right)$ are fixed such that

$$
(x y, f)=\left(x, f_{(1)}\right)\left(y, f_{(2)}\right), \quad(x, f g)=\left(x_{(2)}, f\right)\left(x_{(1)}, g\right)
$$

and the antipode $\hat{S}$, counit $\hat{\epsilon}$ of $\mathcal{D}\left(G_{q}\right)$ and unit $1 \in \mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$ are determined by

$$
(\hat{S}(x), f)=\left(x, S^{-1}(f)\right), \quad\left(\hat{S}^{-1}(x), f\right)=(x, S(f))
$$

and

$$
\hat{\epsilon}(x)=(x, 1), \quad \epsilon(f)=(1, f)
$$

for $x, y \in \mathcal{D}\left(G_{q}\right)$ and $f, g \in \mathcal{O}\left(G_{q}\right)$. We shall write $\hat{\Delta}$ for the coproduct of $\mathcal{D}\left(G_{q}\right)$, and use the Sweedler notation $\hat{\Delta}(x)=x_{(1)} \otimes x_{(2)}$ for $x \in \mathcal{D}\left(G_{q}\right)$.

It follows immediately from the construction that there is a canonical homomorphism $U_{q}(\mathfrak{g}) \rightarrow \mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$ of multiplier Hopf algebras, namely

$$
X \mapsto \prod_{\mu \in \mathbf{P}^{+}} \pi_{\mu}(X)
$$

This homomorphism is injective according to Theorem 2.101. In the sequel it will often be useful to view elements of $U_{q}(\mathfrak{g})$ as multipliers of $\mathcal{D}\left(G_{q}\right)$.

Given a basis of matrix coefficients $u_{i j}^{\mu}$ as above, the algebra $\mathcal{D}\left(G_{q}\right)$ admits a linear basis $\omega_{i j}^{\mu}$ such that

$$
\left(\omega_{i j}^{\mu}, u_{k l}^{\nu}\right)=\delta_{\mu \nu} \delta_{i k} \delta_{j l}
$$

Note that with respect to the algebra structure of $\mathcal{D}\left(G_{q}\right)$ we have

$$
\omega_{i j}^{\mu} \omega_{k l}^{\nu}=\delta_{\mu \nu} \delta_{j k} \omega_{i l}^{\mu}
$$

that is, the elements $\omega_{i j}^{\mu}$ are matrix units for $\mathcal{D}\left(G_{q}\right)$.
We note that the algebra $\mathcal{O}\left(G_{q}\right)$ can be viewed as a deformation of the coordinate ring of the affine algebraic variety associated with the group $G$ corresponding to $\mathfrak{g}$.
2.11. The universal $R$-matrix. In this subsection we discuss universal $R$-matrices and the dual concept of universal $r$-forms. We derive an explicit formula for the universal $r$-form of $\mathcal{O}\left(G_{q}\right)$ in terms of the PBW-basis of $U_{q}(\mathfrak{g})$.
2.11.1. Universal $R$-matrices. Let us first define what it means for a regular multiplier Hopf algebra to be quasitriangular.

Definition 2.103. Let $H$ be a regular multiplier Hopf algebra. Then $H$ is called called quasitriangular if there exists an invertible element $\mathcal{R} \in \mathcal{M}(H \otimes H)$, called a universal $R$-matrix, such that

$$
\Delta^{\mathrm{cop}}(x)=\mathcal{R} \Delta(x) \mathcal{R}^{-1}
$$

for all $x \in H$ and

$$
(\Delta \otimes \mathrm{id})(\mathcal{R})=\mathcal{R}_{13} \mathcal{R}_{23}, \quad(\mathrm{id} \otimes \Delta)(\mathcal{R})=\mathcal{R}_{13} \mathcal{R}_{12}
$$

Here $\Delta^{\mathrm{cop}}$ denotes the opposite comultiplication on $H$, given by $\Delta^{\mathrm{cop}}=\sigma \Delta$, where $\sigma: H \otimes H \rightarrow H \otimes H, \sigma(x \otimes y)=y \otimes x$ is the flip map. Also, we are using the standard leg-numbering notation, whereby $\mathcal{R}_{12}=\mathcal{R} \otimes 1, \mathcal{R}_{23}=1 \otimes \mathcal{R}$ and $\mathcal{R}_{13}=(\sigma \otimes \mathrm{id}) \mathcal{R}_{23}$ in $\mathcal{M}(H \otimes H \otimes H)$.

Notice that the final two relations in Definition 2.103 imply

$$
(\epsilon \otimes \mathrm{id})(\mathcal{R})=1=(\mathrm{id} \otimes \epsilon)(\mathcal{R}) .
$$

Moreover we record the formulas

$$
(S \otimes \mathrm{id})(\mathcal{R})=\mathcal{R}^{-1}=\left(\mathrm{id} \otimes S^{-1}\right)(\mathcal{R}),
$$

obtained using the antipode property applied to the final two relations in Definition 2.103 and the previous formulas.

From a technical point of view it is sometimes easier to view the $R$-matrix as a linear functional on the dual side. If $H$ is a Hopf algebra and $l, k: H \rightarrow \mathbb{K}$ are linear functionals on $H$ we define the convolution $l * k$ to be the linear functional on $H$ defined by

$$
(l * k)(f)=l\left(f_{(1)}\right) k\left(f_{(2)}\right)
$$

for $f \in H$. It is straightforward to check that the counit $\epsilon$ is a neutral element with respect to convolution. Accordingly, we say that $l: H \rightarrow \mathbb{K}$ is convolution invertible if there exists a linear functional $k: H \rightarrow \mathbb{K}$ such that

$$
l\left(f_{(1)}\right) k\left(f_{(2)}\right)=\epsilon(f)=k\left(f_{(1)}\right) l\left(f_{(2)}\right)
$$

for all $f \in H$. In this case the functional $k$ is uniquely determined and we write $k=l^{-1}$.

Definition 2.104. Let $H$ be a Hopf algebra. Then $H$ is called coquasitriangular if there exists a linear functional $r: H \otimes H \rightarrow \mathbb{K}$, called a universal $r$-form, which is invertible with respect to the convolution multiplication and satisfies
a) $r(f \otimes g h)=r\left(f_{(1)} \otimes g\right) r\left(f_{(2)} \otimes h\right)$
b) $r(f g \otimes h)=r\left(f \otimes h_{(2)}\right) r\left(g \otimes h_{(1)}\right)$
c) $r\left(f_{(1)} \otimes g_{(1)}\right) f_{(2)} g_{(2)}=g_{(1)} f_{(1)} r\left(f_{(2)} \otimes g_{(2)}\right)$
for all $f, g, h \in H$.
If $H$ is a cosemisimple Hopf algebra then it is in particular a regular multiplier Hopf algebra with integrals. Moreover, the linear dual space $H^{*}$ identifies with $\mathcal{M}(\hat{H})$ in a natural way, and similarly $(H \otimes H)^{*} \cong \mathcal{M}(\hat{H} \otimes \hat{H})$. In particular, a linear map $r: H \otimes H \rightarrow \mathbb{K}$ corresponds to a unique element $\mathcal{R} \in \mathcal{M}(\hat{H} \otimes \hat{H})$ such that $(\mathcal{R}, f \otimes g)=r(f \otimes g)$. With these observations in mind, the relation between universal $r$-forms and universal $R$-matrices is as follows.

Lemma 2.105. Let $H$ be a cosemisimple Hopf algebra and let $r: H \otimes H \rightarrow \mathbb{K}$ be a linear form, and let $\mathcal{R}$ be the corresponding element of $\mathcal{M}(\hat{H} \otimes \hat{H})$ as explained above. Then
a) $r$ is convolution invertible iff $\mathcal{R}$ is invertible.
b) $r(f \otimes g h)=r\left(f_{(1)} \otimes g\right) r\left(f_{(2)} \otimes h\right)$ for all $f, g, h \in H$ iff $(\mathrm{id} \otimes \hat{\Delta})(\mathcal{R})=\mathcal{R}_{13} \mathcal{R}_{12}$.
c) $r(f g \otimes h)=r\left(f \otimes h_{(2)}\right) r\left(g \otimes h_{(1)}\right)$ for all $f, g, h \in H$ iff $(\hat{\Delta} \otimes \mathrm{id})(\mathcal{R})=\mathcal{R}_{13} \mathcal{R}_{23}$.
d) $r\left(f_{(1)} \otimes g_{(1)}\right) g_{(2)} f_{(2)}=f_{(1)} g_{(1)} r\left(f_{(2)} \otimes g_{(2)}\right)$ for all $f, g, h \in H$ iff $\hat{\Delta}^{\mathrm{cop}}(x)=$ $\mathcal{R} \hat{\Delta}(x) \mathcal{R}^{-1}$ for all $x \in \hat{H}$.
In particular, $r$ is a universal $r$-form for $H$ iff $\mathcal{R}$ is a universal $R$-matrix for $\hat{H}$.
Proof. a) This follows immediately from the definition of convolution. The convolution inverse $r^{-1}$ of $r$ corresponds to the inverse $\mathcal{R}^{-1}$ of $\mathcal{R}$.
b) Using nondegeneracy of the pairing between $H \otimes H$ and $\hat{H} \otimes \hat{H}$, this follows from

$$
r(f \otimes g h)=(\mathcal{R}, f \otimes g h)=((\mathrm{id} \otimes \hat{\Delta})(\mathcal{R}), f \otimes h \otimes g)
$$

and

$$
r\left(f_{(1)} \otimes g\right) r\left(f_{(2)} \otimes h\right)=\left(\mathcal{R}, f_{(1)} \otimes g\right)\left(\mathcal{R}, f_{(2)} \otimes h\right)=\left(\mathcal{R}_{13} \mathcal{R}_{12}, f \otimes h \otimes g\right)
$$

for $f, g, h \in H$.
c) This follows from

$$
r(f g \otimes h)=(\mathcal{R}, f g \otimes h)=((\hat{\Delta} \otimes \mathrm{id})(\mathcal{R}), g \otimes f \otimes h)
$$

and

$$
r\left(f \otimes h_{(2)}\right) r\left(g \otimes h_{(1)}\right)=\left(\mathcal{R}, f \otimes h_{(2)}\right)\left(\mathcal{R}, g \otimes h_{(1)}\right)=\left(\mathcal{R}_{13} \mathcal{R}_{23}, g \otimes f \otimes h\right)
$$

for all $f, g, h \in H$.
d) For any $y \in \hat{H}$ and $f, g, h$ we compute

$$
r\left(f_{(1)} \otimes g_{(1)}\right)\left(y, g_{(2)} f_{(2)}\right)=\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right)\left(\hat{\Delta}(y), f_{(2)} \otimes g_{(2)}\right)=(\mathcal{R} \hat{\Delta}(y), f \otimes g)
$$

and

$$
\left(y, f_{(1)} g_{(1)}\right) r\left(f_{(2)} \otimes g_{(2)}\right)=\left(\hat{\Delta}(y), g_{(1)} \otimes f_{(1)}\right)\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)=\left(\hat{\Delta}^{\mathrm{cop}}(y) \mathcal{R}, f \otimes g\right)
$$

Since the pairing between $\hat{H}$ and $H$ is nondegenerate, the relation $\mathcal{R} \hat{\Delta}(x)=$ $\hat{\Delta}^{\mathrm{cop}}(x) \mathcal{R}$ for all $x \in \hat{H}$ is equivalent to

$$
r\left(f_{(1)} \otimes g_{(1)}\right) g_{(2)} f_{(2)}=f_{(1)} g_{(1)} r\left(f_{(2)} \otimes g_{(2)}\right)
$$

for all $f, g, h \in H$.
2.11.2. The $R$-matrix for $U_{q}(\mathfrak{g})$. The quantized universal enveloping algebra $U_{q}(\mathfrak{g})$ is not quite quasitriangular in the sense of Definition 2.103, but the multiplier Hopf algebra $\mathcal{D}\left(G_{q}\right)$ is. We assume that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

Define $\mathcal{O}\left(B_{q}^{ \pm}\right)$to be the image of $\mathcal{O}\left(G_{q}\right)$ under the natural projection $U_{q}(\mathfrak{g})^{*} \rightarrow$ $U_{q}\left(\mathfrak{b}_{ \pm}\right)^{*}$. Then there is a unique Hopf algebra structure on $\mathcal{O}\left(B_{q}^{ \pm}\right)$such that the projection maps $\mathcal{O}\left(G_{q}\right) \rightarrow \mathcal{O}\left(B_{q}^{ \pm}\right)$are Hopf algebra homomorphisms.

Recall the definition of the Drinfeld pairing from Definition 2.74
Proposition 2.106. The Drinfeld pairing $\tau$ induces isomorphisms $\iota_{ \pm}: U_{q}\left(\mathfrak{b}_{ \pm}\right) \rightarrow$ $\mathcal{O}\left(B_{q}^{\mp}\right)$ of Hopf algebras, such that

$$
\iota_{+}(X)(Y)=\tau(\hat{S}(X), Y), \quad \iota_{-}(Y)(X)=\tau(X, Y)
$$

for all $X \in U_{q}\left(\mathfrak{b}_{+}\right), Y \in U_{q}\left(\mathfrak{b}_{-}\right)$.
Proof. By Theorem $2.92 \tau$ is a nondegenerate skew-pairing, so the maps $\iota_{ \pm}$: $U_{q}\left(\mathfrak{b}_{ \pm}\right) \rightarrow U_{q}\left(\mathfrak{b}_{\mp}\right)^{*}$ are injective algebra homomorphisms.

To show that $\iota_{+}$is an isomorphism, we consider the direct sum decompositions

$$
\begin{aligned}
U_{q}\left(\mathfrak{b}_{+}\right) & =\bigoplus_{\beta \in \mathbf{P}^{+}, \mu \in \mathbf{P}} A_{\beta, \mu}, \\
\mathcal{O}\left(B_{q}^{-}\right) & =\bigoplus_{\beta \in \mathbf{P}^{+}, \mu \in \mathbf{P}} B_{\beta, \mu},
\end{aligned}
$$

where

$$
A_{\beta, \mu}=\hat{S}^{-1}\left(U_{q}\left(\mathfrak{n}_{+}\right)_{\beta} K_{\mu}\right)=\left\{\hat{S}^{-1}\left(X K_{\mu}\right) \mid X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\beta}\right\}
$$

and

$$
B_{\beta, \mu}=\left\{\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle \mid w^{+} \in V(\lambda)_{-\mu}, v^{+} \in V(\lambda)_{\mu+\beta}^{*} \text { for some } \lambda \in \mathbf{P}^{+}\right\}
$$

We claim that $\iota_{+}$restricts to an isomorphism between the finite dimensional subspaces $A_{\beta, \mu}$ and $B_{\beta, \mu}$ for each $\beta \in \mathbf{P}^{+}, \mu \in \mathbf{P}$.

Let $X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\beta}$. Using Lemma 2.75 we see that for every $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$and $\nu \in \mathbf{P}$,

$$
\begin{aligned}
\iota_{+}\left(\hat{S}^{-1}\left(X K_{\mu}\right)\right)\left(Y K_{\nu}\right)=\tau\left(X K_{\mu}, Y K_{\nu}\right) & =q^{-(\mu, \nu)} \tau(X, Y) \\
& =q^{-(\mu, \nu)} \tau\left(X K_{\mu}, Y\right) \\
& =q^{-(\mu, \nu)} \iota_{+}\left(\hat{S}^{-1}\left(X K_{\mu}\right)\right)(Y)
\end{aligned}
$$

Therefore, by the orthogonality of the PBW basis (Theorem 2.90), the functional $\varphi=\iota_{+}\left(\hat{S}^{-1}\left(X K_{\mu}\right)\right) \in U_{q}\left(\mathfrak{b}_{-}\right)^{*}$ satisfies

$$
\begin{equation*}
\varphi\left(Y K_{\nu}\right)=\delta_{\beta \gamma} q^{-(\mu, \nu)} \varphi(Y) \quad \text { for every } Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}, \gamma \in \mathbf{P}^{+}, \nu \in \mathbf{P} . \tag{2.1}
\end{equation*}
$$

Conversely, any linear functional $\varphi \in U_{q}\left(\mathfrak{b}_{-}\right)^{*}$ satisfying the property 2.1 is completely determined by its restriction to $U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta}$, so the orthogonality of the PBW basis implies that it is the image of a unique element $\hat{S}^{-1}\left(X K_{\mu}\right) \in A_{\beta, \mu}$.

Therefore, it suffices to show that the set of $\varphi$ satisfying 2.1) agrees with the subspace of matrix coefficients $\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle$with $w^{+} \in V(\lambda)_{-\mu}, v^{+} \in V(\lambda)_{\mu+\beta}^{*}$, as claimed. For such a matrix coefficient, we have

$$
\begin{aligned}
\left(Y K_{\nu},\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle\right) & =v^{+}\left(Y K_{\nu} \cdot w^{+}\right) \\
& =q^{-(\nu, \mu)} v^{+}\left(Y \cdot w^{+}\right)=q^{-(\nu, \mu)}\left(Y,\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle\right)
\end{aligned}
$$

so that it satisfies 2.1). Conversely, let $\varphi \in U_{q}\left(\mathfrak{b}_{-}\right)^{*}$ satisfy 2.1. By Lemma 2.45 we can choose $\lambda \in \mathbf{P}^{+}$sufficiently large such that, after fixing an arbitrary nonzero $w^{+} \in V(\lambda)_{-\mu}$, the map

$$
U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta} \rightarrow V(\lambda)_{-\mu-\beta}, \quad Y \mapsto Y \cdot w^{+}
$$

is injective. Therefore we can find $v^{+} \in V(\lambda)_{\mu+\beta}^{*}$ such that

$$
\left(Y,\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle\right)=\varphi(Y)
$$

for every $Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\beta}$. Since $\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle$vanishes on $U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$ for all $\gamma \neq \beta$ by weight considerations, it follows that $\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle=\varphi$ as an element of $U_{q}\left(\mathfrak{b}_{-}\right)^{*}$. This completes the proof for $\iota_{+}$.

A similar argument shows that $\iota_{-}$is an isomorphism.
Finally, using again the skew-pairing property of $\tau$ it is straightforward to check that the maps $\iota_{ \pm}$are compatible with the comultiplications.

Since $U_{q}\left(\mathfrak{b}_{ \pm}\right) \cong \mathcal{O}\left(B_{q}^{\mp}\right)$, the Drinfeld pairing $\tau: U_{q}\left(\mathfrak{b}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{-}\right) \rightarrow \mathbb{K}$ induces a pairing $\mathcal{O}\left(G_{q}\right) \otimes \mathcal{O}\left(G_{q}\right) \rightarrow \mathbb{K}$ as follows, compare [29].

Proposition 2.107. The linear map $r: \mathcal{O}\left(G_{q}\right) \otimes \mathcal{O}\left(G_{q}\right) \rightarrow \mathbb{K}$ given by

$$
\mathcal{O}\left(G_{q}\right) \otimes \mathcal{O}\left(G_{q}\right) \longrightarrow \mathcal{O}\left(B_{q}^{-}\right) \otimes \mathcal{O}\left(B_{q}^{+}\right) \cong U_{q}\left(\mathfrak{b}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{-}\right) \xrightarrow{\tau} \mathbb{K}
$$

is a universal r-form for $\mathcal{O}\left(G_{q}\right)$. Here the first arrow is the fip map composed with the canonical projection, and $\tau$ is the Drinfeld pairing. That is

$$
r(f \otimes g)=\tau\left(\iota_{+}^{-1}(g), \iota_{-}^{-1}(f)\right)
$$

where, by slight abuse of notation, we identify $f$ and $g$ with their images in $\mathcal{O}\left(B_{q}^{+}\right)$ and $\mathcal{O}\left(B_{q}^{-}\right)$, respectively.

Proof. Since $\tau$ is a skew-pairing we see that $r$ is a convolution invertible linear map satisfying conditions $a$ ) and b) of Definition 2.104

It remains to verify condition $c$ ) of Definition 2.104 . That is, we have to check

$$
r\left(f_{(1)} \otimes g_{(1)}\right) g_{(2)} f_{(2)}=f_{(1)} g_{(1)} r\left(f_{(2)} \otimes g_{(2)}\right)
$$

for all $f, g \in \mathcal{O}\left(G_{q}\right)$. Since the canonical pairing between $U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right)$ is nondegenerate, it suffices to show

$$
r\left(f_{(1)} \otimes g_{(1)}\right)\left(X, g_{(2)} f_{(2)}\right)=\left(X, f_{(1)} g_{(1)}\right) r\left(f_{(2)} \otimes g_{(2)}\right)
$$

for all $X \in U_{q}(\mathfrak{g})$. Moreover, since $U_{q}(\mathfrak{g})$ is generated as a Hopf algebra by $U_{q}\left(\mathfrak{b}_{+}\right)$ and $U_{q}\left(\mathfrak{b}_{-}\right)$, it suffices to consider $X \in U_{q}\left(\mathfrak{b}_{ \pm}\right)$. Abbreviating $Z=\iota_{-}^{-1}(f) \in U_{q}\left(\mathfrak{b}_{-}\right)$
and taking $X \in U_{q}\left(\mathfrak{b}_{+}\right)$, we indeed compute

$$
\begin{aligned}
r\left(f_{(1)} \otimes g_{(1)}\right)\left(X, g_{(2)} f_{(2)}\right) & =\tau\left(\iota_{+}^{-1}\left(g_{(1)}\right), \iota_{-}^{-1}\left(f_{(1)}\right)\right) \tau\left(X, \iota_{-}^{-1}\left(g_{(2)} f_{(2)}\right)\right) \\
& =\tau\left(\iota_{+}^{-1}\left(g_{(1)}\right), \iota_{-}^{-1}\left(f_{(1)}\right)\right) \tau\left(X_{(1)}, \iota_{-}^{-1}\left(f_{(2)}\right)\right) \tau\left(X_{(2)}, \iota_{-}^{-1}\left(g_{(2)}\right)\right) \\
& =\tau\left(\iota_{+}^{-1}\left(g_{(1)}\right), Z_{(1)}\right) \tau\left(X_{(1)}, Z_{(2)}\right) \tau\left(X_{(2)}, \iota_{-}^{-1}\left(g_{(2)}\right)\right) \\
& =\left(\hat{S}\left(Z_{(1)}\right), g_{(1)}\right) \tau\left(X_{(1)}, Z_{(2)}\right)\left(X_{(2)}, g_{(2)}\right) \\
& =\rho\left(\hat{S}\left(Z_{(2)}\right), X_{(1)}\right)\left(\hat{S}\left(Z_{(1)}\right) X_{(2)}, g\right) \\
& =\left(X_{(1)} \hat{S}\left(Z_{(2)}\right), g\right) \rho\left(\hat{S}\left(Z_{(1)}\right), X_{(2)}\right) \\
& =\tau\left(X_{(2)}, Z_{(1)}\right)\left(X_{(1)}, g_{(1)}\right)\left(\hat{S}\left(Z_{(2)}\right), g_{(2)}\right) \\
& =\tau\left(X_{(2)}, Z_{(1)}\right) \tau\left(X_{(1)}, \iota_{-}^{-1}\left(g_{(1)}\right)\right) \tau\left(\iota_{+}^{-1}\left(g_{(2)}\right), Z_{(2)}\right) \\
& =\tau\left(X_{(2)}, \iota_{-}^{-1}\left(f_{(1)}\right)\right) \tau\left(X_{(1)}, \iota_{-}^{-1}\left(g_{(1)}\right)\right) \tau\left(\iota_{+}^{-1}\left(g_{(2)}\right), \iota_{-}^{-1}\left(f_{(2)}\right)\right) \\
& =\tau\left(X, \iota_{-}^{-1}\left(f_{(1)} g_{(1)}\right)\right) \tau\left(\iota_{+}^{-1}\left(g_{(2)}\right), \iota_{-}^{-1}\left(f_{(2)}\right)\right) \\
& =\left(X, f_{(1)} g_{(1)}\right) r\left(f_{(2)} \otimes g_{(2)}\right),
\end{aligned}
$$

using Lemma 2.76 . A similar argument works for $X \in U_{q}\left(\mathfrak{b}_{-}\right)$. This finishes the proof.

Let us now give an explicit formula for the universal $r$-form of $\mathcal{O}\left(G_{q}\right)$. We will use the notation $H_{i} \in \mathfrak{h}(1 \leq i \leq N)$ for the simple coroots of $\mathfrak{g}$, identified with $\alpha_{i}^{\vee} \in \mathbf{Q}^{\vee}$ via the pairing:

$$
\lambda\left(H_{i}\right)=\left(\lambda, \alpha_{i}^{\vee}\right)
$$

for all $\lambda \in \mathbf{P}$. We also fix quantum root vectors $E_{\beta_{1}}, \ldots, E_{\beta_{n}}, F_{\beta_{1}}, \ldots, F_{\beta_{n}}$ associated to a reduced expression of $w_{0} \in W$, as in Definition 2.66

Theorem 2.108. The multiplier Hopf algebra $\mathcal{D}\left(G_{q}\right)$ has a universal $R$-matrix given by

$$
\mathcal{R}=q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)} \prod_{\alpha \in \boldsymbol{\Delta}^{+}} \exp _{q_{\alpha}}\left(\left(q_{\alpha}-q_{\alpha}^{-1}\right)\left(E_{\alpha} \otimes F_{\alpha}\right)\right)
$$

where $H_{1}, \ldots, H_{N}$ are the simple coroots of $\mathfrak{g}$, the matrix $\left(B_{i j}\right)$ is the inverse of $\left(C_{i j}\right)=\left(d_{j}^{-1} a_{i j}\right)$, and $q_{\alpha}=q_{i}$ if $\alpha$ and $\alpha_{i}$ lie on the same $W$-orbit. Moreover the factors on the right hand side appear in the order $\beta_{1}, \ldots, \beta_{n}$.
Equivalently, the above formula determines a universal r-form for $\mathcal{O}\left(G_{q}\right)$.
Proof. The formula requires a little explanation. Note that $C_{i j}=\left(\alpha_{i}^{\vee}, \alpha_{j}^{\vee}\right)=$ $\left(H_{i}, H_{j}\right)$, so that

$$
\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)=\sum_{i=1}^{N} H_{i} \otimes \varpi_{i}=\sum_{i=1}^{N} \varpi_{i} \otimes H_{i}
$$

where we recall that the fundamental weights $\varpi_{i}$ form the dual basis to the simple coroots $H_{i}$. The term $q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}$ should thus be interpreted as the element in $\mathcal{M}\left(\mathcal{D}\left(G_{q}\right) \otimes \mathcal{D}\left(G_{q}\right)\right)$ such that

$$
q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)} \cdot(v \otimes w)=q^{(\mu, \nu)} v \otimes w
$$

whenever $V$ and $W$ are integrable $U_{q}(\mathfrak{g})$-modules and $v \in V, w \in W$ have weight $\mu$ and $\nu$ respectively,

We shall show that the universal $r$-form obtained in Proposition 2.107 is given by the stated formula. It is technically more convenient however, to compute the inverse $r^{-1}$, given by

$$
\left.r^{-1}(f \otimes g)=\tau\left(\hat{S}\left(\iota_{+}^{-1}(g)\right), \iota_{-}^{-1}(f)\right)=\rho\left(\iota_{-}^{-1}(f)\right), \iota_{+}^{-1}(g)\right) .
$$

Note that according to Lemma 2.80 the inverse of the element $\mathcal{R}$ above is given by

$$
\mathcal{R}^{-1}=\left(\prod_{\alpha \in \boldsymbol{\Delta}^{+}} \exp _{q_{\alpha}^{-1}}\left(-\left(q_{\alpha}-q_{\alpha}^{-1}\right)\left(E_{\alpha} \otimes F_{\alpha}\right)\right)\right) q^{-\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}
$$

where now the ordering of the positive roots in the product is reversed to $\beta_{n}, \ldots, \beta_{1}$.
To compute $r^{-1}$ it is sufficient to consider $r^{-1}(f \otimes g)$ for elements of the form

$$
f=\iota_{-}\left(F_{\beta_{n}}^{t_{n}} \cdots F_{\beta_{1}}^{t_{1}} K_{\nu}\right), \quad g=\iota_{+}\left(\hat{S}^{-1}\left(E_{\beta_{n}}^{s_{n}} \cdots E_{\beta_{1}}^{s_{1}} K_{\mu}\right)\right) .
$$

Using the orthogonality relations for the Drinfeld pairing in Lemma 2.91, we calculate

$$
\begin{aligned}
r^{-1}(f \otimes g)= & \tau\left(E_{\beta_{n}}^{s_{n}} \cdots E_{\beta_{1}}^{s_{1}}, F_{\beta_{n}}^{t_{n}} \cdots F_{\beta_{1}}^{t_{1}}\right) q^{-(\mu, \nu)} \\
= & \sum_{a_{1}, \ldots, a_{n}=0}^{\infty} \tau\left(E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}, F_{\beta_{n}}^{a_{n}} \cdots F_{\beta_{1}}^{a_{1}}\right)^{-1} \\
& \times \tau\left(E_{\beta_{n}}^{s_{n}} \cdots E_{\beta_{1}}^{s_{1}}, F_{\beta_{n}}^{a_{n}} \cdots F_{\beta_{1}}^{a_{1}}\right) \tau\left(E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}, F_{\beta_{n}}^{t_{n}} \cdots F_{\beta_{1}}^{t_{1}}\right) q^{-(\mu, \nu)} \\
= & \sum_{a_{1}, \ldots, a_{n}=0}^{\infty} \prod_{k=1}^{n}(-1)^{a_{k}} \frac{q_{\beta_{k}}^{-a_{k}\left(a_{k}-1\right) / 2}}{\left[a_{k}\right]_{q_{\beta_{k}}}!}\left(q_{\beta_{k}}-q_{\beta_{k}}^{-1}\right)^{a_{k}} \\
& \times\left(F_{\beta_{n}}^{a_{n}} \cdots F_{\beta_{1}}^{a_{1}}, g\right)\left(E_{\beta_{n}}^{a_{n}} \cdots E_{\beta_{1}}^{a_{1}}, f\right) q^{-(\mu, \nu)} \\
= & \left(\prod_{\alpha \in \boldsymbol{\Delta}^{+}} \exp _{q_{\alpha}^{-1}}\left(-\left(q_{\alpha}-q_{\alpha}^{-1}\right)\left(E_{\alpha} \otimes F_{\alpha}\right)\right), f \otimes g\right) q^{-(\mu, \nu)} .
\end{aligned}
$$

Now, according to the proof of Proposition 2.106, we have

$$
f=\left\langle v^{-}\right| \bullet\left|w^{-}\right\rangle, \quad g=\left\langle v^{+}\right| \bullet\left|w^{+}\right\rangle
$$

where $w^{-}$has weight $-\nu$ and $w^{+}$has weight $-\mu$. Therefore

$$
f_{(1)} \otimes g_{(1)}\left(q^{-\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}, f_{(2)} \otimes g_{(2)}\right)=q^{-(\mu, \nu)} f \otimes g
$$

and we conclude that

$$
r^{-1}(f \otimes g)=\left(\mathcal{R}^{-1}, f \otimes g\right) .
$$

This completes the proof.
According to Theorem 2.108, we have in particular $\hat{\Delta}^{\mathrm{cop}}(X)=\mathcal{R} \hat{\Delta}(X) \mathcal{R}^{-1}$ for all $X \in U_{q}(\mathfrak{g}) \subset \mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$. Since $\mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$ can be viewed as an algebraic completion of $U_{q}(\mathfrak{g})$ this makes the latter share most properties of Hopf algebras which are quasitriangular in the precise sense of definition 2.103 . In the literature this is often phrased by saying that $U_{q}(\mathfrak{g})$ is quasitriangular, however note that the universal $R$-matrix $\mathcal{R}$ from Theorem 2.108 is not contained in $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$.

Let us next introduce $l$-functionals.
Definition 2.109. For $f \in \mathcal{O}\left(G_{q}\right)$, we define the $l$-functionals $l^{ \pm}(f)$ on $\mathcal{O}\left(G_{q}\right)$ by

$$
\left(l^{+}(f), h\right)=(\mathcal{R}, h \otimes f), \quad\left(l^{-}(f), h\right)=\left(\mathcal{R}^{-1}, f \otimes h\right)
$$

Since $\mathcal{R}$ is contained in $\mathcal{M}\left(\mathcal{D}\left(G_{q}\right) \otimes \mathcal{D}\left(G_{q}\right)\right)$ these functionals can be naturally viewed as elements of $\mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$. We can strengthen this observation as follows.
Lemma 2.110. For any $f \in \mathcal{O}\left(G_{q}\right)$ the l-functionals $l^{ \pm}(f)$ are contained in $U_{q}(\mathfrak{g}) \subset \mathcal{M}\left(\mathcal{D}\left(G_{q}\right)\right)$.
Proof. Consider the case where $g=\langle v| \bullet|w\rangle, h=\left\langle v^{\prime}\right| \bullet\left|w^{\prime}\right\rangle$ are matrix coefficients with $v \in V(\lambda)^{*}, w \in V(\lambda), v^{\prime} \in V\left(\lambda^{\prime}\right)^{*}, w^{\prime} \in V\left(\lambda^{\prime}\right)$ for some $\lambda, \lambda^{\prime} \in \mathbf{P}^{+}$. Suppose moreover that $w$ and $w^{\prime}$ have weight $\mu$ and $\nu$, respectively. As in the proof of Theorem 2.108 we calculate

$$
\left(q^{\sum_{i, j} B_{i j}\left(H_{i} \otimes H_{j}\right)}, h \otimes g\right)=q^{(\mu, \nu)} \epsilon(h) \epsilon(g)=\left(\epsilon(g) K_{\mu}, h\right) .
$$

From this we easily deduce $l^{+}(f) \in U_{q}(\mathfrak{g})$ for any $f \in \mathcal{O}\left(G_{q}\right)$.
The proof for $l^{-}(f)$ is analogous.
The conclusion of Lemma 2.110 is one of the reasons to work with the simply connected version of $U_{q}(\mathfrak{g})$ with generators $K_{\mu}$ for all $\mu \in \mathbf{P}$. The corresponding assertion fails if one considers the version of the quantized universal enveloping algebra with Cartan part containing only elements $K_{\mu}$ for $\mu \in \mathbf{Q}$.

We record the following basic properties of $l$-functionals.
Lemma 2.111. The maps $l^{ \pm}: \mathcal{O}\left(G_{q}\right) \rightarrow U_{q}(\mathfrak{g})$ are Hopf algebra homomorphisms. Explicitly, we have

$$
\begin{aligned}
l^{ \pm}(f g) & =l^{ \pm}(f) l^{ \pm}(g) \\
\hat{\Delta}\left(l^{ \pm}(f)\right) & =l^{ \pm}\left(f_{(1)}\right) \otimes l^{ \pm}\left(f_{(2)}\right) \\
\hat{S}\left(l^{ \pm}(f)\right) & =l^{ \pm}(S(f))
\end{aligned}
$$

for all $f, g \in \mathcal{O}\left(G_{q}\right)$.
Proof. For $h \in \mathcal{O}\left(G_{q}\right)$ we compute

$$
\begin{aligned}
\left(l^{+}(f g), h\right) & =(\mathcal{R}, h \otimes f g) \\
& =((\operatorname{id} \otimes \hat{\Delta})(\mathcal{R}), h \otimes g \otimes f) \\
& =\left(\mathcal{R}_{13} \mathcal{R}_{12}, h \otimes g \otimes f\right) \\
& =\left(\mathcal{R}, h_{(1)} \otimes f\right)\left(\mathcal{R}, h_{(2)} \otimes g\right) \\
& =\left(l^{+}(f) l^{+}(g), h\right),
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\left(\hat{\Delta}\left(l^{+}(f)\right), g \otimes h\right) & =((\hat{\Delta} \otimes \mathrm{id})(\mathcal{R}), g \otimes h \otimes f) \\
& =\left(\mathcal{R}_{13} \mathcal{R}_{23}, g \otimes h \otimes f\right) \\
& =\left(\mathcal{R}, g \otimes f_{(1)}\right)\left(\mathcal{R}, h \otimes f_{(2)}\right) \\
& =\left(l^{+}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right), g \otimes h\right) .
\end{aligned}
$$

The relation concerning the antipodes follows from these two formulas; explicitly we calculate

$$
\left(\hat{S}\left(l^{+}(f)\right), h\right)=((\hat{S} \otimes \mathrm{id})(\mathcal{R}), h \otimes f)=\left(\left(\mathrm{id} \otimes \hat{S}^{-1}\right)(\mathcal{R}), h \otimes f\right)=\left(l^{+}(S(f)), h\right) .
$$

The assertions for $l^{-}$are obtained in a similar way.
2.12. The locally finite part of $U_{q}(\mathfrak{g})$. In this subsection we discuss some results on the locally finite part of $U_{q}(\mathfrak{g})$. For more details we refer to Section 5.3 in 41] and [8], [16. Throughout we assume that $q=s^{2 L} \in \mathbb{K}^{\times}$is not a root of unity.

Recall that $U_{q}(\mathfrak{g})$ is a left module over itself with respect to the adjoint action given by

$$
\operatorname{ad}(X)(Y)=X \rightarrow Y=X_{(1)} Y \hat{S}\left(X_{(2)}\right)
$$

for $X, Y \in U_{q}(\mathfrak{g})$. The space of invariant elements of $U_{q}(\mathfrak{g})$ with respect to the adjoint action is the centre $Z U_{q}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$.

The locally finite part $F U_{q}(\mathfrak{g})$ is the sum of all finite dimensional $U_{q}(\mathfrak{g})$-submodules of $U_{q}(\mathfrak{g})$ with respect to the adjoint action. In contrast to the classical case it turns out that $F U_{q}(\mathfrak{g})$ is a proper subspace of $U_{q}(\mathfrak{g})$.
Lemma 2.112. The locally finite part $F U_{q}(\mathfrak{g})$ is a subalgebra and a left coideal of $U_{q}(\mathfrak{g})$, that is, $\Delta\left(F U_{q}(\mathfrak{g})\right) \subset U_{q}(\mathfrak{g}) \otimes F U_{q}(\mathfrak{g})$.

Proof. The fact that $F U_{q}(\mathfrak{g})$ is a subalgebra follows from the fact that the adjoint action is compatible with multiplication. Now let $Y \in F U_{q}(\mathfrak{g})$ and $X \in U_{q}(\mathfrak{g})$. Note that

$$
\begin{aligned}
Y_{(1)} \otimes\left(X \rightarrow Y_{(2)}\right) & =S\left(X_{(1)}\right) X_{(2)} Y_{(1)} S\left(X_{(5)}\right) X_{(6)} \otimes X_{(3)} Y_{(2)} S\left(X_{(4)}\right) \\
& =\left(S\left(X_{(1)}\right) \otimes 1\right) \Delta\left(X_{(2)} \rightarrow Y\right)\left(X_{(3)} \otimes 1\right) .
\end{aligned}
$$

Since $U_{q}(\mathfrak{g}) \rightarrow Y$ is finite dimensional it follows that $\Delta(Y) \in U_{q}(\mathfrak{g}) \otimes F U_{q}(\mathfrak{g})$.
Recall that the anti-automorphism $\tau$ of $U_{q}(\mathfrak{g})$ defined in Lemma 2.16 satisfies

$$
\begin{aligned}
\tau(X \rightarrow Y) & =\tau\left(X_{(1)} Y \hat{S}\left(X_{(2)}\right)\right) \\
& =\tau\left(\hat{S}\left(X_{(2)}\right)\right) \tau(Y) \tau\left(X_{(1)}\right) \\
& =\tau\left(\hat{S}\left(X_{(2)}\right)\right) \tau(Y) \hat{S}\left(\tau\left(\hat{S}\left(X_{(1)}\right)\right)\right) \\
& =\tau(\hat{S}(X)) \rightarrow \tau(Y)
\end{aligned}
$$

for all $X, Y \in U_{q}(\mathfrak{g})$. In particular, the involution $\tau$ preserves the locally finite part $F U_{q}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$.

More generally, for an arbitrary $U_{q}(\mathfrak{g})$-module $M$ we shall denote by $F M \subset M$ its locally finite part, that is, the subspace consisting of all elements $m$ such that $U_{q}(\mathfrak{g}) \cdot m$ is finite dimensional. We shall say that the action of $U_{q}(\mathfrak{g})$ on $M$ is locally finite if $F M=M$. Of course, this is the case in particular if $M=V(\mu)$ for $\mu \in \mathbf{P}^{+}$.

Let us also define the coadjoint action of $U_{q}(\mathfrak{g})$ on $U_{q}(\mathfrak{g})^{*}$ by

$$
(X \rightarrow f)(Y)=f\left(\hat{S}\left(X_{(1)}\right) Y X_{(2)}\right)
$$

for $X, Y \in U_{q}(\mathfrak{g})$ and $f \in U_{q}(\mathfrak{g})^{*}$. If $f=\langle v| \bullet|w\rangle \in \mathcal{O}\left(G_{q}\right)$ is a matrix coefficient, then

$$
X \rightarrow\langle v| \bullet|w\rangle=\left\langle X_{(1)} \cdot v\right| \bullet\left|X_{(2)} \cdot w\right\rangle
$$

Therefore the coadjoint action preserves $\mathcal{O}\left(G_{q}\right)$ and is locally finite on $\mathcal{O}\left(G_{q}\right)$. Note that for $f \in \mathcal{O}\left(G_{q}\right)$,

$$
(X \rightarrow f)(Y)=(Y, X \rightarrow f)
$$

for all $X, Y \in U_{q}(\mathfrak{g})$.
We define a linear map $J: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})^{*}$ by

$$
J(X)(Y)=\kappa\left(\hat{S}^{-1}(Y), X\right)
$$

where $\kappa$ is the quantum Killing form, see Definition 2.78 Using $J$ we can determine the structure of $F U_{q}(\mathfrak{g})$, compare Section 7.1 in 41] and 8].

Theorem 2.113. The linear map $J$ defines an isomorphism from $F U_{q}(\mathfrak{g})$ onto $\mathcal{O}\left(G_{q}\right)$ compatible with the adjoint and coadjoint actions, respectively. Moreover

$$
F U_{q}(\mathfrak{g})=\bigoplus_{\mu \in \mathbf{P}^{+}} U_{q}(\mathfrak{g}) \rightarrow K_{2 \mu}
$$

as a subspace of $U_{q}(\mathfrak{g})$.
Proof. We follow the discussion in [16]. According to Theorem 2.92 the map $J$ : $U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g})^{*}$ is injective. Moreover $J$ intertwines the adjoint and coadjoint actions since by the ad-invariance of $\kappa$ from Proposition 2.79 we obtain

$$
\begin{aligned}
(X \rightarrow J(Y))(Z) & =J(Y)\left(\hat{S}\left(X_{(1)}\right) Z X_{(2)}\right) \\
& =\kappa\left(\hat{S}^{-1}\left(X_{(2)}\right) \hat{S}^{-1}(Z) X_{(1)}, Y\right) \\
& =\kappa\left(\hat{S}^{-1}(X) \rightarrow \hat{S}^{-1}(Z), Y\right) \\
& =\kappa\left(\hat{S}^{-1}(Z), X \rightarrow Y\right) \\
& =J(X \rightarrow Y)(Z)
\end{aligned}
$$

for all $X, Y, Z \in U_{q}(\mathfrak{g})$.
Let $\mu \in \mathbf{P}^{+}$and let $w_{0} \in W$ be the longest element of the Weyl group. Using the definition of the quantum Killing form we check that $J\left(K_{-2 w_{0} \mu}\right)$ vanishes on monomials $X K_{\nu} \hat{S}(Y)$ for which $X \in U_{q}\left(\mathfrak{n}_{+}\right)$or $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$is contained in the kernel of $\hat{\epsilon}$. With this in mind, if $v^{\mu}$ is a lowest weight vector of $V(\mu)$ and $v_{*}^{\mu}$ is the highest weight vector in $V(\mu)^{*}$ such that $v_{*}^{\mu}\left(v^{\mu}\right)=1$, one can confirm that

$$
J\left(K_{-2 w_{0} \mu}\right)=\left\langle v_{*}^{\mu}\right| \bullet\left|v^{\mu}\right\rangle
$$

by comparing both sides on $U_{q}(\mathfrak{h})$.
Since $V(\mu)$ is irreducible, the vector $\left\langle v_{*}^{\mu}\right| \bullet\left|v^{\mu}\right\rangle$ is cyclic for the coadjoint action. We conclude that $J$ induces an isomorphism $U_{q}(\mathfrak{g}) \rightarrow K_{-2 w_{0} \mu} \cong \operatorname{End}(V(\mu))^{*}$. Since the spaces $\operatorname{End}(V(\mu))^{*}$ form a direct sum in $\mathcal{O}\left(G_{q}\right) \subset U_{q}(\mathfrak{g})^{*}$ it follows that the sum of the spaces $U_{q}(\mathfrak{g}) \rightarrow K_{-2 w_{0} \mu}$ is a direct sum, and the resulting subspace of $F U_{q}(\mathfrak{g})$ is isomorphic to $\mathcal{O}\left(G_{q}\right)$ via $J$.

To finish the proof it suffices to show that $J\left(F U_{q}(\mathfrak{g})\right)$ is contained in $\mathcal{O}\left(G_{q}\right)$. For this let $f \in J\left(F U_{q}(\mathfrak{g})\right)$ be arbitrary. Consider the left and right regular actions of $U_{q}(\mathfrak{g})$ on $U_{q}(\mathfrak{g})^{*}$ given by

$$
(X \cdot f)(Y)=f(Y X), \quad(f \cdot X)(Y)=f(X Y)
$$

for $X, Y \in U_{q}(\mathfrak{g})$. Inspecting the definition of the quantum Killing form shows that $U_{q}\left(\mathfrak{b}_{-}\right) \cdot f$ and $f \cdot U_{q}\left(\mathfrak{b}_{+}\right)$are finite dimensional subspaces of $U_{q}(\mathfrak{g})^{*}$. Moreover $f$ is contained in the locally finite part of $U_{q}(\mathfrak{g})^{*}$ with respect to the coadjoint action, so the relation $X \cdot f=X_{(2)} \rightarrow\left(f \cdot X_{(1)}\right)$ shows that $U_{q}\left(\mathfrak{b}_{+}\right) \cdot f$ is finite dimensional as well. Hence $U_{q}(\mathfrak{g}) \cdot f$ is finite dimensional.

From the definition of the quantum Killing form $\kappa$ it follows that the linear functional $J\left(Y K_{\lambda} \hat{S}(X)\right) \in U_{q}(\mathfrak{g})^{*}$ for $X \in U_{q}\left(\mathfrak{n}_{+}\right)_{\nu}, Y \in U_{q}\left(\mathfrak{n}_{-}\right)$has weight $\nu-$ $\frac{1}{2} \lambda \in \frac{1}{2} \mathbf{P} \subset \mathfrak{h}_{q}^{*}$ with respect to the left regular action. In particular, $J\left(U_{q}(\mathfrak{g})\right)$ is a weight module with respect to the left regular action, and therefore the same holds for $U_{q}(\mathfrak{g}) \cdot f$. According to Corollary 2.100, we conclude that $U_{q}(\mathfrak{g}) \cdot f$ is isomorphic to a finite direct sum of modules $V\left(\mu_{j}\right)$ for $\mu_{1}, \ldots, \mu_{r} \in \mathbf{P}_{q}^{+}$, and since $\mathbf{P}_{q}^{+} \cap \frac{1}{2} \mathbf{P}=\mathbf{P}^{+}$, we have in fact $\mu_{1}, \ldots, \mu_{r} \in \mathbf{P}^{+}$. In particular, we get $X \cdot f=0$ for any $X \in I\left(\mu_{1}\right) \cap \cdots \cap I\left(\mu_{r}\right)$, the intersection of the kernels of the irreducible representations corresponding to $\mu_{1}, \ldots, \mu_{r}$. Therefore $0=(X \cdot f)(1)=f(X)$ for all such $X$, which means that $f$ can be viewed as a linear functional on the quotient $U_{q}(\mathfrak{g}) /\left(I\left(\mu_{1}\right) \cap \cdots \cap I\left(\mu_{r}\right)\right) \cong \operatorname{End}\left(V\left(\mu_{1}\right)\right) \oplus \cdots \oplus \operatorname{End}\left(V\left(\mu_{r}\right)\right)$. In other words, we have $f \in \mathcal{O}\left(G_{q}\right)$ as desired. This finishes the proof.

As a consequence of Theorem 2.113 we obtain the following properties of $F U_{q}(\mathfrak{g})$.
Proposition 2.114. The intersection of $U_{q}(\mathfrak{h})$ and $F U_{q}(\mathfrak{g})$ is linearly spanned by the elements $K_{\lambda}$ for $\lambda \in 2 \mathbf{P}^{+}$.

Proof. Let us first show

$$
E_{j}^{r} \rightarrow K_{\lambda}=\prod_{k=1}^{r}\left(1-q^{\left(\lambda-(k-1) \alpha_{j}, \alpha_{j}\right)}\right) E_{j}^{r} K_{\lambda-r \alpha_{j}}
$$

using induction on $r \in \mathbb{N}$. We have

$$
E_{j} \rightarrow K_{\lambda}=\left[E_{j}, K_{\lambda}\right] K_{j}^{-1}=\left(E_{j}-K_{\lambda} E_{j} K_{-\lambda}\right) K_{\lambda-\alpha_{j}}=\left(1-q^{\left(\lambda, \alpha_{j}\right)}\right) E_{j} K_{\lambda-\alpha_{j}}
$$

and in the inductive step we compute

$$
\begin{aligned}
& E_{j}^{r} \rightarrow K_{\lambda}=\left[E_{j}, E_{j}^{r-1} \rightarrow K_{\lambda}\right] K_{j}^{-1} \\
& =\prod_{k=1}^{r-1}\left(1-q^{\left(\lambda-(k-1) \alpha_{j}, \alpha_{j}\right)}\right)\left(E_{j} E_{j}^{r-1} K_{\lambda-(r-1) \alpha_{j}} K_{-\alpha_{j}}-E_{j}^{r-1} K_{\lambda-(r-1) \alpha_{j}} E_{j} K_{-\alpha_{j}}\right) \\
& =\prod_{k=1}^{r-1}\left(1-q^{\left(\lambda-(k-1) \alpha_{j}, \alpha_{j}\right)}\right)\left(E_{j}^{r} K_{\lambda-r \alpha_{j}}-q^{\left(\lambda-(r-1) \alpha_{j}, \alpha_{j}\right)} E_{j}^{r} K_{\lambda-r \alpha_{j}}\right) \\
& =\prod_{k=1}^{r}\left(1-q^{\left(\lambda-(k-1) \alpha_{j}, \alpha_{j}\right)}\right) E_{j}^{r} K_{\lambda-r \alpha_{j}},
\end{aligned}
$$

so that the formula indeed holds.
Since $q$ is not a root of unity it follows that $E_{j}^{r} \rightarrow K_{\lambda}=0$ for some $r \in \mathbb{N}$ iff $\left(\alpha_{j}, \lambda\right)=n_{j}\left(\alpha_{j}, \alpha_{j}\right)$ for some integer $n_{j} \geq 0$. Writing $\lambda=\lambda_{1} \varpi_{1}+\cdots+\lambda_{N} \varpi_{N}$ this amounts to

$$
\lambda_{j}=\left(\alpha_{j}^{\vee}, \lambda\right)=\frac{2}{\left(\alpha_{j}, \alpha_{j}\right)}\left(\alpha_{j}, \lambda\right)=2 n_{j}
$$

We conclude that $K_{\lambda} \in F U_{q}(\mathfrak{g})$ implies $\lambda \in 2 \mathbf{P}^{+}$. In fact, the argument shows more generally that an element of $U_{q}(\mathfrak{h})$ which is contained in $F U_{q}(\mathfrak{g})$ is necessarily a linear combination of elements $K_{\lambda}$ with $\lambda \in 2 \mathbf{P}$.

Conversely, according to Theorem 2.113 the elements $K_{\lambda}$ for $\lambda \in 2 \mathbf{P}^{+}$are indeed contained in $F U_{q}(\mathfrak{g})$. This finishes the proof.

Observe that Proposition 2.114 shows in particular that $F U_{q}(\mathfrak{g})$ in not a Hopf subalgebra of $U_{q}(\mathfrak{g})$.

The following result illustrates that the subalgebra $F U_{q}(\mathfrak{g}) \subset U_{q}(\mathfrak{g})$ is reasonably large. For more precise information in this direction see Section 7.1 in 41.
Lemma 2.115. We have $U_{q}(\mathfrak{g})=F U_{q}(\mathfrak{g}) U_{q}(\mathfrak{h})=U_{q}(\mathfrak{h}) F U_{q}(\mathfrak{g})$.
Proof. We first note that $K_{\mu} F U_{q}(\mathfrak{g}) K_{-\mu}=\operatorname{ad}\left(K_{\mu}\right)\left(F U_{q}(\mathfrak{g})\right)=F U_{q}(\mathfrak{g})$ for all $\mu \in \mathbf{P}$, and hence $F U_{q}(\mathfrak{g}) U_{q}(\mathfrak{h})=U_{q}(\mathfrak{h}) F U_{q}(\mathfrak{g})$. It follows that the latter is a subalgebra.

In order to finish the proof it therefore suffices to show that the generators $E_{i}, F_{i}$ are contained in $F U_{q}(\mathfrak{g}) U_{q}(\mathfrak{h})=U_{q}(\mathfrak{h}) F U_{q}(\mathfrak{g})$. From the computation in the proof of Proposition 2.114 we conclude that

$$
E_{j} \rightarrow K_{2 \rho}=\left(1-q^{\left(2 \rho, \alpha_{j}\right)}\right) E_{j} K_{2 \rho-\alpha_{j}}=\left(1-q_{j}^{2}\right) E_{j} K_{2 \rho-\alpha_{j}}
$$

is contained in $F U_{q}(\mathfrak{g})$, and hence $E_{j} \in F U_{q}(\mathfrak{g}) U_{q}(\mathfrak{h})$. In the same way we see that

$$
F_{j} \rightarrow K_{2 \rho}=-K_{2 \rho} F_{j}+F_{j} K_{2 \rho}=\left(1-q^{-\left(2 \rho, \alpha_{j}\right)}\right) E_{j} K_{2 \rho}=\left(1-q_{j}^{-2}\right) E_{j} K_{2 \rho}
$$

is contained in $F U_{q}(\mathfrak{g})$, and hence $F_{j} \in F U_{q}(\mathfrak{g}) U_{q}(\mathfrak{h})$.
Recall next the definition of the $l$-functionals $l^{ \pm}(f)$ for $f \in \mathcal{O}\left(G_{q}\right)$ from Definition 2.109 . We define a linear map $I: \mathcal{O}\left(G_{q}\right) \rightarrow U_{q}(\mathfrak{g})$ by

$$
I(f)=l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right)
$$

For the following result compare [8].
Proposition 2.116. The map $I$ induces an isomorphism $\mathcal{O}\left(G_{q}\right) \rightarrow F U_{q}(\mathfrak{g})$, and this isomorphism is the inverse of the isomorphism $J: F U_{q}(\mathfrak{g}) \rightarrow \mathcal{O}\left(G_{q}\right)$ constructed above.

Proof. By the definition of the $l$-functionals we have

$$
(I(f), g)=\left(\mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1}, f \otimes g\right)
$$

for $f, g \in \mathcal{O}\left(G_{q}\right)$. Here we write $\mathcal{R}_{12}=\mathcal{R}$ and $\mathcal{R}_{21}=\sigma(\mathcal{R})$ where $\sigma$ is the flip map. Using

$$
\hat{\Delta}(X) \mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1}=\mathcal{R}_{12}^{-1} \hat{\Delta}^{\mathrm{cop}}(X) \mathcal{R}_{21}^{-1}=\mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1} \hat{\Delta}(X)
$$

for all $X \in U_{q}(\mathfrak{g})$ we compute

$$
\begin{aligned}
(I(X \rightarrow f), g) & =\left(\hat{S}\left(X_{(1)}\right), f_{(1)}\right)\left(I\left(f_{(2)}\right), g\right)\left(X_{(2)}, f_{(3)}\right) \\
& =\left(\hat{S}\left(X_{(1)}\right), f_{(1)}\right)\left(\mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1}, f_{(2)} \otimes g\right)\left(X_{(2)}, f_{(3)}\right) \\
& =\left(\hat{S}\left(X_{(1)}\right), f_{(1)}\right)\left(\mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1} \hat{\Delta}\left(X_{(2)}\right), f_{(2)} \otimes g_{(1)}\right)\left(\hat{S}\left(X_{(3)}\right), g_{(2)}\right) \\
& =\left(\hat{S}\left(X_{(1)}\right), f_{(1)}\right)\left(\hat{\Delta}\left(X_{(2)}\right) \mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1}, f_{(2)} \otimes g_{(1)}\right)\left(\hat{S}\left(X_{(3)}\right), g_{(2)}\right) \\
& =\left(X_{(1)}, g_{(1)}\right)\left(\mathcal{R}_{12}^{-1} \mathcal{R}_{21}^{-1}, f \otimes g_{(2)}\right)\left(\hat{S}\left(X_{(2)}\right), g_{(3)}\right) \\
& =\left(X_{(1)}, g_{(1)}\right)\left(I(f), g_{(2)}\right)\left(\hat{S}\left(X_{(2)}\right), g_{(3)}\right)=(X \rightarrow I(f), g)
\end{aligned}
$$

for $f, g \in \mathcal{O}\left(G_{q}\right)$. Hence $I$ is $U_{q}(\mathfrak{g})$-linear with respect to the coadjoint and adjoint actions, respectively. This means in particular that the image of $I$ is contained in $F U_{q}(\mathfrak{g})$ since the coadjoint action on $\mathcal{O}\left(G_{q}\right)$ is locally finite.

Let $v^{\mu} \in V(\mu)$ be a lowest weight vector and $v_{*}^{\mu} \in V(\mu)^{*}$ a highest weight vector such that $v_{*}^{\mu}\left(v^{\mu}\right)=1$. From the explicit description of the $R$-matrix in Theorem 2.108 we see that $l^{-}\left(\left\langle v_{*}^{\mu}\right| \bullet|v\rangle\right)=\left(v_{*}^{\mu}, v\right) K_{-w_{0} \mu}$ for all $v \in V(\mu)$. Similarly, we obtain $l^{+}\left(\left\langle v^{*}\right| \bullet\left|v^{\mu}\right\rangle\right)=\left(v^{*}, v^{\mu}\right) K_{w_{0} \mu}$ for all $v^{*} \in V(\mu)^{*}$. Taking a basis $v_{1}, \ldots, v_{n}$ of $V(\mu)$ with dual basis $v_{1}^{*}, \ldots, v_{n}^{*} \in V(\mu)^{*}$ this shows

$$
\begin{aligned}
I\left(\left\langle v_{*}^{\mu}\right| \bullet\left|v^{\mu}\right\rangle\right) & =\sum_{j=1}^{n} l^{-}\left(\left\langle v_{*}^{\mu}\right| \bullet\left|v_{j}\right\rangle\right) l^{+}\left(S\left(\left\langle v_{j}^{*}\right| \bullet\left|v^{\mu}\right\rangle\right)\right) \\
& =\sum_{j=1}^{n}\left(v_{*}^{\mu}, v_{j}\right)\left(v_{j}^{*}, v^{\mu}\right) K_{-2 w_{0} \mu}=K_{-2 w_{0} \mu}
\end{aligned}
$$

Combining this with the results from Theorem 2.113 we conclude that $I$ is indeed the inverse of $J$. In particular $I$ is an isomorphism.

Let $g, f \in \mathcal{O}\left(G_{q}\right)$. Using that $I$ is compatible with the adjoint and coadjoint actions and properties of $l$-functionals we compute

$$
\begin{aligned}
I(g) & I(f)=I(g) l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) \\
& =l^{-}\left(f_{(2)}\right)\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow I(g)\right) l^{+}\left(S\left(f_{(3)}\right)\right) \\
& =l^{-}\left(f_{(2)}\right) I\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right) l^{+}\left(S\left(f_{(3)}\right)\right) \\
& =l^{-}\left(f_{(2)}\right) l^{-}\left(\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right)_{(1)}\right) l^{+}\left(S\left(\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right)_{(2)}\right)\right) l^{+}\left(S\left(f_{(3)}\right)\right) \\
& =l^{-}\left(f_{(2)}\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right)_{(1)}\right) l^{+}\left(S\left(f_{(3)}\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right)_{(2)}\right)\right) \\
& \left.=I_{(2)} \hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g\right) .
\end{aligned}
$$

In a similar way we obtain

$$
\begin{aligned}
I(f) & I(g)=l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) I(g) \\
& =l^{-}\left(f_{(1)}\right)\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow I(g)\right) l^{+}\left(S\left(f_{(2)}\right)\right) \\
& =l^{-}\left(f_{(1)}\right) I\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow g\right) l^{+}\left(S\left(f_{(2)}\right)\right) \\
& =l^{-}\left(f_{(1)}\right) l^{-}\left(\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow g\right)_{(1)}\right) l^{+}\left(S\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow g\right)_{(2)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) \\
& =l^{-}\left(f_{(1)}\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow g\right)_{(1)}\right) l^{+}\left(S\left(f_{(2)}\left(l^{+}\left(S\left(f_{(3)}\right)\right) \rightarrow g\right)_{(2)}\right)\right) \\
& =I\left(f_{(1)} \hat{S}^{-1}\left(l^{+}\left(f_{(2)}\right)\right) \rightarrow g\right) .
\end{aligned}
$$

for all $f, g \in \mathcal{O}\left(G_{q}\right)$.
In particular, the map $I: \mathcal{O}\left(G_{q}\right) \rightarrow F U_{q}(\mathfrak{g})$ is not an algebra homomorphism. However, assume that $g$ is an element of the invariant part $\mathcal{O}\left(G_{q}\right)^{G_{q}}$ of $\mathcal{O}\left(G_{q}\right)$ with respect to the coadjoint action. Then the computation above shows that $I$ satisfies the multiplicativity property

$$
I(f g)=I(f) I(g)=I(g) I(f)
$$

for all $f \in \mathcal{O}\left(G_{q}\right)$. In particular, we obtain the following.
Proposition 2.117. The map I induces an algebra isomorphism between $\mathcal{O}\left(G_{q}\right)^{G_{q}}$ and $Z U_{q}(\mathfrak{g})$.
2.13. The centre of $U_{q}(\mathfrak{g})$ and the Harish-Chandra homomorphism. In this section we describe the structure of the centre $Z U_{q}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$. For more details we refer to [9. Throughout we assume that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

Recall from Proposition 2.117 that we have an algebra isomorphism $\mathcal{O}\left(G_{q}\right)^{G_{q}} \cong$ $Z U_{q}(\mathfrak{g})$. Therefore, we start by studying the algebra $\mathcal{O}\left(G_{q}\right)^{G_{q}}$.

Definition 2.118. Let $V$ be a finite dimensional integrable $U_{q}(\mathfrak{g})$-module $V$. The quantum trace $t_{V} \in \mathcal{O}\left(G_{q}\right)$ is defined by

$$
t_{V}(X)=\operatorname{tr}_{V}\left(X K_{-2 \rho}\right)
$$

for all $X \in U_{q}(\mathfrak{g})$, where $\operatorname{tr}_{V}$ denotes the unnormalized trace on $\operatorname{End}(V)$. If $V=$ $V(\mu)$ for some $\mu \in \mathbf{P}^{+}$, we will write $t_{\mu}$ for $t_{V(\mu)}$.
Lemma 2.119. The set of quantum traces $t_{\mu}$ for $\mu \in \mathbf{P}^{+}$is a linear basis of $\mathcal{O}\left(G_{q}\right)^{G_{q}}$.

Proof. First, one checks that an element $f \in \mathcal{O}\left(G_{q}\right)$ is invariant for the coadjoint action if and only if

$$
\left(\hat{S}^{2}(X) Y, f\right)=(Y X, f)
$$

for all $X, Y \in U_{q}(\mathfrak{g})$. Recall from Lemma 2.7 , that $\hat{S}^{2}(X)=K_{2 \rho} X K_{-2 \rho}$. Using this, and $f \cdot K_{2 \rho}=\left(K_{2 \rho}, f_{(1)}\right) f_{(2)}$, we see that the above condition is equivalent to

$$
\left(X Y, f \cdot K_{2 \rho}\right)=\left(K_{2 \rho} X Y, f\right)=\left(K_{2 \rho} Y X, f\right)=\left(Y X, f \cdot K_{2 \rho}\right)
$$

for all $X, Y \in U_{q}(\mathfrak{g})$. This holds if and only if $f \cdot K_{2 \rho}$ is a linear combination of traces $\operatorname{tr}_{V(\mu)}$.

Note that the quantum traces satisfy

$$
t_{V \oplus W}=t_{V}+t_{W}, \quad t_{V \otimes W}=t_{V} t_{W}
$$

for all finite dimensional integrable modules $V, W$. It follows that $\mathcal{O}\left(G_{q}\right)^{G_{q}}$ is isomorphic to the polynomial algebra $\mathbb{K}\left[t_{\varpi_{1}}, \ldots, t_{\varpi_{N}}\right]$.

For $\mu \in \mathbf{P}^{+}$let us define the Casimir element $z_{\mu} \in U_{q}(\mathfrak{g})$ by $z_{\mu}=I\left(t_{\mu}\right)$. As a direct consequence of Proposition 2.117 and Lemma 2.119 we obtain the following result.

Theorem 2.120. The centre $Z U_{q}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$ is canonically isomorphic to the polynomial ring $\mathbb{K}\left[z_{\varpi_{1}}, \ldots, z_{\varpi_{N}}\right]$. A linear basis of $Z U_{q}(\mathfrak{g})$ is given by the Casimir elements $z_{\mu}$ for $\mu \in \mathbf{P}^{+}$.

Recall that the Harish-Chandra map is the linear map $\mathcal{P}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{h})$ defined by $\mathcal{P}=\hat{\epsilon} \otimes \mathrm{id} \otimes \hat{\epsilon}$ with respect to the triangular decomposition $U_{q}(\mathfrak{g}) \cong$ $U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{+}\right)$. Our next goal is the quantum analogue of Harish Chandra's Theorem, which says that $\mathcal{P}$ restricts to an algebra isomorphism of $Z U_{q}(\mathfrak{g})$ onto a subalgebra of $U_{q}(\mathfrak{h})$.

In order to specify this subalgebra, we will need to introduce a shifted Weyl group action on $U_{q}(\mathfrak{h})$. Note that there is a standard action of $W$ on $U_{q}(\mathfrak{h})$ by algebra automorphisms, defined by

$$
w\left(K_{\mu}\right)=K_{w \mu}
$$

for $w \in W$ and $\mu \in \mathbf{P}$. The shifted version of this action is defined as follows.
Definition 2.121. Let $\gamma$ be the algebra automorphism of $U_{q}(\mathfrak{h})$ defined by

$$
\gamma\left(K_{\mu}\right)=q^{(\rho, \mu)} K_{\mu} \quad(\mu \in \mathbf{P})
$$

The shifted action of $W$ on $U_{q}(\mathfrak{h})$ is the conjugate of the standard action above by $\gamma$. Specifically, the shifted action of $w \in W$ is given by

$$
w \cdot K_{\mu}=q^{(\rho, w \mu-\mu)} K_{\mu} .
$$

for $w \in W$.
Note that the automorphism $\gamma$ of $U_{q}(\mathfrak{h})$ induces a map $\gamma^{*}$ on the group of characters of $U_{q}(\mathfrak{h})$ and hence on the parameter space $\mathfrak{h}_{q}^{*}$. Specifically, for the character $\chi_{\lambda}$ associated to $\lambda \in \mathfrak{h}_{q}^{*}$ we have

$$
\gamma^{*}\left(\chi_{\lambda}\right)\left(K_{\mu}\right)=\chi_{\lambda}\left(\gamma\left(K_{\mu}\right)\right)=q^{(\lambda+\rho, \mu)}
$$

for all $\mu \in \mathbf{P}$, so that $\gamma^{*}$ acts on $\mathfrak{h}_{q}^{*}$ by translation by $\rho$.
We also introduce the algebra homomorphism $\tau: \mathbb{K}[\mathbf{P}] \rightarrow U_{q}(\mathfrak{h})$ defined by

$$
\tau(\mu)=K_{2 \mu}
$$

for $\mu \in \mathbf{P}$. Note that the subalgebra $\operatorname{im}(\tau) \subset U_{q}(\mathfrak{h})$ is preserved by the shifted Weyl group action.

The following result appears in various frameworks in [70, 19, 42, see also 67.
Theorem 2.122. The Harish-Chandra map $\mathcal{P}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{h})$ restricts to an algebra isomorphism $Z U_{q}(\mathfrak{g}) \cong \operatorname{im}(\tau)^{W}$, the fixed point subalgebra of $\operatorname{im}(\tau)$ under the shifted Weyl group action.

Proof. It is equivalent to prove the the map $\gamma^{-1} \circ \mathcal{P}$ defines an algebra isomorphism of $Z U_{q}(\mathfrak{g})$ onto the fixed point subalgebra of $\operatorname{im}(\tau)$ under the standard action of $W$.

Let $\mu \in \mathbf{P}^{+}$and consider the central element $z_{\mu}$. Fix a basis $e_{1}^{\mu}, \ldots, e_{n}^{\mu}$ of weight vectors for $V(\mu)$ with dual basis $e_{\mu}^{1}, \ldots, e_{\mu}^{n}$ and put $u_{i j}^{\mu}=\left\langle e_{\mu}^{i}\right| \bullet\left|e_{j}^{\mu}\right\rangle$ so that the quantum trace is

$$
t_{\mu}=\sum_{j=1}^{n}\left(K_{-2 \rho}, u_{j j}^{\mu}\right) u_{j j}^{\mu}
$$

Then

$$
z_{\mu}=I\left(t_{\mu}\right)=\sum_{j, k}\left(K_{-2 \rho}, u_{j j}^{\mu}\right) l^{-}\left(u_{j k}^{\mu}\right) l^{+}\left(S\left(u_{k j}^{\mu}\right)\right)
$$

Note that $l^{-}\left(u_{r s}^{\mu}\right)$ is contained in $U_{q}\left(\mathfrak{b}_{-}\right)$, and similarly $l^{+}\left(S\left(u_{r s}^{\mu}\right)\right)$ is contained in $U_{q}\left(\mathfrak{b}_{+}\right)$. Inspecting the explicit form of the universal $R$-matrix in Theorem 2.108 we get

$$
\mathcal{P}\left(z_{\mu}\right)=\sum_{\nu \in \mathbf{P}(V(\mu))} q^{(-2 \rho, \nu)} K_{-\nu} K_{-\nu}=\sum_{\nu \in \mathbf{P}(V(\mu))} q^{(\rho,-2 \nu)} K_{-2 \nu}
$$

where $\nu$ runs over the set of weights $\mathbf{P}(V(\mu))$ of $V(\mu)$, counted with multiplicities. We obtain

$$
\gamma^{-1} \circ \mathcal{P}\left(z_{\mu}\right)=\sum_{\nu \in \mathbf{P}(V(\mu))} K_{-2 \nu}
$$

which is obviously in $\operatorname{im}(\tau)$ and invariant under the standard action of $W$. Moreover, for any $\lambda, \mu \in \mathbf{P}^{+}$we have

$$
\begin{aligned}
\left(\gamma^{-1} \circ \mathcal{P}\left(z_{\mu}\right)\right)\left(\gamma^{-1} \circ \mathcal{P}\left(z_{\lambda}\right)\right) & =\sum_{\substack{\nu^{\prime} \in \mathbf{P}(V(\mu)), \nu^{\prime \prime} \in \mathbf{P}(V(\lambda))}} K_{-2 \nu^{\prime}} K_{-2 \nu^{\prime \prime}} \\
& =\sum_{\nu \in \mathbf{P}(V(\mu) \otimes V(\lambda))} K_{-2 \nu} \\
& =\gamma^{-1} \circ \mathcal{P}\left(z_{\mu} z_{\lambda}\right),
\end{aligned}
$$

so $\gamma \otimes \mathcal{P}$ is an algebra homomorphism.
Using an induction argument with respect to the partial ordering on $\mathbf{P}^{+}$, one checks that the elements $\gamma^{-1} \circ \mathcal{P}\left(z_{\mu}\right)$ for $\mu \in \mathbf{P}^{+}$form a basis of the fixed point subalgebra of $\operatorname{im}(\tau)$ with respect to the standard action. Combining this with Theorem 2.120 finishes the proof.

Let us illustrate these considerations in the case of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. In this case one can check directly that the Casimir element $z_{1 / 2}$ associated with the fundamental representation $V(1 / 2)$ is, up to a scalar multiple, given by

$$
C=F E+\frac{q K^{2}+q^{-1} K^{-2}}{\left(q-q^{-1}\right)^{2}}
$$

Let us verify that $C$ is in the centre of $U_{q}(\mathfrak{s l}(2, \mathbb{K}))$. We compute

$$
\begin{aligned}
E C & =[E, F] E+F E E+\frac{q^{-1} K^{2} E+q K^{-2} E}{\left(q-q^{-1}\right)^{2}} \\
& =F E E+\frac{\left(q-q^{-1}\right) K^{2} E+\left(q^{-1}-q\right) K^{-2} E}{\left(q-q^{-1}\right)^{2}}+\frac{q^{-1} K^{2} E+q K^{-2} E}{\left(q-q^{-1}\right)^{2}} \\
& =F E E+\frac{q K^{2} E+q^{-1} K^{-2} E}{\left(q-q^{-1}\right)^{2}}=C E
\end{aligned}
$$

similarly we get

$$
\begin{aligned}
C F & =F[E, F]+F F E+\frac{q^{-1} F K^{2}+q F K^{-2}}{\left(q-q^{-1}\right)^{2}} \\
& =F F E+\frac{\left(q-q^{-1}\right) F K^{2}+\left(q^{-1}-q\right) F K^{-2}}{\left(q-q^{-1}\right)^{2}}+\frac{q^{-1} F K^{2}+q F K^{-2}}{\left(q-q^{-1}\right)^{2}} \\
& =F F E+\frac{q F K^{2}+q^{-1} F K^{-2}}{\left(q-q^{-1}\right)^{2}}=F C,
\end{aligned}
$$

and the relation $C K=K C$ is obvious.
Let us now return to the general theory. Consider a Verma module $M(\lambda)$ for $\lambda \in \mathfrak{h}_{q}^{*}$. If $Z \in Z U_{q}(\mathfrak{g})$ and $v_{\lambda} \in M(\lambda)$ is the highest weight vector, then $Z \cdot v_{\lambda}$ is
again a highest weight vector, and therefore must be of the form $\xi_{\lambda}(Z) v_{\lambda}$, for some linear map $\xi_{\lambda}: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$. Note that

$$
Z \cdot v_{\lambda}=\mathcal{P}(Z) \cdot v_{\lambda}=\chi_{\lambda}(\mathcal{P}(Z)) v_{\lambda}
$$

where $\chi_{\lambda}$ is the character given by $\chi_{\lambda}\left(K_{\nu}\right)=q^{(\lambda, \nu)}$ for all $\nu \in \mathbf{P}$, and therefore

$$
\xi_{\lambda}=\chi_{\lambda} \circ \mathcal{P}
$$

Moreover, since $v_{\lambda}$ is a cyclic vector for $M(\lambda)$ it follows that $Z$ acts by multiplication by $\xi_{\lambda}(Z)$ on all of $M(\lambda)$. It is easy to check that $\xi_{\lambda}(Y Z)=\xi_{\lambda}(Y) \xi_{\lambda}(Z)$ for all $Y, Z \in Z U_{q}(\mathfrak{g})$, which means that $\xi_{\lambda}$ is a character.

Definition 2.123. Let $\lambda \in \mathfrak{h}_{q}^{*}$. The character $\xi_{\lambda}: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ defined above is called the central character associated with $\lambda$.

From the previous considerations it follows that if $M(\mu) \subset M(\lambda)$ is a submodule then $\xi_{\mu}=\xi_{\lambda}$.

We shall now introduce the notion of linkage, which is designed to analyze the structure of Verma modules. For a classical complex semisimple Lie algebra $\mathfrak{g}$, two Verma modules $M(\lambda)$ and $M(\mu)$ with highest weights $\lambda, \mu \in \mathfrak{h}^{*}$ have the same central character if and only if $\lambda$ and $\mu$ are in the same orbit of the shifted Weyl group action, in which case they are called $W$-linked, see 37. For $U_{q}(\mathfrak{g})$ the group $W$ needs to be enlarged slightly to take into account the existence of elements in $\mathfrak{h}_{q}^{*}$ of order 2.

Definition 2.124. We define $\mathbf{Y}_{q}=\left\{\zeta \in \mathfrak{h}_{q}^{*} \mid 2 \zeta=0\right\}$.
If characteristic of the ground field $\mathbb{K}$ is not equal to 2 , there is a canonical isomorphism

$$
\mathbf{Y}_{q} \cong \mathbf{Q}^{\vee} / 2 \mathbf{Q}^{\vee}
$$

which associates to the class of $\alpha^{\vee} \in \mathbf{Q}^{\vee}$ the character $\zeta_{\alpha^{\vee}} \in \mathfrak{h}_{q}^{*}$ defined by

$$
q^{\left(\zeta_{\alpha} \vee, \mu\right)}=(-1)^{\left(\alpha^{\vee}, \mu\right)}
$$

for $\mu \in \mathbf{Q}$. Here we are using the $q$-exponential notation for $\mathfrak{h}_{q}^{*}$ from Definition 2.26. This formula is well-defined since the character $\zeta_{\alpha^{\vee}}$ is trivial if $\alpha^{\vee} \in 2 \mathbf{Q}^{\vee}$. Moreover, if $\zeta \in \mathfrak{h}_{q}^{*}$ is any element of order two then we have $q^{(\zeta, \mu)}= \pm 1$ for all $\mu \in \mathbf{P}$, which implies that there exists $\alpha^{\vee} \in \mathbf{Q}^{\vee}$ such that $\zeta=\zeta_{\alpha^{\vee}}$, as given by the above formula.

In the case where the ground field is $\mathbb{C}$, where we make the identification $\mathfrak{h}_{q}^{*}=$ $\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$, the natural identification is $\mathbf{Y}_{q} \cong \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}$.

Note that if $\mathbb{K}$ is an exponential field and if there exists $z \in \mathbb{K}$ such that $q^{z}=-1$ then we have $\zeta_{\alpha^{\vee}}=z \alpha^{\vee}$. Here we are using the canonical map $\mathfrak{h}^{*} \rightarrow \mathfrak{h}_{q}^{*}$ described in Subsection 2.3.1

Now we define the extended Weyl group, see Section 8.3.2 in 41. Note that the action of the Weyl group $W$ on $\mathfrak{h}_{q}^{*}$ restricts to $\mathbf{Y}_{q}$.

Definition 2.125. The extended Weyl group $\hat{W}$ is defined as the semidirect product

$$
\hat{W}=\mathbf{Y}_{q} \rtimes W
$$

with respect to the action of $W$ on $\mathbf{Y}_{q}$.
Observe that the extended Weyl group is a finite group. Explicitly, the group structure of $\hat{W}$ is

$$
(\zeta, v)(\eta, w)=(\zeta+v \eta, v w)
$$

for all $\zeta, \eta \in \mathbf{Y}_{q}$ and $v, w \in W$.

We define two actions of $\hat{W}$ on $\mathfrak{h}_{q}^{*}$ by

$$
(\zeta, w) \lambda=w \lambda+\zeta
$$

and

$$
(\zeta, w) \cdot \lambda=w \cdot \lambda+\zeta=w(\lambda+\rho)-\rho+\zeta
$$

for $\lambda \in \mathfrak{h}_{q}^{*}$. The latter is called the shifted action of $\hat{W}$ on $\mathfrak{h}_{q}^{*}$.
Definition 2.126. We say that $\mu, \lambda \in \mathfrak{h}_{q}^{*}$ are $\hat{W}$-linked if $\hat{w} . \lambda=\mu$ for some $\hat{w} \in \hat{W}$.
Notice that $\hat{W}$-linkage is an equivalence relation on $\mathfrak{h}_{q}^{*}$. This should be compared to the usual notion of $W$-linkage, see [37]. Indeed, the two notions coincide if we restrict our attention to integral weights.

Lemma 2.127. Two integral weights $\mu, \lambda \in \mathbf{P} \subset \mathfrak{h}_{q}^{*}$ are $\hat{W}$-linked iff they are $W$-linked.

Proof. If $\mu, \lambda \in \mathbf{P}$ with $(\zeta, w) \cdot \lambda=w \cdot \lambda+\zeta=\mu$ then $\zeta \in \mathbf{P} \subset \mathfrak{h}_{q}^{*}$. But then for all $\nu \in \mathbf{P}$, we have $q^{(\zeta, \nu)} \in s^{\mathbb{Z}}$ and also $q^{(\zeta, \nu)}= \pm 1$. Since $q$ is not a root of unity, this implies that $\zeta=0$.

We shall now state and prove the following analogue of Harish-Chandra's Theorem, compare Section 1.10 in [37.

Theorem 2.128. Two elements $\mu, \lambda \in \mathfrak{h}_{q}^{*}$ are $\hat{W}$-linked iff $\xi_{\mu}=\xi_{\lambda}$.
Proof. Assume first that $\lambda$ and $\mu=\hat{w} . \lambda$ are linked, where $\hat{w}=(\zeta, w) \in \hat{W}$. In order to show $\xi_{\hat{w} . \lambda}=\xi_{\lambda}$ it suffices due to Theorem 2.122 to show $\chi_{\hat{w} . \lambda}=\chi_{\lambda}$, where both sides are viewed as characters on the fixed point subalgebra $\operatorname{im}(\tau)^{W}$ under the shifted Weyl group action. If

$$
K=\sum_{\nu \in \mathbf{P}} c_{\nu} K_{2 \nu}=\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho, 2 w \nu-2 \nu)} K_{2 w \nu}
$$

is contained in $\operatorname{im}(\tau)^{W}$ then we obtain

$$
\begin{aligned}
\chi_{\mu}(K)=\chi_{w \cdot \lambda+\zeta}(K) & =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho, 2 w \nu-2 \nu)} q^{(w \cdot \lambda+\zeta, 2 w \nu)} \\
& =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho, 2 w \nu-2 \nu)} q^{(w \cdot \lambda, 2 w \nu)} \\
& =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho, 2 w \nu-2 \nu)} q^{(w(\lambda+\rho)-\rho, 2 w \nu)} \\
& =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho,-2 \nu)} q^{(w(\lambda+\rho), 2 w \nu)} \\
& =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\rho,-2 \nu)} q^{(\lambda+\rho, 2 \nu)} \\
& =\sum_{\nu \in \mathbf{P}} c_{\nu} q^{(\lambda, 2 \nu)}=\chi_{\lambda}(K)
\end{aligned}
$$

as desired.
Let us now assume that $\mu$ and $\lambda$ are not $\hat{W}$-linked. This implies that the shifted Weyl group orbits $W \cdot(2 \mu)$ and $W \cdot(2 \lambda)$ are disjoint. Let us write $2 W \cdot \mu \cup 2 W \cdot \lambda=$ $\left\{2 \eta_{1}, \ldots, 2 \eta_{n}\right\} \subset \mathfrak{h}_{q}^{*}$. Each element of this set corresponds to a character $\mathbf{P} \rightarrow \mathbb{K}^{\times}$ sending $\nu \in \mathbf{P}$ to $q^{\left(2 \eta_{i}, \nu\right)}$. Therefore Artin's Theorem on linear independence of
characters allows us to find elements $\nu_{1}, \ldots, \nu_{n} \in \mathbf{P}$ such that the matrix $\left(q^{\left(2 \eta_{i}, \nu_{j}\right)}\right)$ is invertible, and hence scalars $c_{1}, \ldots, c_{n} \in \mathbb{K}$ such that

$$
\sum_{j=1}^{n} c_{j} q^{\left(\eta_{i}, 2 \nu_{j}\right)}= \begin{cases}1 & \text { if } \eta_{i} \in W \cdot \mu \\ 0 & \text { if } \eta_{i} \in W \cdot \lambda\end{cases}
$$

If we write $K=\sum_{j} c_{j} K_{2 \nu_{j}}$ then $L=\frac{1}{|W|} \sum_{w \in W} w \cdot K$ is contained in $\operatorname{im}(\tau)^{W}$. Moreover, since

$$
\begin{aligned}
\chi_{\eta_{i}}(w \cdot K) & =\sum_{j} c_{j} \chi_{\eta_{i}}\left(w \cdot K_{2 \nu_{j}}\right) \\
& =\sum_{j} c_{j} q^{\left(\rho, 2 w \nu_{j}-2 \nu_{j}\right)} q^{\left(\eta_{i}, 2 w \nu_{j}\right)} \\
& =\sum_{j} c_{j} q^{\left(w^{-1}\left(\eta_{i}+\rho\right)-\rho, 2 \nu_{j}\right)}=\sum_{j} c_{j} q^{\left(w^{-1} \cdot \eta_{i}, 2 \nu_{j}\right)}=\chi_{w^{-1} \cdot \eta_{i}}(K)
\end{aligned}
$$

we have $\chi_{\eta_{i}}(L)=1$ for $\eta_{i} \in W . \mu$ and $\chi_{\eta_{i}}(L)=0$ for $\eta_{i} \in W . \lambda$. Taking the preimage $Z \in Z U_{q}(\mathfrak{g})$ of $L \in \operatorname{im}(\tau)^{W}$ under the Harish-Chandra isomorphism therefore gives $\xi_{\lambda}(Z)=1$ and $\xi_{\mu}(Z)=0$. Hence $\xi_{\mu} \neq \xi_{\lambda}$.

Let us conclude this subsection with the following result on the structure of characters of $Z U_{q}(\mathfrak{g})$.
Proposition 2.129. Assume that $\mathbb{K}$ is an algebraically closed field. Then any character $\chi: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{K}$ is of the form $\xi_{\lambda}$ for some $\lambda \in \mathfrak{h}_{q}^{*}$.
Proof. Using Theorem 2.122 we can identify $Z U_{q}(\mathfrak{g})$ with the $W$-invariant part $A^{W}$ of the Laurent polynomial ring $A=\operatorname{im} \tau=\mathbb{K}\left[K_{2 \varpi_{1}}^{ \pm 1}, \ldots, K_{2 \varpi_{N}}^{ \pm 1}\right]$, where $W$ is acting by the shifted Weyl group action. It suffices to show that any character $\chi: A^{W} \rightarrow \mathbb{K}$ is of the form $\chi=\chi_{\lambda}$ for $\lambda \in \mathfrak{h}_{q}^{*}$.

Since $W$ is a finite group the ring extension $A^{W} \subset A$ is integral, that is, each element of $A$ is the root of a monic polynomial with coefficients in $A^{W}$. In fact, given $f \in A$ we may consider $p(x)=\prod_{w \in W}(x-w . f)$.

To proceed further we need to invoke some commutative algebra for integral ring extensions. More precisely, due to Theorem 5.10 in [4] the maximal ideal $\operatorname{ker}(\chi)$ is of the form $\operatorname{ker}(\chi)=A^{W} \cap \mathfrak{p}$ for some prime ideal $\mathfrak{p}$ of $A$, and Corollary 5.8 in [4] implies that $\mathfrak{p}$ is a maximal ideal. Since $\mathbb{K}$ is algebraically closed we conclude that $\mathfrak{p}=\operatorname{ker}(\eta)$ for some character $\eta: A \rightarrow \mathbb{K}$ extending $\chi$.

Using once again that $\mathbb{K}$ is algebraically closed, we can find $\lambda \in \mathfrak{h}_{q}^{*}$ such that $\eta\left(K_{\mu}\right)=q^{(\mu, \lambda)}=\chi_{\lambda}\left(K_{\mu}\right)$ for all elements $K_{\mu} \in A$. Clearly this yields $\chi=\chi_{\lambda}$ as desired.
2.14. Noetherianity. In this section we show that $U_{q}(\mathfrak{g})$ and some related algebras are Noetherian. We assume throughout that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.
2.14.1. Noetherian algebras. Recall that an algebra $A$ is called left (right) Noetherian if it satisfies the ascending chain condition (ACC) for left (right) ideals. The ACC says that any ascending chain $I_{1} \subset I_{2} \subset I_{3} \subset \cdots$ of left (right) ideals of $A$ becomes eventually constant, that is, satisfies $I_{n}=I_{n+1}=I_{n+2}=\cdots$ for some $n \in \mathbb{N}$. The algebra $A$ is called Noetherian if it is both left and right Noetherian.

We will have to work with graded and filtered algebras. Let $A$ be an algebra and $P$ an additive abelian semigroup, and assume that there exists a direct sum decomposition

$$
A=\bigoplus_{\mu \in P} A_{\mu}
$$

into linear subspaces $A_{\mu}$ such that $1 \in A_{0}$ and $A_{\mu} A_{\nu} \subset A_{\mu+\nu}$ for all $\mu, \nu \in P$. In this case we call $A$ a graded algebra. A left (right) ideal $I$ of a graded algebra $A$ is called graded if $I=\bigoplus_{\mu \in P} I_{\mu}$ where $I_{\mu}=A_{\mu} \cap I$.

Assume now in addition that the abelian semigroup $P$ is ordered, that is, equipped with an order relation $\leq$ such that $\mu \leq \nu$ implies $\mu+\lambda \leq \nu+\lambda$ for all $\mu, \nu, \lambda \in P$. We shall also assume that $P$ has cancellation, so that $\mu+\lambda=\nu+\lambda$ for some $\lambda \in P$ implies $\mu=\nu$. A $P$-filtration on an algebra $A$ is a family of linear subspaces $\mathcal{F}^{\mu}(A) \subset A$ indexed by $\mu \in P$ such that $1 \in \mathcal{F}^{0}(A), \mathcal{F}^{\mu}(A) \subset \mathcal{F}^{\nu}(A)$ if $\mu \leq \nu$,

$$
\bigcup_{\mu \in P} \mathcal{F}^{\mu}(A)=A
$$

and $\mathcal{F}^{\mu}(A) \mathcal{F}^{\nu}(A) \subset \mathcal{F}^{\mu+\nu}(A)$ for all $\mu, \nu \in P$. In this case we also say that $A$ is a filtered algebra. If $A$ is a filtered algebra, then the associated graded algebra is

$$
g r_{\mathcal{F}}(A)=\bigoplus_{\mu \in P} \mathcal{F}^{\mu}(A) / \mathcal{F}^{<\mu}(A)
$$

where

$$
\mathcal{F}^{<\mu}(A)=\sum_{\nu<\mu} \mathcal{F}^{\nu}(A)
$$

and we write $\nu<\mu$ if $\nu \leq \mu$ and $\nu \neq \mu$. The associated graded algebra is indeed a graded algebra in a natural way with graded subspaces $g r_{\mathcal{F}}(A)_{\mu}=\mathcal{F}^{\mu}(A) / \mathcal{F}^{<\mu}(A)$ labelled by $P$.

Recall that $P$ is called well-founded if every subset of $P$ contains a minimal element. This is equivalent to the descending chain condition: any infinite sequence $\mu_{1} \geq \mu_{2} \geq \cdots$ in $P$ is eventually constant.

We say that a filtration $\mathcal{F}^{\mu}(A)$ of an algebra $A$ is locally bounded below if for each nonzero element $a \in A$ the set of all $\mu \in P$ with $a \in \mathcal{F}^{\mu}(A)$ has a minimal element. Recall also that an algebra $A$ is called a domain if it has no zero-divisors, that is, if $a b=0$ in $A$ implies $a=0$ or $b=0$.

Let us record the following basic fact, compare Appendix I. 12 in 15 and Chapter V in 38 .

Lemma 2.130. Let $A$ be a filtered algebra with a filtration $\left(\mathcal{F}^{\mu}(A)\right)_{\mu \in P}$ with respect to an abelian semigroup P. Then the following holds.
a) Suppose $P$ is well-founded. If the associated graded algebra $\operatorname{gr}_{\mathcal{F}}(A)$ is left (right) Noetherian then $A$ is left (right) Noetherian.
b) Suppose $P$ is totally ordered and the filtration is locally bounded below. If $\operatorname{gr} r_{\mathcal{F}}(A)$ is a domain then $A$ is a domain.

Proof. a) We shall consider left ideals only, the proof for right ideals is completely analogous.

Note that if $I \subset A$ is a left ideal then setting $\mathcal{F}^{\mu}(I)=I \cap \mathcal{F}^{\mu}(A)$ for $\mu \in P$ defines a filtration of $I$, with associated graded

$$
g r_{\mathcal{F}}(I)=\bigoplus_{\mu \in P} g r_{\mathcal{F}}(I)_{\mu}=\bigoplus_{\mu \in P} \mathcal{F}^{\mu}(I) / \mathcal{F}^{<\mu}(I)
$$

There is a canonical inclusion of $\mathcal{F}^{\mu}(I) / \mathcal{F}^{<\mu}(I)$ into $\mathcal{F}^{\mu}(A) / \mathcal{F}^{<\mu}(A)$, and in this way $g r_{\mathcal{F}}(I)$ becomes a graded left ideal of $g r_{\mathcal{F}}(A)$.

Assume now that $I_{1} \subset I_{2} \subset \cdots$ is an increasing chain of left ideals in $A$. Then the associated graded left ideals fit into an ascending chain $\operatorname{gr} r_{\mathcal{F}}\left(I_{1}\right) \subset g r_{\mathcal{F}}\left(I_{2}\right) \subset \cdots$. By assumption, this chain stabilizes eventually, so that $g r_{\mathcal{F}}\left(I_{n}\right)=g r_{\mathcal{F}}\left(I_{n+1}\right)=\cdots$ for some $n \in \mathbb{N}$.

We shall show that in general if $I \subset J$ are left ideals of $A$ such that $\operatorname{gr}_{\mathcal{F}}(I)=$ $g r_{\mathcal{F}}(J)$ then $I=J$. This will clearly imply that our original chain $I_{1} \subset I_{2} \subset \cdots$ is eventually constant.

Suppose $I \neq J$. Since $P$ is well-founded, we can find $\mu \in P$ minimal such that $\mathcal{F}^{\mu}(I) \neq \mathcal{F}^{\mu}(J)$. Choose $a \in \mathcal{F}^{\mu}(J) \backslash \mathcal{F}^{\mu}(I)$. Since $g r_{\mathcal{F}}(I)=g r_{\mathcal{F}}(J)$, there exists $b \in \mathcal{F}^{\mu}(I)$ such that $b-a \in \mathcal{F}^{<\mu}(J)=\mathcal{F}^{<\mu}(I)$. But then $a=b+(a-b) \in \mathcal{F}^{\mu}(I)$, contradicting the choice of $a$. Therefore $I=J$ as claimed.
b) Assume $a, b \in A$ are nonzero elements such that $a b=0$. Since $P$ is locally bounded below we may pick $\mu, \nu \in P$ minimal such that $a \in \mathcal{F}^{\mu}(A)$ and $b \in \mathcal{F}^{\nu}(A)$. The corresponding cosets in $g r_{\mathcal{F}}(A)$ multiply to zero, so that $a+\mathcal{F}^{<\mu}(A)=0$ or $b+\mathcal{F}^{<\nu}(A)=0$ in $\operatorname{gr}_{\mathcal{F}}(A)$. This means $a \in \mathcal{F}^{<\mu}(A)$ or $b \in \mathcal{F}^{<\nu}(A)$. Since $P$ is totally ordered this implies $a \in \mathcal{F}^{\lambda}(A)$ for some $\lambda<\mu$ or $b \in \mathcal{F}^{\eta}(A)$ for some $\eta<\nu$, contradicting the choice of $\mu$ and $\nu$. Hence $A$ is a domain.

We remark that in the proof of part $a$ ) it suffices to assume that $\operatorname{gr} r_{\mathcal{F}}(A)$ is Noetherian for graded ideals. It follows that a graded algebra $A$ is Noetherian if and only if it is Noetherian for graded ideals. For we may equip $A$ with the filtration $\mathcal{F}$ given by

$$
\mathcal{F}^{\mu}(A)=\bigoplus_{\nu \leq \mu} A_{\nu}
$$

so that $A \cong g r_{\mathcal{F}}(A)$ as graded algebras. Then the proof of Lemma 2.130 a) implies that $A$ is left Noetherian if $g r_{\mathcal{F}}(A)=A$ is Noetherian for graded left ideals. Conversely, if $A$ is left Noetherian then it is clearly also Noetherian for graded left ideals.

Let $A$ be an algebra and let $\theta \in \operatorname{Aut}(A)$ be an algebra automorphism. Given $\theta$ we can form the semigroup crossed product $A \rtimes_{\theta} \mathbb{N}_{0}$, which has $A \otimes \mathbb{K}[t]$ as underlying vector space, with elements written as $a \otimes t^{m}=a \rtimes t^{m}$, and multiplication given by

$$
\left(a \rtimes t^{m}\right)\left(b \rtimes t^{n}\right)=a \theta^{m}(b) \rtimes t^{m+n}
$$

for $a, b \in A$ and $m, n \in \mathbb{N}_{0}$.
Lemma 2.131. Let $A$ be an algebra, let $\theta \in \operatorname{Aut}(A)$ and let $A \rtimes_{\theta} \mathbb{N}_{0}$ be the associated semigroup crossed product.
a) If $A$ is left (right) Noetherian then $A \rtimes_{\theta} \mathbb{N}_{0}$ is left (right) Noetherian.
b) If $A$ is a domain then $A \rtimes_{\theta} \mathbb{N}_{0}$ is a domain.

Proof. a) The argument is a variant of the Hilbert Basis Theorem, for a proof see Theorem 1.2.9 in [59].
b) Let $a=\sum_{i=0}^{m} a_{i} \rtimes t^{i}, b=\sum_{j=0}^{n} b_{j} \rtimes t^{j}$ be nonzero elements of $A \rtimes_{\theta} \mathbb{N}_{0}$, and assume without loss of generality that $a_{m}$ and $b_{n}$ are nonzero. Observe that

$$
a b=\sum_{i=0}^{m} \sum_{j=0}^{n} a_{i} \theta^{i}\left(b_{j}\right) \rtimes t^{i+j} .
$$

Since $\theta$ is an automorphism we have $\theta^{k}\left(b_{n}\right) \neq 0$ for all $k \in \mathbb{N}_{0}$. However, $a b=0$ implies $a_{m} \theta^{m}\left(b_{n}\right)=0$, contradicting our assumption that $A$ is a domain. It follows that $A \rtimes_{\theta} \mathbb{N}_{0}$ is a domain.

Let us call an algebra $A$ a skew-polynomial algebra if it is generated by finitely many elements $y_{1}, \ldots, y_{m}$ and relations

$$
y_{i} y_{j}=q_{i j} y_{j} y_{i},
$$

where $q_{i j} \in \mathbb{K}^{\times}$are invertible scalars for all $1 \leq i, j \leq m$ with $q_{i j}=q_{j i}^{-1}$ and $q_{i i}=1$ for all $i, j$.

Lemma 2.132. Any skew-polynomial algebra is a Noetherian domain.

Proof. We use induction on the number of generators. For $m=0$ we have that $A=\mathbb{K}$, so that the assertion is obvious. Assume now that the claim has been proved if $k<m$ for some $m \in \mathbb{N}$, and let $y_{1}, \ldots, y_{m}$ be generators of $A$ as above. Then the subalgebra $B \subset A$ generated by $y_{1}, \ldots, y_{m-1}$ is a skew-polynomial algebra and hence a Noetherian domain by the inductive hypothesis. Moreover, it is easy to see that $\theta\left(y_{j}\right)=q_{m j} y_{j}$ defines an algebra automorphism of $B$. one checks that the corresponding semigroup crossed $B \rtimes_{\theta} \mathbb{N}_{0}$ is isomorphic to $A$. Hence the assertion follows from Lemma 2.131.

The following result is Proposition I.8.17 in [15], which we reproduce here for the convenience of the reader.

Proposition 2.133. Let $A$ be an algebra generated by elements $u_{1}, \ldots, u_{m}$, and assume that there are scalars $q_{i j} \in \mathbb{K}^{\times}$and $\alpha_{i j}^{s t}, \beta_{i j}^{s t} \in \mathbb{K}$ such that

$$
u_{i} u_{j}-q_{i j} u_{j} u_{i}=\sum_{s=1}^{j-1} \sum_{t=1}^{m} \alpha_{i j}^{s t} u_{s} u_{t}+\beta_{i j}^{s t} u_{t} u_{s}
$$

for all $1 \leq j<i \leq m$. Then $A$ is a Noetherian.
Proof. The idea is to construct a filtration $\mathcal{F}^{n}(A)$ for $n \in \mathbb{N}_{0}$ of $A$ such that $g r_{\mathcal{F}}(A)$ is generated by elements $y_{1}, \ldots, y_{m}$ such that $y_{i} y_{j}=q_{i j} y_{j} y_{i}$ for all $1 \leq i, j \leq m$.

To this end let

$$
d_{i}=2^{m}-2^{m-i}
$$

for $i=1, \ldots, m$, so that $d_{1}<d_{2}<\cdots<d_{m}$. For $1<j<m$ we have

$$
2^{m-j-1}+2^{m-j}=(1+2) \cdot 2^{m-j-1}<4 \cdot 2^{m-j-1}<2^{m-j+1}+1
$$

and hence

$$
\begin{aligned}
d_{j-1}+d_{m} & =2^{m}-2^{m-j+1}+2^{m}-1 \\
& =2^{m+1}-\left(2^{m-j+1}+1\right)<2^{m+1}-\left(2^{m-j-1}+2^{m-j}\right)=d_{j+1}+d_{j}
\end{aligned}
$$

We thus get for $i>j>s$ and any $t$ the relation

$$
d_{s}+d_{t} \leq d_{j-1}+d_{m}<d_{j+1}+d_{j} \leq d_{i}+d_{j}
$$

using the fact that $d_{s} \leq d_{j-1}$ and $d_{t} \leq d_{m}$ in the first step.
Define $\mathcal{F}^{0}(A)=\mathbb{K} 1$ and let $\mathcal{F}^{d}(A)$ for $d>0$ be the linear subspace spanned by all monomials $u_{i_{1}} \cdots u_{i_{r}}$ such that $d_{i_{1}}+\cdots+d_{i_{r}} \leq d$. It is straightforward to check that this defines an $\mathbb{N}_{0}$-filtration on $A$. Let $y_{i}$ be the coset of $u_{i}$ in $\operatorname{gr} r_{\mathcal{F}}(A)$. Each nonzero homogeneous component of $\operatorname{gr} r_{\mathcal{F}}(A)$ is spanned by the cosets of those monomials $u_{i_{1}} \cdots u_{i_{r}}$ such that $d_{i_{1}}+\cdots+d_{i_{r}}=d$. In particular, the elements $y_{1}, \ldots, y_{m}$ generate $g r_{\mathcal{F}}(A)$ as an algebra. Since $u_{i} u_{j}-q_{i j} u_{j} u_{i}$ for $i>j$ is a linear combination of monomials $u_{s} u_{t}$ and $u_{t} u_{s}$ with $s<j$, and all such monomials have filtration degree strictly smaller that $d_{i}+d_{j}$, we see that

$$
y_{i} y_{j}-q_{i j} y_{j} y_{i}=0
$$

in $g r_{\mathcal{F}}(A)$. That is, $g r_{\mathcal{F}}(A)$ is a quotient of a skew-polynomial algebra, and according to Lemma 2.132 this means that $\operatorname{gr} r_{\mathcal{F}}(A)$ is Noetherian. Due to Lemma 2.130 this implies that $A$ itself is a Noetherian.
2.14.2. Noetherianity of $U_{q}(\mathfrak{g})$. In this subsection we use the PBW-basis to show that $U_{q}(\mathfrak{g})$ and a few other algebras we have encountered in our study of quantized universal enveloping algebras so far are Noetherian. These results are originally due to de Concini-Kac, see Section 1 in [20].

Proposition 2.134. The algebras $U_{q}\left(\mathfrak{n}_{ \pm}\right), U_{q}\left(\mathfrak{b}_{ \pm}\right)$and $U_{q}(\mathfrak{g})$ are Noetherian domains.

Proof. We will prove the claim for $A=U_{q}(\mathfrak{g})$, reproducing the argument in I. 6 of [15]. The other cases are treated in a similar manner. Let us remark that the characteristic zero assumption made in [15] is not needed.

We have the PBW-basis vectors

$$
X(\mathbf{t}, \mu, \mathbf{s})=F_{\beta_{n}}^{t_{n}} \cdots F_{\beta_{1}}^{t_{1}} K_{\mu} E_{\beta_{n}}^{s_{n}} \cdots E_{\beta_{1}}^{s_{1}}
$$

where $\mathbf{t}=\left(t_{1}, \ldots, t_{n}\right), \mathbf{s}=\left(s_{1}, \ldots, s_{n}\right) \in \mathbb{N}_{0}^{n}$. If $\nu=\sum \nu_{i} \alpha_{i} \in \mathbf{Q}$ then we define the height of $\nu$ by $h t(\nu)=\nu_{1}+\cdots+\nu_{N} \in \mathbb{Z}$. Let us define moreover the height of $X(\mathbf{t}, \mu, \mathbf{s})$ by

$$
h t(X(\mathbf{t}, \mu, \mathbf{s}))=\left(t_{1}+s_{1}\right) h t\left(\beta_{1}\right)+\cdots+\left(t_{N}+s_{N}\right) h t\left(\beta_{N}\right)
$$

so that the height of this vector is the difference of the heights of its graded pieces in $U_{q}\left(\mathfrak{n}_{ \pm}\right)$. We define the total degree of a PBW-basis vector by

$$
d(X(\mathbf{t}, \mu, \mathbf{s}))=\left(s_{n}, \ldots, s_{1}, t_{n}, \ldots, t_{1}, h t(X(\mathbf{t}, \mu, \mathbf{s}))\right) \in \mathbb{N}_{0}^{2 n+1}
$$

Let us give the additive semigroup $P=\mathbb{N}_{0}^{2 n+1}$ the lexicographical ordering from right to left, so that $e_{1}<e_{2}<\cdots<e_{2 n+1}$, where $e_{j} \in \mathbb{N}_{0}^{2 n+1}$ denotes the $j$ th standard basis vector. This turns $P$ into a well-ordered abelian semigroup, in particular $P$ is totally ordered and well-founded. Moreover let $\mathcal{F}^{\mathrm{m}}(A) \subset A$ for $\mathbf{m} \in \mathbb{N}_{0}^{2 n+1}$ be the linear span of all PBW-basis vectors such that $d(X(\mathbf{t}, \mu, \mathbf{s})) \leq$ $\left(m_{1}, \ldots, m_{2 n+1}\right)=\mathbf{m}$ with respect to the lexicographical ordering.

We claim that the spaces $\mathcal{F}^{\mathbf{m}}(A)$ for $\mathbf{m} \in P$ define a locally bounded below filtration of $A$. Most of the required properties are straightforward, except that $Y \in \mathcal{F}^{\mathbf{m}}(A), Z \in \mathcal{F}^{\mathbf{n}}(A)$ implies $Y Z \in \mathcal{F}^{\mathbf{m}+\mathbf{n}}(A)$. The main point to check here is what happens when monomials in the $E_{\beta_{j}}$ or $F_{\beta_{j}}$ need to be reordered. Note that the formula obtained in Proposition 2.69 shows that $E_{\beta_{i}} E_{\beta_{j}}-q^{\left(\beta_{i}, \beta_{j}\right)} E_{\beta_{j}} E_{\beta_{i}}$ for $i<j$ is a sum of monomials of the same height as $E_{\beta_{i}} E_{\beta_{j}}$. According to the definition of the order in $P$, all these monomials have strictly smaller total degree than $E_{\beta_{j}} E_{\beta_{i}}$.

Using this observation we see that the associated graded algebra $g r_{\mathcal{F}}(A)$ is the algebra with generators $E_{\beta_{1}}, \ldots, E_{\beta_{n}}, K_{\mu}, F_{\beta_{1}}, \ldots, F_{\beta_{n}}$ and relations

$$
\begin{aligned}
K_{\mu} K_{\nu} & =K_{\nu} K_{\mu}, \\
K_{\mu} E_{\beta_{i}} & =q^{\left(\mu, \beta_{i}\right)} E_{\beta_{i}} K_{\mu}, \\
K_{\mu} F_{\beta_{i}} & =q^{-\left(\mu, \beta_{i}\right)} F_{\beta_{i}} K_{\mu}, \\
E_{\beta_{i}} F_{\beta_{j}} & =F_{\beta_{j}} E_{\beta_{i}}, \\
E_{\beta_{i}} E_{\beta_{j}} & =q^{\left(\beta_{i}, \beta_{j}\right)} E_{\beta_{j}} E_{\beta_{i}}, \\
F_{\beta_{i}} F_{\beta_{j}} & =q^{\left(\beta_{i}, \beta_{j}\right)} F_{\beta_{j}} F_{\beta_{i}}
\end{aligned}
$$

for all $\mu, \nu \in \mathbf{P}$ and $1 \leq i \leq n$ or $1 \leq i<j \leq n$, respectively. Therefore $g r_{\mathcal{F}}(A)$ is a skew-polynomial ring in the generators $E_{\beta_{1}}, \ldots, E_{\beta_{n}}, F_{\beta_{1}}, \ldots, F_{\beta_{n}}$ and $K_{\varpi_{1}}, \ldots, K_{\varpi_{N}}$. As such it is a Noetherian domain by Lemma 2.132 , and hence the same holds for $A$ by Lemma 2.130
2.14.3. Noetherianity of $\mathcal{O}\left(G_{q}\right)$. We show here that the coordinate algebra $\mathcal{O}\left(G_{q}\right)$ is Noetherian, again following the proof in Section I. 8 of [15]. The techniques developed in this context will be used again in the next subsection to obtain Noetherianity of $F U_{q}(\mathfrak{g})$.

We need some preparations. For any $\lambda \in \mathbf{P}^{+}$we fix a linear basis of weight vectors $e_{1}^{\lambda}, \ldots, e_{m}^{\lambda}$ for $V(\lambda)$ with dual basis $e_{\lambda}^{1}, \ldots, e_{\lambda}^{m} \in V(\lambda)^{*}$. We write $\epsilon_{j}$ for the weight of $e_{j}^{\lambda}$, and we may assume without loss of generality that the vectors are ordered in a non-ascending order, so that $\epsilon_{i}>\epsilon_{j}$ implies $i<j$. Let us denote by $u_{i j}^{\lambda}=\left\langle e_{\lambda}^{i}\right| \bullet\left|e_{j}^{\lambda}\right\rangle$ the corresponding matrix coefficients.

Proposition 2.135. Let $\mu, \nu \in \mathbf{P}^{+}$and $1 \leq i, j \leq m, 1 \leq k, l \leq n$. With the notations as above, there are scalars $\alpha_{r s}^{i j k l}, \beta_{u v}^{i j k l} \in \mathbb{K}$ such that

$$
q^{-\left(\epsilon_{j}, \epsilon_{l}\right)} u_{i j}^{\mu} u_{k l}^{\nu}+\sum_{r=1}^{j-1} \sum_{s=l+1}^{m} \alpha_{r s}^{i j k l} u_{i r}^{\mu} u_{k s}^{\nu}=q^{-\left(\epsilon_{i}, \epsilon_{k}\right)} u_{k l}^{\nu} u_{i j}^{\mu}+\sum_{u=i+1}^{m} \sum_{v=1}^{k-1} \beta_{u v}^{i j k l} u_{v l}^{\nu} u_{u j}^{\mu}
$$

in $\mathcal{O}\left(G_{q}\right)$. Moreover $\alpha_{r s}^{i j k l}=0$ unless $\epsilon_{r}>\epsilon_{j}$ and $\epsilon_{s}<\epsilon_{l}$. Similarly $\beta_{u v}^{i j k l}=0$ unless $\epsilon_{u}<\epsilon_{i}$ and $\epsilon_{v}>\epsilon_{k}$.

Proof. From general properties of the universal $R$-matrix we obtain

$$
f_{(1)} g_{(1)}\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)=\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right) g_{(2)} f_{(2)}
$$

for all $f, g \in \mathcal{O}\left(G_{q}\right)$. Inspecting the description of the universal $R$-matrix in Theorem 2.108 for $f=u_{i j}^{\mu}$ and $g=u_{k l}^{\nu}$ yields the desired formula.

Theorem 2.136. The algebra $\mathcal{O}\left(G_{q}\right)$ is Noetherian.
Proof. Note that the modules $V\left(\varpi_{1}\right), \ldots, V\left(\varpi_{N}\right)$ generate all irreducible finite dimensional weight modules of $U_{q}(\mathfrak{g})$ in the sense that any $V(\mu)$ for $\mu \in \mathbf{P}^{+}$is a submodule of a suitable tensor product of the $V\left(\varpi_{j}\right)$. Let us pick bases of weight vectors $e_{1}^{k}, \ldots, e_{n_{k}}^{k}$ for each $V\left(\varpi_{k}\right)$ with dual bases $e_{k}^{1}, \ldots, e_{k}^{n_{k}}$, and write $\epsilon_{j}$ for the weight of $e_{j}^{k}$. The matrix elements $u_{i j}^{k}=\left\langle e_{k}^{i}\right| \bullet\left|e_{j}^{k}\right\rangle$ for $k=1, \ldots, N$ and $1 \leq i, j \leq n_{k}$ generate $\mathcal{O}\left(G_{q}\right)$ as an algebra.

Let $X$ be the collection of all these matrix elements $u_{i j}^{k}$. We shall order the elements of $X$ in a list $u_{1}, \ldots, u_{m}$ such that the following condition holds: For $u_{a}=u_{i j}^{r}, u_{b}=u_{k l}^{s}$ we have $b<a$ if either $\epsilon_{k}<\epsilon_{i}$, or $\epsilon_{k}=\epsilon_{i}$ and $\epsilon_{l}>\epsilon_{j}$. According to Proposition 2.135 we then obtain scalars $q_{i j} \in \mathbb{K}^{\times}$and $\alpha_{i j}^{s t}, \beta_{i j}^{s t} \in \mathbb{K}$ such that

$$
u_{i} u_{j}=q_{i j} u_{j} u_{i}+\sum_{s=1}^{j-1} \sum_{t=1}^{m} \alpha_{i j}^{s t} u_{s} u_{t}+\beta_{i j}^{s t} u_{t} u_{s}
$$

for all $1 \leq j<i \leq m$. Therefore Lemma 2.133 yields the claim.
2.14.4. Noetherianity of $F U_{q}(\mathfrak{g})$. In this subsection we discuss Noetherianity of the locally finite part of $U_{q}(\mathfrak{g})$. Joseph [41] relies on tricky filtration arguments for this, we shall instead give a proof based on the link between $F U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right)$ obtained in Theorem 2.113 .

Theorem 2.137. The algebra $F U_{q}(\mathfrak{g})$ is Noetherian.
Proof. From the calculations after Proposition 2.116 it follows that we can identify the opposite algebra of $F U_{q}(\mathfrak{g})$ with $\mathcal{O}\left(G_{q}\right)=A$, if the latter is equipped with the multiplication

$$
f \bullet g=f_{(2)} \hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right) \rightarrow g
$$

where

$$
X \rightarrow g=\left(\hat{S}\left(X_{(1)}\right), g_{(1)}\right) g_{(2)}\left(X_{(2)}, g_{(3)}\right)
$$

is the coadjoint action of $U_{q}(\mathfrak{g})$ on $\mathcal{O}\left(G_{q}\right)$. Equivalently, according to Lemma 2.111 and the definition of the $l$-functionals we can write

$$
\begin{aligned}
f \bullet g & =\left(l^{-}\left(f_{(2)}\right), g_{(1)}\right) f_{(3)} g_{(2)}\left(\hat{S}^{-1}\left(l^{-}\left(f_{(1)}\right)\right), g_{(3)}\right) \\
& =\left(\mathcal{R}^{-1}, f_{(2)} \otimes g_{(1)}\right) f_{(3)} g_{(2)}\left(\mathcal{R}^{-1}, f_{(1)} \otimes S\left(g_{(3)}\right)\right) \\
& =g_{(1)} f_{(2)}\left(\mathcal{R}^{-1}, f_{(3)} \otimes g_{(2)}\right)\left(\mathcal{R}^{-1}, f_{(1)} \otimes S\left(g_{(3)}\right)\right),
\end{aligned}
$$

using properties of the universal $R$-matrix in the final step.

We shall construct a certain filtration of $A$ as follows. The ordered semigroup will be

$$
P=\left\{(\mu, \lambda) \in \mathbf{P}^{+} \times \mathbf{P} \mid \lambda \text { is a weight of } V(\mu)\right\}
$$

with the product ordering, namely

$$
(\mu, \lambda) \leq\left(\mu^{\prime}, \lambda^{\prime}\right) \quad \text { iff } \quad \mu \leq \mu^{\prime} \text { and } \lambda \leq \lambda^{\prime}
$$

Note that this partial order is well-founded.
To define the filtration, we begin with a $P$-grading on the underlying vector space of $A$. Let us write $C(\mu)=\operatorname{End}(V(\mu))^{*} \subset \mathcal{O}\left(G_{q}\right)$ for the space of matrix coefficients of $V(\mu)$. Thus, as a linear space we have

$$
A=\mathcal{O}\left(G_{q}\right)=\bigoplus_{\mu \in \mathbf{P}^{+}} C(\mu)
$$

and this determines a $\mathbf{P}^{+}$-grading on $A$. At the same time we have a $\mathbf{P}$-grading on the underlying vector space of $A$ given by the right regular action of $U_{q}(\mathfrak{h})$, namely, $f \in \mathcal{O}\left(G_{q}\right)$ has weight $\lambda$ with respect to this grading if

$$
K_{\nu} \rightharpoonup f=f_{(1)}\left(K_{\nu}, f_{(2)}\right)=q^{(\nu, \lambda)} f
$$

for all $\nu \in \mathbf{P}$. Let us write $\mathcal{O}\left(G_{q}\right)_{\lambda}$ for the subspace of all vectors of weight $\lambda$ and $C(\mu)_{\lambda}=C(\mu) \cap \mathcal{O}\left(G_{q}\right)_{\lambda}$. We therefore obtain a direct sum decomposition

$$
A \cong \bigoplus_{(\mu, \lambda) \in P} C(\mu)_{\lambda}
$$

and the $P$-filtration of $A$ is defined by

$$
\mathcal{F}^{(\mu, \lambda)}(A)=\bigoplus_{\left(\mu^{\prime}, \lambda^{\prime}\right) \leq(\mu, \lambda)} C\left(\mu^{\prime}\right)_{\lambda^{\prime}}
$$

We claim that this is an algebra filtration of $A$. Suppose $f \in C\left(\mu_{1}\right)_{\lambda_{1}}$ and $g \in C\left(\mu_{2}\right)_{\lambda_{2}}$. Note that $f \bullet g \in C\left(\mu_{1}\right) C\left(\mu_{2}\right)$. Since the irreducible components of $V\left(\mu_{1}\right) \otimes V\left(\mu_{2}\right)$ have highest weights less than or equal to $\mu_{1}+\mu_{2}$, we see that

$$
f \bullet g \in \bigoplus_{\mu \leq \mu_{1}+\mu_{2}} C(\mu)
$$

Moreover, the description of $\mathcal{R}^{-1}$ in the proof of Theorem 2.108 shows that

$$
f \bullet g=\left(\mathcal{R}^{-1}, f_{(2)} \otimes g_{(1)}\right) f_{(3)} g_{(2)}\left(\mathcal{R}^{-1}, f_{(1)} \otimes S\left(g_{(3)}\right)\right)
$$

is a sum of terms whose weights with respect to the right regular action of $U_{q}(\mathfrak{h})$ are of the form $\lambda_{1}+\lambda_{2}-\gamma$ with $\gamma \in \mathbf{Q}^{+}$.

Therefore

$$
f \bullet g \in \bigoplus_{(\mu, \lambda) \leq\left(\mu_{1}+\mu_{2}, \lambda_{1}+\lambda_{2}\right)} C(\mu)_{\lambda}=\mathcal{F}^{\left(\mu_{1}+\mu_{2}, \lambda_{1}+\lambda_{2}\right)}(A)
$$

as required.
We write $B=\operatorname{gr} r_{\mathcal{F}}(A)$ for the associated graded algebra. We again have $B \cong$ $\bigoplus_{(\mu, \lambda) \in P} C(\mu)_{\lambda}=\mathcal{O}\left(G_{q}\right)$ as a vector space, and we write $f \circ g$ for the product in $B$ of $f, g \in \mathcal{O}\left(G_{q}\right)$. Then for $f \in C\left(\mu_{1}\right)_{\lambda_{1}}$ and $g \in C\left(\mu_{2}\right)_{\lambda_{2}}$, we have that $f \circ g$ is the projection onto $C\left(\mu_{1}+\mu_{2}\right)_{\lambda_{1}+\lambda_{2}}$ of $f \bullet g$. In order to give an explicit formula for this multiplication, we introduce the notation $f \cdot g \in C(\mu+\nu)$ for the projection of the usual $\mathcal{O}\left(G_{q}\right)$-product $f g$ onto the component $C(\mu+\nu)$, where $f \in C(\mu)$ and $g \in C(\nu)$. Using the above formula for $f \bullet g$ and again considering the formula for $\mathcal{R}^{-1}$ from Theorem 2.108 we obtain

$$
\begin{aligned}
f \circ g & =\left(\mathcal{R}^{-1}, f_{(2)} \otimes g_{(1)}\right) f_{(3)} \cdot g_{(2)}\left(q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}, f_{(1)} \otimes g_{(3)}\right) \\
& =g_{(1)} \cdot f_{(2)}\left(\mathcal{R}^{-1}, f_{(3)} \otimes g_{(2)}\right)\left(q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}, f_{(1)} \otimes g_{(3)}\right)
\end{aligned}
$$

Let us calculate this product in terms of matrix coefficients. Let $e_{1}^{\mu}, \ldots, e_{m}^{\mu}$ be a basis of weight vectors for $V(\mu)$ with dual basis $e_{\mu}^{1}, \ldots, e_{\mu}^{m} \in V(\mu)^{*}$. We write $\epsilon_{j}$ for the weight of $e_{j}^{\mu}$, and assume that the vectors are ordered in a non-ascending order, so that $\epsilon_{i}>\epsilon_{j}$ implies $i<j$. Write $u_{i j}^{\mu}=\left\langle e_{\mu}^{i}\right| \bullet\left|e_{j}^{\mu}\right\rangle$ for the corresponding matrix coefficients. Similarly, for $\nu \in \mathbf{P}^{+}$we fix a basis $e_{1}^{\nu}, \ldots, e_{n}^{\nu}$ of $V(\nu)$ with dual basis $e_{\nu}^{1}, \ldots, e_{\nu}^{n} \in V(\nu)^{*}$ with the same properties. Using this notation one obtains

$$
\begin{aligned}
u_{i j}^{\mu} \circ u_{k l}^{\nu} & =q^{\left(\epsilon_{i}, \epsilon_{l}-\epsilon_{k}\right)} u_{i j}^{\mu} \cdot u_{k l}^{\nu}+\sum_{r=i+1}^{m} \sum_{s=1}^{k-1} \alpha_{r s}^{i j k l} u_{r j}^{\mu} \cdot u_{s l}^{\nu} \\
& =q^{\left(\epsilon_{l}, \epsilon_{i}-\epsilon_{j}\right)} u_{k l}^{\nu} \cdot u_{i j}^{\mu}+\sum_{u=1}^{j-1} \sum_{v=l+1}^{n} \beta_{u v}^{i j k l} u_{k v}^{\nu} \cdot u_{i u}^{\mu}
\end{aligned}
$$

with certain scalars $\alpha_{r s}^{i j k l}, \beta_{u v}^{i j k l} \in \mathbb{K}$. Moreover $\alpha_{r s}^{i j k l}=0$ unless $\epsilon_{r}<\epsilon_{i}$ and $\epsilon_{s}>\epsilon_{k}$. Similarly $\beta_{u v}^{i j k l}=0$ unless $\epsilon_{u}>\epsilon_{j}$ and $\epsilon_{v}<\epsilon_{l}$.

The above formulas show in particular that the space $C(\mu) \circ C(\nu)$ is contained in $C(\mu) \cdot C(\nu)$. Using an induction argument on the first of these formulas, we also obtain

$$
u_{i j}^{\mu} \circ u_{k l}^{\nu}=q^{\left(\epsilon_{i}, \epsilon_{l}-\epsilon_{k}\right)} u_{i j}^{\mu} \cdot u_{k l}^{\nu}+\sum_{r=i+1}^{m} \sum_{s=1}^{k-1} \gamma_{r s}^{i j k l} u_{r j}^{\mu} \circ u_{s l}^{\nu}
$$

for certain coefficients $\gamma_{r s}^{i j k l} \in \mathbb{K}$ with $\gamma_{r s}^{i j k l}=0$ unless $\epsilon_{r}<\epsilon_{i}$ and $\epsilon_{s}>\epsilon_{k}$. This implies $C(\mu) \cdot C(\nu) \subset C(\mu) \circ C(\nu)$ and thus $C(\mu) \circ C(\nu)=C(\mu) \cdot C(\nu)=C(\mu+\nu)$.

In a similar way, the second formula for the product $\circ$ from above, with the roles of $u_{i j}^{\mu}$ and $u_{k l}^{\nu}$ swapped, yields

$$
u_{k l}^{\nu} \circ u_{i j}^{\mu}=q^{\left(\epsilon_{j}, \epsilon_{k}-\epsilon_{l}\right)} u_{i j}^{\mu} \cdot u_{k l}^{\nu}+\sum_{r=i}^{m} \sum_{s=1}^{k} \sum_{u=1}^{l-1} \sum_{v=j+1}^{m} \delta_{r s u v}^{i j k l} u_{r v}^{\mu} \circ u_{s u}^{\nu}
$$

for certain coefficients $\delta_{r s u v}^{i j k l} \in \mathbb{K}$ with $\delta_{r s u v}^{i j k l}=0$ unless $\epsilon_{u}>\epsilon_{l}, \epsilon_{v}<\epsilon_{j}, \epsilon_{r} \leq \epsilon_{i}$ and $\epsilon_{s} \geq \epsilon_{k}$. Setting $q_{i j k l}=q^{\left(\epsilon_{j}+\epsilon_{i}, \epsilon_{k}-\epsilon_{l}\right)}$ this yields

$$
\begin{aligned}
u_{k l}^{\nu} \circ u_{i j}^{\mu}-q_{i j k l} u_{i j}^{\mu} \circ u_{k l}^{\nu}=\sum_{r=i}^{m} & \sum_{s=1}^{k} \sum_{u=1}^{l-1} \sum_{v=j+1}^{m} \delta_{r s u v}^{i j k l} u_{r v}^{\mu} \circ u_{s u}^{\nu} \\
& -\sum_{r=i+1}^{m} \sum_{s=1}^{k-1} q_{i j k l} \gamma_{r s}^{i j k l} u_{r j}^{\mu} \circ u_{s l}^{\nu} .
\end{aligned}
$$

We now wish to show that $B$ satisfies the hypotheses of Proposition 2.133. Consider the matrix coefficients $u_{i j}^{k}=\left\langle e_{\varpi_{k}}^{i}\right| \bullet\left|e_{j}^{\varpi_{k}}\right\rangle$ for $k=1, \ldots, N$ and $1 \leq i, j \leq n_{k}$. From the relation $C(\mu) \circ C(\nu)=C(\mu+\nu)$ for all $\mu, \nu \in \mathbf{P}^{+}$one sees immediately that these elements generate $B$ as an algebra.

Let $X$ be the collection of all the elements $u_{i j}^{k}$. We list the elements of $X$ in an ordered sequence $u_{1}, \ldots, u_{m}$ such that the following condition holds: For $u_{a}=u_{i j}^{r}, u_{b}=u_{k l}^{s}$ we have $b<a$ if either $\epsilon_{k}<\epsilon_{i}$, or $\epsilon_{k}=\epsilon_{i}$ and $\epsilon_{l}<\epsilon_{j}$. According to our above considerations we obtain elements $q_{i j} \in \mathbb{K}^{\times}$and $\alpha_{i j}^{s t} \in \mathbb{K}$ such that

$$
u_{i} \circ u_{j}=q_{i j} u_{i} \circ u_{j}+\sum_{s=1}^{j-1} \sum_{t=1}^{m} \alpha_{i j}^{s t} u_{s} \circ u_{t}
$$

for all $1 \leq j<i \leq m$. Therefore Proposition 2.133 shows that $B$ is Noetherian.
According to Lemma 2.130 it follows that $A$ is Noetherian.

Since $F U_{q}(\mathfrak{g}) \subset U_{q}(\mathfrak{g})$ is a subalgebra it is immediate from Proposition 2.134 that $F U_{q}(\mathfrak{g})$ is a domain as well.

Let us remark that Noetherianity of $U_{q}(\mathfrak{g})$ can be deduced from Theorem 2.137 as follows, independently of Proposition 2.134 . Firstly, extend $F U_{q}(\mathfrak{g})$ with abstract Cartan generators $L_{\mu}$ for $\mu \in \mathbf{P}$, commuting with the elements of $F U_{q}(\mathfrak{g})$ like the Cartan generators $K_{\mu}$ of $U_{q}(\mathfrak{g})$. The resulting algebra $B$ is Noetherian by Theorem 2.137 and Lemma 2.131, and hence Noetherianity of $U_{q}(\mathfrak{g})$ follows by observing that $U_{q}(\mathfrak{g})$ is naturally a quotient of $B$.
2.15. Canonical bases. In this section we give a brief summary of the theory of canonical bases. This theory, due to Lusztig [55] and Kashiwara 46], 45], is devoted to studying the $q \rightarrow 0$ limit of the quantized universal enveloping algebra $U_{q}(\mathfrak{g})$. For our purposes we only need relatively basic aspects of the theory. A thorough exposition can be found in [57, see also 34.

In the literature on canonical bases the deformation parameter $q$ is usually taken to be a transcendental variable over $\mathbb{Q}$. We will also be interested in the specialization to non-root of unity invertible elements in an arbitrary ground field $\mathbb{K}$.
2.15.1. Crystal bases. In this subsection we discuss without proofs the existence and uniqueness of crystal bases for integrable $U_{q}(\mathfrak{g})$-modules.

We shall work with the following definition of an abstract crystal.
Definition 2.138. Let $I=\{1, \ldots, N\}$ be a finite set. A crystal is a set $B$ together with maps $\tilde{e}_{i}, \tilde{f}_{i}: B \sqcup\{0\} \rightarrow B \sqcup\{0\}$ for all $i \in I$ such that the following conditions hold.
a) $\tilde{e}_{i}(0)=0=\tilde{f}_{i}(0)$ for all $i \in I$.
b) For any $i \in I$ and $b \in B$ there exists $n \in \mathbb{N}$ such that $\tilde{e}_{i}^{n}(b)=0=\tilde{f}_{i}^{n}(b)$.
c) For any $i \in I$ and $b, c \in B$ we have $c=\tilde{f}_{i}(b)$ iff $\tilde{e}_{i}(c)=b$.

Given crystals $B_{1}, B_{2}$, a (strict) morphism from $B_{1}$ to $B_{2}$ is a map $g: B_{1} \sqcup\{0\} \rightarrow$ $B_{2} \sqcup\{0\}$ such that $g(0)=0$ and $g$ commutes with all operators $\tilde{e}_{i}, \tilde{f}_{i}$.

In the above definition, the symbol $\sqcup$ stands for disjoint union. For an element $b \in B$ one sets

$$
\varepsilon_{i}(b)=\max \left\{n \geq 0 \mid \tilde{e}_{i}^{n}(b) \neq 0\right\}, \quad \varphi_{i}(b)=\max \left\{n \geq 0 \mid \tilde{f}_{i}^{n}(b) \neq 0\right\}
$$

Let $\mathbf{P}$ be the free abelian group abstractly generated by elements $\varpi_{1}, \ldots, \varpi_{N}$. If $B$ is a crystal we define a map $w t: B \rightarrow \mathbf{P}$ by

$$
w t(b)=\sum_{i \in I}\left(\varphi_{i}(b)-\varepsilon_{i}(b)\right) \varpi_{i},
$$

and refer to $w t(b)$ as the weight of $b$.
If $B_{1}, B_{2}$ are crystals then the direct sum $B_{1} \oplus B_{2}$ is the crystal with underlying set $B_{1} \sqcup B_{2}$, with the operators $\tilde{e}_{i}, \tilde{f}_{i}: B_{1} \sqcup B_{2} \sqcup\{0\} \rightarrow B_{1} \sqcup B_{2} \sqcup\{0\}$ induced by the corresponding operators for $B_{1}$ and $B_{2}$.

If $B_{1}, B_{2}$ are crystals then the tensor product $B_{1} \otimes B_{2}$ is the crystal with underlying set $B_{1} \times B_{2}$, and elements written as $\left(b_{1}, b_{2}\right)=b_{1} \otimes b_{2}$, together with the action

$$
\begin{aligned}
& \tilde{e}_{i}\left(b_{1} \otimes b_{2}\right)= \begin{cases}\tilde{e}_{i}\left(b_{1}\right) \otimes b_{2} & \text { if } \varphi_{i}\left(b_{1}\right) \geq \varepsilon_{i}\left(b_{2}\right) \\
b_{1} \otimes \tilde{e}_{i}\left(b_{2}\right) & \text { if } \varphi_{i}\left(b_{1}\right)<\varepsilon_{i}\left(b_{2}\right)\end{cases} \\
& \tilde{f}_{i}\left(b_{1} \otimes b_{2}\right)= \begin{cases}\tilde{f}_{i}\left(b_{1}\right) \otimes b_{2} & \text { if } \varphi_{i}\left(b_{1}\right)>\varepsilon_{i}\left(b_{2}\right) \\
b_{1} \otimes \tilde{f}_{i}\left(b_{2}\right) & \text { if } \varphi_{i}\left(b_{1}\right) \leq \varepsilon_{i}\left(b_{2}\right)\end{cases}
\end{aligned}
$$

where we interpret $b_{1} \otimes 0=0=0 \otimes b_{2}$ for all $b_{1} \in B_{1}, b_{2} \in B_{2}$. The tensor product $B_{1} \otimes B_{2}$ is again a crystal, and the operation of taking tensor products is associative.

Given a crystal $B$, an element $b \in B$ is called a highest weight vector if $\tilde{e}_{i}(b)=0$ for all $i$. Similarly, $b \in B$ is called a lowest weight vector if $\tilde{f}_{i}(b)=0$ for all $i$.

For the rest of this subsection we work over the field $\mathbb{K}=\mathbb{Q}(s)$ where $s$ is an indeterminate and $q=s^{L}$ as before, deviating slightly from most of the literature in which $\mathbb{Q}(q)$ is taken as base field. We fix the semisimple Lie algebra $\mathfrak{g}$ associated with a finite Cartan matrix $A=\left(a_{i j}\right)$. Our choice of $\mathbb{Q}(s)$ is necessary because we work with the simply connected version of $U_{q}(\mathfrak{g})$; however this does not affect the constructions and arguments in a serious way.

Given an integrable $U_{q}(\mathfrak{g})$-module $M$ and $1 \leq i \leq N$, one can write every element $m \in M$ of weight $\lambda \in \mathbf{P}$ uniquely in the form

$$
m=\sum_{n \geq 0} F_{i}^{(n)} \cdot m_{n}
$$

where $m_{n} \in M_{\lambda+n \alpha_{i}}$ satisfies $E_{i} \cdot m_{n}=0$, and we recall that $F_{i}^{(n)}=F_{i}^{n} /[n]_{q_{i}}!$. On a vector $m \in M_{\lambda}$ written in the above form, the Kashiwara operators are defined by

$$
\begin{aligned}
& \tilde{e}_{i}(m)=\sum_{n \geq 1} F_{i}^{(n-1)} \cdot m_{n} \\
& \tilde{f}_{i}(m)=\sum_{n \geq 0} F_{i}^{(n+1)} \cdot m_{n}
\end{aligned}
$$

and this is extended linearly to all of $M$. Hence we obtain linear operators $\tilde{e}_{i}, \tilde{f}_{i}$ : $M \rightarrow M$ for $i=1, \ldots, N$ in this way.

Consider the algebra $\mathcal{A}_{0}$ obtained by localizing the polynomial ring $\mathbb{Q}[s]$ at the maximal ideal generated by $s$, corresponding to the point $s=0$ on the affine line. Explicitly, the elements of $\mathcal{A}_{0}$ can be written in the form $f(s) / g(s)$ where $f(s), g(s) \in \mathbb{Q}[s]$ and $g(0) \neq 0$.

Let us also recall that $\beta$ denotes the field automorphism of $\mathbb{Q}(s)$ which maps $s$ to $s^{-1}$, and define $\mathcal{A}_{\infty}=\beta\left(\mathcal{A}_{0}\right) \subset \mathbb{Q}(s)$. This can be viewed as a localization at $\infty$, which will be more convenient for us than localization at 0 .

The following definition of crystal bases corresponds to the notion of basis at $\infty$ in the sense of Chapter 20 in [57].

Definition 2.139. Let $M$ be an integrable $U_{q}(\mathfrak{g})$-module. A crystal basis $(\mathcal{L}, \mathcal{B})$ for $M$ is a free $\mathcal{A}_{\infty}$-module $\mathcal{L} \subset M$ such that $\mathbb{Q}(s) \otimes_{\mathcal{A}_{\infty}} \mathcal{L}=M$, together with a basis $\mathcal{B}$ of the vector space $\mathcal{L} / s^{-1} \mathcal{L}$ over $\mathbb{Q}$ such that the following conditions hold.
a) For any $\mu \in \mathbf{P}$, the space $\mathcal{L}_{\mu}=M_{\mu} \cap \mathcal{L}$ satisfies $\mathbb{Q}(s) \otimes_{\mathcal{A}_{\infty}} \mathcal{L}_{\mu}=M_{\mu}$, and $\mathcal{B}_{\mu}=\mathcal{B} \cap \mathcal{L}_{\mu} / s^{-1} \mathcal{L}_{\mu}$ is a basis of $\mathcal{L}_{\mu} / s^{-1} \mathcal{L}_{\mu}$ over $\mathbb{Q}$.
b) The Kashiwara operators $\tilde{e}_{i}, \tilde{f}_{i}$ on $M$ leave $\mathcal{L}$ invariant and induce on $\mathcal{L} / s^{-1} \mathcal{L}$ operators which leave $\mathcal{B} \sqcup\{0\}$ invariant, such that $\mathcal{B}$ becomes a crystal.

Consider the simple module $M=V(\lambda)$ for $\lambda \in \mathbf{P}^{+}$and let $\mathcal{L}(\lambda)$ be the $\mathcal{A}_{\infty^{-}}$ submodule of $V(\lambda)$ spanned by all vectors of the form $\tilde{f}_{i_{1}} \cdots \tilde{f}_{i_{l}}\left(v_{\lambda}\right)$ where $i_{1}, \ldots, i_{l} \in$ $I$ and $\tilde{f}_{1}, \ldots, \tilde{f}_{N}$ denote the Kashiwara operators. Moreover let $\mathcal{B}(\lambda)$ be the collection of all nonzero cosets in $\mathcal{L}(\lambda) / s^{-1} \mathcal{L}(\lambda)$ of the form $\tilde{f}_{i_{1}} \cdots \tilde{f}_{i_{l}}\left(v_{\lambda}\right)$. The fact that $(\mathcal{L}(\lambda), \mathcal{B}(\lambda))$ is a crystal basis for $V(\lambda)$ is crucial in the proof of the following foundational result due to Lusztig and Kashiwara, see [45].

Theorem 2.140. For every integrable $U_{q}(\mathfrak{g})$-module $M$ there exists a crystal basis $(\mathcal{L}, \mathcal{B})$. Moreover, if $\left(\mathcal{L}_{1}, \mathcal{B}_{1}\right),\left(\mathcal{L}_{2}, \mathcal{B}_{2}\right)$ are crystal bases of $M$ then there exists an automorphism $f: M \rightarrow M$ of $U_{q}(\mathfrak{g})$-modules which restricts to an isomorphism of crystals $f: \mathcal{B}_{1} \rightarrow \mathcal{B}_{2}$.

The proof of Theorem 2.140 relies on the grand loop argument. We refer to [45] for the details, see also 34 and Chapter 5 in 41]. At the same time, one can construct suitable crystal bases for $U_{q}\left(\mathfrak{n}_{-}\right)$and for all Verma modules.
2.15.2. Global bases. In this subsection we describe how to use crystal bases to obtain global bases for $U_{q}(\mathfrak{g})$-modules in the case of an arbitrary base field $\mathbb{K}$ provided that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity. We follow the exposition in Chapter 6 of 34.

Initially, we shall work over $\mathbb{K}=\mathbb{Q}(s)$ and consider several subrings of this field. Note that we may view $\mathbb{Q}(s)$ as the ring of all fractions $f(s) / g(s)$ with $f(s), g(s) \in \mathbb{Z}[s]$ and $g(s) \neq 0$. Note also that the localization $\mathcal{A}_{0}$ of $\mathbb{Q}[s]$ at $s=0$ can be identified with the localization $\mathbb{Z}[s]_{0}$ of the ring $\mathbb{Z}[s]$ of polynomial functions with integer coefficients at $s=0$. That is, elements of $\mathcal{A}_{0}$ can be written as fractions $f(s) / g(s)$ where $f(s), g(s) \in \mathbb{Z}[s]$ such that $g(0) \neq 0$. Let us also define $\mathcal{A}_{\infty}=\beta\left(\mathcal{A}_{0}\right)$, where we recall that $\beta: \mathbb{Q}(s) \rightarrow \mathbb{Q}(s)$ denotes the field automorphism determined by $\beta(s)=s^{-1}$. The ring $\mathcal{A}_{\infty}$ can be thought of as localization of $\mathbb{Q}\left[s^{-1}\right]$ at $s=\infty$. We shall write $\mathcal{A}=\mathbb{Z}\left[s, s^{-1}\right]$ as before. Note that $\mathcal{A}_{0}, \mathcal{A}_{\infty}, \mathcal{A} \subset \mathbb{Q}(s)$ are naturally subrings.

In the sequel we shall consider various lattices in the sense of the following definition.

Definition 2.141. If $R \subset S$ is a subring and $V$ is a free $S$-module, then a free $R$-submodule $\mathcal{L} \subset V$ is called a free $R$-lattice of $V$ if the canonical map $S \otimes_{R} \mathcal{L} \rightarrow V$ is an isomorphism.

Assume that $V$ is a finite dimensional $\mathbb{Q}(s)$-vector space, and let $\mathcal{L}_{0}, \mathcal{L}_{\infty}$ and $V_{\mathcal{A}}$ be free $\mathcal{A}_{0^{-}}, \mathcal{A}_{\infty^{-}}$and $\mathcal{A}$-lattices of $V$, respectively. Even if no compatibility between these lattices is assumed a priori, we automatically have the following properties, compare Section 6.1 in [34.
Lemma 2.142. In the above situation, the canonical map $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \rightarrow \mathcal{L}_{0}$ is an isomorphism of $\mathcal{A}_{0}$-modules. Similarly, the canonical map $\mathcal{A}_{\infty} \otimes_{\mathbb{Z}\left[s^{-1}\right]}\left(V_{\mathcal{A}} \cap\right.$ $\left.\mathcal{L}_{\infty}\right) \rightarrow \mathcal{L}_{\infty}$ is an isomorphism of $\mathcal{A}_{\infty}$-modules.

Proof. We shall only prove the assertion for $\mathcal{L}_{0}$, the proof for $\mathcal{L}_{\infty}$ is analogous. Since $\mathcal{A}_{0}$ and $\mathcal{A}$ are localizations of $\mathbb{Z}[s]$, we see that the inclusion map $V_{\mathcal{A}} \cap \mathcal{L}_{0} \rightarrow \mathcal{L}_{0}$ induces injective maps $\mathcal{A} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \rightarrow \mathcal{A} \otimes_{\mathbb{Z}[s]} \mathcal{L}_{0}$ and $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \rightarrow$ $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]} \mathcal{L}_{0}$. The latter identifies with the canonical map $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \rightarrow \mathcal{L}_{0}$ since $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]} \mathcal{L}_{0} \cong \mathcal{A}_{0} \otimes_{\mathcal{A}_{0}} \mathcal{L}_{0} \cong \mathcal{L}_{0}$.

Hence it suffices to show that the map $\mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \rightarrow \mathcal{L}_{0}$ is surjective. Since $V_{\mathcal{A}} \subset V$ is an $\mathcal{A}$-lattice any element of $V$, in particular any element $v \in \mathcal{L}_{0}$, can be written in the form $\frac{f(s)}{g(s)} u$ where $f(s), g(s) \in \mathbb{Z}[s], g(s) \neq 0$ and $u \in V_{\mathcal{A}}$. That is, there exists a nonzero element $g(s) \in \mathbb{Z}[s]$ such that $g(s) v \in V_{\mathcal{A}}$. Since $V_{\mathcal{A}}$ is an $\mathcal{A}$-module, upon dividing by a suitable power of $s$ we may assume without loss of generality that $g(0) \neq 0$. Hence we have

$$
\frac{1}{g(s)} \otimes g(s) v \in \mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right)
$$

and this element maps to $v$ under the canonical map as desired.
Let us introduce the notion of a balanced triple.
Definition 2.143. Let $V$ be a finite dimensional $\mathbb{Q}(s)$-vector space. Moreover let $\mathcal{L}_{0} \subset V$ be a free $\mathcal{A}_{0}$-lattice, $V_{\mathcal{A}} \subset V$ a free $\mathcal{A}$-lattice, and $\mathcal{L}_{\infty} \subset V$ a free $\mathcal{A}_{\infty}$-lattice. If we define

$$
\mathcal{L}=\mathcal{L}_{0} \cap V_{\mathcal{A}} \cap \mathcal{L}_{\infty}
$$

then $\left(\mathcal{L}_{0}, V_{\mathcal{A}}, \mathcal{L}_{\infty}\right)$ is called a balanced triple for $V$ provided the following conditions hold.
a) $\mathcal{L}$ is a free $\mathbb{Z}$-lattice for the $\mathcal{A}_{0}$-module $\mathcal{L}_{0}$.
b) $\mathcal{L}$ is a free $\mathbb{Z}$-lattice for the $\mathcal{A}$-module $V_{\mathcal{A}}$.
c) $\mathcal{L}$ is a free $\mathbb{Z}$-lattice for the $\mathcal{A}_{\infty}$-module $\mathcal{L}_{\infty}$.

The conditions for $\left(\mathcal{L}_{0}, V_{\mathcal{A}}, \mathcal{L}_{\infty}\right)$ to be a balanced triple mean that $\mathcal{L}$ has finite rank, and that the canonical multiplication maps induce isomorphisms

$$
\mathcal{A}_{0} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{L}_{0}, \quad \mathcal{A} \otimes_{\mathbb{Z}} \mathcal{L} \cong V_{\mathcal{A}}, \quad \mathcal{A}_{\infty} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{L}_{\infty}
$$

Proposition 2.144. Let $V$ be a finite dimensional $\mathbb{Q}(s)$-vector space. Moreover let $\mathcal{L}_{0} \subset V$ be a free $\mathcal{A}_{0}$-lattice, $V_{\mathcal{A}} \subset V$ a free $\mathcal{A}$-lattice, and $\mathcal{L}_{\infty} \subset V$ a free $\mathcal{A}_{\infty}$-lattice. Then the following conditions are equivalent.
a) $\left(\mathcal{L}_{0}, V_{\mathcal{A}}, \mathcal{L}_{\infty}\right)$ is a balanced triple for $V$.
b) The canonical map $\mathcal{L} \rightarrow \mathcal{L}_{0} /$ s $\mathcal{L}_{0}$ is an isomorphism.
c) The canonical map $\mathcal{L} \rightarrow \mathcal{L}_{\infty} / s^{-1} \mathcal{L}_{\infty}$ is an isomorphism.

Proof. $a) \Rightarrow b$ ) We have canonical isomorphisms

$$
\mathcal{L} \cong \mathbb{Z} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathbb{Z} \otimes_{\mathcal{A}_{0}} \mathcal{A}_{0} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathbb{Z} \otimes_{\mathcal{A}_{0}} \mathcal{L}_{0} \cong \mathcal{A}_{0} / s \mathcal{A}_{0} \otimes_{\mathcal{A}_{0}} \mathcal{L}_{0} \cong \mathcal{L}_{0} / s \mathcal{L}_{0}
$$

This yields the claim.
$b) \Rightarrow a)$ We shall first prove by induction that the canonical map $m_{k}: \mathcal{L} \rightarrow$ $\mathcal{L}_{0} \cap V_{\mathcal{A}} \cap s^{k} \mathcal{L}_{\infty}$ given by $m_{k}(v)=s^{k} v$ induces an isomorphism

$$
\left(\bigoplus_{k=0}^{n} \mathbb{Z} s^{k}\right) \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{L}_{0} \cap V_{\mathcal{A}} \cap s^{n} \mathcal{L}_{\infty}
$$

for any $n \in \mathbb{N}_{0}$. For $n=0$ this is obvious, so assume that the assertion holds for $n-1$ for some $n>0$. Then we have a canonical isomorphism

$$
\left(\bigoplus_{k=1}^{n} \mathbb{Z} s^{k}\right) \otimes_{\mathbb{Z}} \mathcal{L} \cong s \mathcal{L}_{0} \cap V_{\mathcal{A}} \cap s^{n} \mathcal{L}_{\infty}
$$

and a commutative diagram

with exact rows. Hence the 5-Lemma shows that the middle vertical arrow is an isomorphism, which yields the inductive step.

As a consequence, we have

$$
\left(\bigoplus_{k=0}^{b-a} \mathbb{Z} s^{k}\right) \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{L}_{0} \cap V_{\mathcal{A}} \cap s^{b-a} \mathcal{L}_{\infty}
$$

for all $b \geq a$, which implies

$$
\left(\bigoplus_{k=a}^{b} \mathbb{Z} s^{k}\right) \otimes_{\mathbb{Z}} \mathcal{L} \cong s^{a} \mathcal{L}_{0} \cap V_{\mathcal{A}} \cap s^{b} \mathcal{L}_{\infty}
$$

under the canonical map. Since $\mathcal{L}_{\infty}$ is an $\mathcal{A}_{\infty}$-lattice in $V$ we have $\bigcup_{n=0}^{\infty} s^{n} \mathcal{L}_{\infty}=V$, and hence the above yields

$$
\begin{aligned}
\mathbb{Z}[s] \otimes_{\mathbb{Z}} \mathcal{L} & \cong V_{\mathcal{A}} \cap \mathcal{L}_{0} \\
\mathbb{Z}\left[s, s^{-1}\right] \otimes_{\mathbb{Z}} \mathcal{L} & \cong V_{\mathcal{A}} \\
\mathbb{Z}\left[s^{-1}\right] \otimes_{\mathbb{Z}} \mathcal{L} & \cong V_{\mathcal{A}} \cap \mathcal{L}_{\infty}
\end{aligned}
$$

The first of these isomorphisms implies

$$
\mathcal{A}_{0} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{A}_{0} \otimes_{\mathbb{Z}[s]} \mathbb{Z}[s] \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{A}_{0} \otimes_{\mathbb{Z}[s]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{0}\right) \cong \mathcal{L}_{0}
$$

using Lemma 2.142 in the last step. In the same way one obtains

$$
\mathcal{A}_{\infty} \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{A}_{\infty} \otimes_{\mathbb{Z}\left[s^{-1}\right]} \mathbb{Z}\left[s^{-1}\right] \otimes_{\mathbb{Z}} \mathcal{L} \cong \mathcal{A}_{\infty} \otimes_{\mathbb{Z}\left[s^{-1}\right]}\left(V_{\mathcal{A}} \cap \mathcal{L}_{\infty}\right) \cong \mathcal{L}_{\infty}
$$

and we conclude that $\left(\mathcal{L}_{0}, V_{\mathcal{A}}, \mathcal{L}_{\infty}\right)$ is a balanced triple.
$a) \Leftrightarrow c$ ) is proved in the same way.
Assume that $\left(\mathcal{L}_{0}, V_{\mathcal{A}}, \mathcal{L}_{\infty}\right)$ is a balanced triple for the finite dimensional $\mathbb{Q}(s)$ vector space $V$, and let $G: \mathcal{L}_{\infty} / s^{-1} \mathcal{L}_{\infty} \rightarrow \mathcal{L}$ be the inverse of the isomorphism $\mathcal{L} \cong \mathcal{L}_{\infty} / s^{-1} \mathcal{L}_{\infty}$ obtained in Proposition 2.144. If $\mathcal{B}$ is a $\mathbb{Z}$-basis of $\mathcal{L}_{\infty} / s^{-1} \mathcal{L}_{\infty}$ then the vectors $G(b)$ for $b \in \mathcal{B}$ form an $\mathcal{A}$-basis $G(\mathcal{B})$ of $V_{\mathcal{A}}$ and a $\mathbb{Q}(s)$-basis of $V$. Indeed, writing $\mathcal{L}=\bigoplus_{b \in \mathcal{B}} \mathbb{Z} G(b)$ we obtain

$$
V_{\mathcal{A}}=\mathcal{A} \otimes_{\mathbb{Z}} \mathcal{L}=\mathcal{A} \otimes_{\mathbb{Z}} \bigoplus_{b \in \mathcal{B}} \mathbb{Z} G(b)=\bigoplus_{b \in \mathcal{B}} \mathcal{A} G(b)
$$

and the claim for $V$ follows similarly from $V \cong \mathbb{Q}(s) \otimes_{\mathcal{A}} V_{\mathcal{A}}$. One calls $G(\mathcal{B})$ the global basis associated to the local basis $\mathcal{B}$.

We continue to work over $\mathbb{K}=\mathbb{Q}(s)$. Recall the definition of the integral form $U_{q}^{\mathcal{A}}(\mathfrak{g})$ of $U_{q}(\mathfrak{g})$ from Definition 2.17 and that $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right)$is the $\mathcal{A}$-subalgebra of $U_{q}\left(\mathfrak{n}_{-}\right)$ generated by the divided powers $F_{i}^{(m)}$ for $i=1, \ldots, N$ and $m \in \mathbb{N}_{0}$. The automorphism $\beta$ of $U_{q}(\mathfrak{g})$ defined in Lemma 2.19 restricts to an automorphism of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ preserving $U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right)$. Moreover, for $\lambda \in \mathbf{P}^{+}$we obtain a well-defined $\mathbb{Q}$-linear automorphism $\beta_{V(\lambda)}: V(\lambda) \rightarrow V(\lambda)$ by setting $\beta_{V(\lambda)}\left(Y \cdot v_{\lambda}\right)=\beta(Y) \cdot v_{\lambda}$, for any $Y \in U_{q}(\mathfrak{g})$. Indeed, view $V(\lambda)$ as a module over $U_{q}(\mathfrak{g})$ with action $X \cdot{ }_{\beta} v=\beta(X) \cdot v$, and write $V(\lambda)^{\beta}$ for this module. Then $V(\lambda)^{\beta}$ is irreducible and of highest weight $\lambda$, and hence must be isomorphic to $V(\lambda)$ as $U_{q}(\mathfrak{g})$-module. The corresponding intertwiner is precisely the desired map $\beta_{V(\lambda)}$.

Let $(\mathcal{L}(\lambda), \mathcal{B}(\lambda))$ be the crystal basis of $V(\lambda)$ as discussed before Theorem 2.140 , and let us also write $\mathcal{L}(\lambda)=\mathcal{L}_{\infty}(\lambda)$. If we define $\mathcal{L}_{0}(\lambda)=\beta_{V(\lambda)}(\mathcal{L}(\lambda))$, then $\mathcal{L}_{0}(\lambda)$ is a free $\mathcal{A}_{0}$-lattice of $V(\lambda)$. Moreover set

$$
V(\lambda)_{\mathcal{A}}=U_{q}^{\mathcal{A}}(\mathfrak{g}) \cdot v_{\lambda}=U_{q}^{\mathcal{A}}\left(\mathfrak{n}_{-}\right) \cdot v_{\lambda}
$$

Then we have $\beta_{V(\lambda)}\left(V(\lambda)_{\mathcal{A}}\right)=V(\lambda)_{\mathcal{A}}$.
Theorem 2.145. Let $\lambda \in \mathbf{P}^{+}$. With the notation as above, $\left(\mathcal{L}_{0}(\lambda), V(\lambda)_{\mathcal{A}}, \mathcal{L}_{\infty}(\lambda)\right)$ is a balanced triple for $V(\lambda)$.

The proof of Theorem 2.145 can be found in [45], see also Chapter 6 of 34] and Section 6.2 in 41. According to the discussion after Proposition 2.144 we obtain global basis elements $G(b)$ for $b \in \mathcal{B}(\lambda)$ such that

$$
V(\lambda)_{\mathcal{A}}=\bigoplus_{b \in \mathcal{B}(\lambda)} \mathcal{A} G(b)
$$

and the elements $G(b)$ also form a basis of $V(\lambda)$ as a $\mathbb{Q}(s)$-vector space.
Let us now consider the case where $\mathbb{K}$ is arbitrary and $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity. We write $U_{q}(\mathfrak{g})$ for the quantized universal enveloping algebra over
$\mathbb{K}$. Then the canonical ring homomorphism $\mathcal{A}=\mathbb{Z}\left[s, s^{-1}\right] \rightarrow \mathbb{K}$ induces an $\mathcal{A}$-linear map from the $\mathcal{A}$-module $V(\lambda)_{\mathcal{A}}$ as defined above into the $\mathbb{K}$-vector space $V(\lambda)$, the irreducible highest weight module of $U_{q}(\mathfrak{g})$ corresponding to $\lambda \in \mathbf{P}^{+}$. The image of the resulting $\mathbb{K}$-linear map $\iota_{\lambda}: \mathbb{K} \otimes_{\mathcal{A}} V(\lambda)_{\mathcal{A}} \rightarrow V(\lambda)$ is a nonzero submodule of $V(\lambda)$, and hence $\iota_{\lambda}$ is surjective by the irreducibility of $V(\lambda)$. Conversely, $\mathbb{K} \otimes_{\mathcal{A}} V(\lambda)_{\mathcal{A}}$ is clearly an integrable $U_{q}(\mathfrak{g})$-module, and hence a quotient of $V(\lambda)$ by Theorem 2.43 and Theorem 2.97. It follows that $\iota_{\lambda}$ is in fact an isomorphism.

We thus obtain the following result.
Theorem 2.146. Let $\mathbb{K}$ be a field and assume $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity. For any $\lambda \in \mathbf{P}^{+}$the elements $G(b)$ for $b \in \mathcal{B}(\lambda)$ form a basis of $V(\lambda)$ as a $\mathbb{K}$-vector space.
2.16. Separation of Variables. In this section we prove a key result on the structure of the locally finite part of $U_{q}(\mathfrak{g})$, originally due to Joseph and Letzter 43, see also Section 7.3 in 41. We follow the approach developed by Baumann [8, [10. Throughout this section we assume that $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.
2.16.1. Based modules. The key part of the proof of separation of variables further below relies on some results involving canonical bases. We shall collect these facts here, and refer to [57] for the proofs. In this subsection we work over $\mathbb{K}=\mathbb{Q}(s)$ with $q=s^{L}$ as before.

Let us first introduce the notion of a based module, see Section 27.1 in 57. By definition, an involution on a $U_{q}(\mathfrak{g})$-module $M$ is a $\mathbb{Q}$-linear automorphism $\beta_{M}: M \rightarrow M$ such that

$$
\beta_{M}(X \cdot m)=\beta(X) \cdot \beta_{M}(m)
$$

for all $X \in U_{q}(\mathfrak{g})$ and $m \in M$, where $\beta$ is the bar involution of $U_{q}(\mathfrak{g})$ as in Lemma 2.19. For instance, if $M=V(\lambda)$ for $\lambda \in \mathbf{P}^{+}$and $v_{\lambda} \in V(\lambda)$ is a highest weight vector then the map $\beta_{M}$ defined by $\beta_{M}\left(X \cdot v_{\lambda}\right)=\beta(X) \cdot v_{\lambda}$ for $X \in U_{q}(\mathfrak{g})$, as discussed before Theorem 2.145, defines an involution of $M$.

Definition 2.147. An integrable $U_{q}(\mathfrak{g})$-module $M$ with involution $\beta_{M}$ together with a $\mathbb{Q}(s)$-basis $B$ is called a based module if the following conditions hold.
a) $B \cap M_{\mu}$ is a basis of $M_{\mu}$ for any $\mu \in \mathbf{P}$.
b) The $\mathcal{A}$-submodule $M_{\mathcal{A}}$ generated by $B$ is stable under $U_{q}^{\mathcal{A}}(\mathfrak{g})$.
c) We have $\beta_{M}(b)=b$ for all $b \in B$.
d) The $\mathcal{A}_{\infty}$-submodule $\mathcal{L}_{M}$ generated by $B$ together with the image $\mathcal{B}$ of $B$ in $\mathcal{L}_{M} / s^{-1} \mathcal{L}_{M}$ forms a crystal basis for $M$.

A morphism of based modules from $\left(M, B_{M}\right)$ to $\left(N, B_{N}\right)$ is a $U_{q}(\mathfrak{g})$-linear map $f: M \rightarrow N$ such that $f(b) \in B_{N} \cup\{0\}$ for all $b \in B_{M}$ and $B \cap \operatorname{ker}(f)$ is a basis of the kernel $\operatorname{ker}(f)$. In this case the kernel of $f$ naturally inherits the structure of a based module.

For any $\lambda \in \mathbf{P}^{+}$, the simple module $V(\lambda)$, equipped with the involution fixing $v_{\lambda}$, together with the corresponding global basis as in Theorem 2.146 is a based module. In this way simple integrable $U_{q}(\mathfrak{g})$-modules can be viewed as based modules.

Let us now sketch the construction of a suitable based module structure on the tensor product $M \otimes N$ of two based modules $M, N$, see Chapter 27.3 in 57. One first defines an involution $\beta_{M \otimes N}$ on $M \otimes N$ out of the involutions $\beta_{M}$ and $\beta_{N}$ and the quasi- $R$-matrix for $U_{q}(\mathfrak{g})$. Note here that the ordinary tensor product of the involutions $\beta_{M}$ and $\beta_{N}$ is not compatible with the $U_{q}(\mathfrak{g})$-module structure on $M \otimes N$ in general. The construction of an appropriate basis for $M \otimes N$ is then characterized by the following result, see Theorem 24.3.3 in 57.

Theorem 2.148. Let $(M, B)$ and $(N, C)$ be based modules. Moreover let $\mathcal{L}$ be the $\mathbb{Z}\left[s^{-1}\right]$-submodule of $M \otimes N$ generated by all elements $b \otimes c$ for $(b, c) \in B \times C$. Then for any $(b, c) \in B \times C$ there exists a unique element $b \diamond c \in \mathcal{L}$ such that $\beta_{M \otimes N}(b \diamond c)=b \diamond c$ and $b \diamond c-b \otimes c \in s^{-1} \mathcal{L}$. Moreover, the elements $b \diamond c$ form a basis $B \diamond C$ of $M \otimes N$ which turn the latter into a based module with involution $\beta_{M \otimes N}$.

The basis of the tensor product $M \otimes N$ as in Theorem 2.148 will also be referred to as the canonical basis.

Recall that if $M$ is a finite dimensional $U_{q}(\mathfrak{g})$-module then the dual module is the dual space $M^{*}$ with the $U_{q}(\mathfrak{g})$-module structure defined by $(X \cdot f)(m)=f(\hat{S}(X) \cdot m)$ for all $m \in M$. We have $(M \otimes N)^{*} \cong N^{*} \otimes M^{*}$ naturally if $M, N$ are finite dimensional.

Assume that $N=V(\mu)$ for some $\mu \in \mathbf{P}^{+}$with highest weight vector $v_{\mu}$. Then $M=V(\mu)^{*}$ is an irreducible $U_{q}(\mathfrak{g})$-module with lowest weight $-\mu$, and we denote by $v^{\mu} \in V(\mu)^{*}$ the lowest weight vector satisfying $v^{\mu}\left(v_{\mu}\right)=1$. Since $V(\mu)$ is a simple $U_{q}(\mathfrak{g})$-module there exists a unique $U_{q}(\mathfrak{g})$-linear map $e v_{\mu}: V(\mu)^{*} \otimes V(\mu) \rightarrow \mathbb{K}$ such that $e v_{\mu}\left(v^{\mu} \otimes v_{\mu}\right)=1$.

For $\mu, \lambda \in \mathbf{P}^{+}$let $p_{\mu \lambda}: V(\mu) \otimes V(\lambda) \rightarrow V(\mu+\lambda)$ be the unique $U_{q}(\mathfrak{g})$-linear map satisfying $p_{\mu \lambda}\left(v_{\mu} \otimes v_{\lambda}\right)=v_{\mu+\lambda}$. Similarly, let $i_{\mu \lambda}: V(\mu+\lambda) \rightarrow V(\mu) \otimes V(\lambda)$ be the unique $U_{q}(\mathfrak{g})$-linear map satisfying $i_{\mu \lambda}\left(v_{\mu+\lambda}\right)=v_{\mu} \otimes v_{\lambda}$. By construction we then have $p_{\mu \lambda} i_{\mu \lambda}=\mathrm{id}$. The transpose of $p_{\mu \lambda}$ determines a $U_{q}(\mathfrak{g})$-linear map $p_{\mu \lambda}^{*}: V(\mu+\lambda)^{*} \rightarrow(V(\mu) \otimes V(\lambda))^{*} \cong V(\lambda)^{*} \otimes V(\mu)^{*}$ satisfying $p_{\mu \lambda}^{*}\left(v^{\mu+\lambda}\right)=v^{\lambda} \otimes v^{\mu}$. Similarly, the transpose of $i_{\mu \lambda}$ determines a $U_{q}(\mathfrak{g})$-linear map $i_{\mu \lambda}^{*}: V(\lambda)^{*} \otimes V(\mu)^{*} \cong$ $(V(\mu) \otimes V(\lambda))^{*} \rightarrow V(\mu+\lambda)^{*}$ satisfying $i_{\mu \lambda}^{*}\left(v^{\lambda} \otimes v^{\mu}\right)=v^{\mu+\lambda}$.

Let us define $T_{\lambda}: V(\mu+\lambda)^{*} \otimes V(\mu+\lambda) \rightarrow V(\mu)^{*} \otimes V(\mu)$ as the composition

$$
V(\mu+\lambda)^{*} \otimes V(\mu+\lambda)^{p_{\lambda \mu}^{*} \otimes i_{\lambda \mu}} V(\mu)^{*} \otimes V(\lambda)^{*} \otimes V(\lambda) \otimes V(\mu) \xrightarrow{e v_{\lambda}} V(\mu)^{*} \otimes V(\mu) .
$$

Notice that $T_{\lambda}$ maps $v^{\mu+\lambda} \otimes v_{\mu+\lambda}$ to $v^{\mu} \otimes v_{\mu}$. Since the vector $v^{\mu} \otimes v_{\mu}$ generates $V(\mu)^{*} \otimes V(\mu)$ as a $U_{q}(\mathfrak{g})$-module we see that $T_{\lambda}$ is surjective. We also observe that $T_{\lambda} \circ T_{\lambda^{\prime}}=T_{\lambda+\lambda^{\prime}}$ for any $\lambda, \lambda^{\prime} \in \mathbf{P}^{+}$, as a map from $V\left(\mu+\lambda+\lambda^{\prime}\right)^{*} \otimes V\left(\mu+\lambda+\lambda^{\prime}\right)$ to $V(\mu)^{*} \otimes V(\mu)$.

The following result is a translation of Proposition 27.3.5 in 57.
Proposition 2.149. The map $T_{\lambda}$ is a morphism of based modules.
For any $\nu \in \mathbf{P}^{+}$we shall identify $V(\nu) \cong V(\nu)^{* *}$ such that $v_{\nu}$ is mapped to the linear form which evaluates $v^{\nu}$ to 1 , and consider the corresponding $U_{q}(\mathfrak{g})$-linear isomorphism

$$
\left(V(\nu)^{*} \otimes V(\nu)\right)^{*} \cong V(\nu)^{*} \otimes V(\nu)^{* *} \cong V(\nu)^{*} \otimes V(\nu)
$$

Then the transpose of $T_{\lambda}$ identifies with a $U_{q}(\mathfrak{g})$-linear map $\delta_{\lambda}: V(\mu)^{*} \otimes V(\mu) \rightarrow$ $V(\mu+\lambda)^{*} \otimes V(\mu+\lambda)$ satisfying

$$
\delta_{\lambda}\left(v^{\mu} \otimes v_{\mu}\right)\left(v^{\mu+\lambda} \otimes v_{\mu+\lambda}\right)=1
$$

More precisely, we have

$$
\begin{aligned}
\delta_{\lambda}\left(v^{\mu} \otimes v_{\mu}\right) & =v^{\mu+\lambda} \otimes v_{\mu+\lambda} \\
& =i_{\lambda \mu}^{*}\left(v^{\mu} \otimes v^{\lambda}\right) \otimes p_{\lambda \mu}\left(v_{\lambda} \otimes v_{\mu}\right) \\
& =\left(i_{\lambda \mu}^{*} \otimes p_{\lambda \mu}\right)\left(\mathrm{id} \otimes e v_{\lambda}^{*} \otimes \mathrm{id}\right)\left(v^{\mu} \otimes v_{\mu}\right)
\end{aligned}
$$

with these conventions.

Consider the partial order on $\mathbf{P}^{+}$given by declaring $\mu \preceq \nu$ if $\nu-\mu \in \mathbf{P}^{+}$. Note that $\mathbf{P}^{+}$with this partial order is a lattice, in particular, every pair $\mu, \nu \in \mathbf{P}^{+}$has a least upper bound.

The following Lemma is a reformulation of Lemma 5 in 10, which is based in turn on Proposition 25.1.10 in 57.

Lemma 2.150. Let $\mu \in \mathbf{P}^{+}$. For each vector $y$ in the canonical basis of the based module $V(\mu)^{*} \otimes V(\mu)$ there exists a greatest element $\lambda(y)$ in the lattice $\mathbf{P}^{+}$with respect to the partial order $\preceq$ such that $T_{\lambda(y)}(y) \neq 0$.

Note that the weight $\lambda(y)$ in Lemma 2.150 is uniquely determined by $y$, due to the fact that greatest elements in partially ordered sets are necessarily unique.
2.16.2. Further preliminaries. In this subsection we collect some additional preparations for the proof of the main theorem presented in the next subsection. Throughout this subsection the ground field $\mathbb{K}$ is arbitrary and $q=s^{L} \in \mathbb{K}^{\times}$is not a root of unity.

Let us first discuss a certain filtration of $\mathcal{O}\left(G_{q}\right)$. We define

$$
h t(\mu)=\mu_{1}+\cdots+\mu_{N}
$$

if $\mu=\mu_{1} \alpha_{1}+\cdots+\mu_{N} \alpha_{N} \in \mathbf{P}$. For $\mu \in \mathbf{Q}$ this agrees with the height as in the proof of Proposition 2.134, however, we allow here arbitrary $\mu \in \mathbf{P}$. It can be shown that $h t(\mu) \in \frac{1}{2} \mathbb{N}_{0}$ for all $\mu \in \mathbf{P}^{+}$, compare Table 1 in Section 13.2 of [35].

We obtain an algebra filtration of $A=\mathcal{O}\left(G_{q}\right)$ indexed by $\frac{1}{2} \mathbb{N}_{0}$ by setting

$$
\mathcal{F}^{m}(A)=\bigoplus_{h t(\mu) \leq m} V(\mu)^{*} \otimes V(\mu)
$$

for $m \in \frac{1}{2} \mathbb{N}_{0}$. We call this filtration the height filtration of $\mathcal{O}\left(G_{q}\right)$.
The associated graded algebra $E=\operatorname{gr}_{\mathcal{F}}\left(\mathcal{O}\left(G_{q}\right)\right)$ is canonically isomorphic to $\mathcal{O}\left(G_{q}\right)$ as a left and right $U_{q}(\mathfrak{g})$-module, and thus also as a $U_{q}(\mathfrak{g})$-module with the coadjoint action from Section 2.12 We will always view $\mathcal{O}\left(G_{q}\right)$ and $E$ as a $U_{q}(\mathfrak{g})$-module with this action in the sequel.

Let us write

$$
E=\bigoplus_{\mu \in \mathbf{P}^{+}} E(\mu)
$$

with $E(\mu)=V(\mu)^{*} \otimes V(\mu)$. Using the maps $p_{\mu \lambda}, i_{\mu \lambda}$ introduced before Proposition 2.149 we can write the product $x \cdot y \in E$ of elements $x, y \in E$ as follows.

Lemma 2.151. With the notation as above, the multiplication of $E$ restricts to linear maps $E(\mu) \otimes E(\lambda) \rightarrow E(\mu+\lambda)$ for $\mu, \lambda \in \mathbf{P}^{+}$, explicitly given by the formula

$$
\langle f| \bullet|v\rangle \cdot\langle g| \bullet|w\rangle=\left\langle i_{\lambda \mu}^{*}(f \otimes g)\right| \bullet\left|p_{\lambda \mu}(w \otimes v)\right\rangle
$$

for $f \in V(\mu)^{*}, v \in V(\mu), g \in V(\lambda)^{*}, w \in V(\lambda)$.
Moreover, right multiplication with the quantum trace $t_{\lambda} \in E(\lambda)$ identifies with the map $\delta_{\lambda}$ defined above, up to multiplication by $q^{(2 \rho, \lambda)}$.
Proof. Using the identification of $E$ with $\mathcal{O}\left(G_{q}\right)$ as vector spaces and the pairing between $U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right)$ we have

$$
\begin{aligned}
(X,\langle f| \bullet|v\rangle \cdot\langle g| \bullet|w\rangle) & =(g \otimes f)\left(i_{\lambda \mu}\left(X \cdot p_{\lambda \mu}(w \otimes v)\right)\right) \\
& =\left(X,\left\langle i_{\lambda \mu}^{*}(f \otimes g)\right| \bullet\left|p_{\lambda \mu}(w \otimes v)\right\rangle\right)
\end{aligned}
$$

for $X \in U_{q}(\mathfrak{g})$, since multiplication in $E$ only takes into account the highest weight component of the product in $\mathcal{O}\left(G_{q}\right)$.

Next, recall that in our present conventions we identify $V(\lambda)^{* *}$ with $V(\lambda)$ such that highest weight vector $v_{\lambda} \in V(\lambda)$ pairs with $v^{\lambda} \in V(\lambda)^{*}$ to give 1. This
means, more generally, that a vector $v \in V(\lambda)$ corresponds to the form on $V(\lambda)^{*}$ given by evaluation on $q^{(-2 \rho, \lambda)} K_{2 \rho} \cdot v$. It follows that the quantum trace $t_{\lambda} \in$ $V(\lambda)^{*} \otimes V(\lambda)$ from Definition 2.118 evaluates on $f \otimes v \in V(\lambda)^{*} \otimes V(\lambda)$ as $t_{\lambda}(f \otimes v)=$ $q^{(-2 \rho, \lambda)} e v_{\lambda}(f \otimes v)$. That is, we have $e v_{\lambda}^{*}(1)=q^{(2 \rho, \lambda)} t_{\lambda}$, and combining this with the computations at the end of the previous subsection yields the claim.

Let us next review some facts about graded vector spaces. Recall that if $A, B$ are vector spaces filtered by $\mathbb{N}_{0}$ then a linear map $f: A \rightarrow B$ is called a morphism of filtered vector spaces if $f\left(\mathcal{F}^{n}(A)\right) \subset \mathcal{F}^{n}(B)$ for all $n$. In this case $f$ induces a map $g r(f): g r(A) \rightarrow g r(B)$ of the associated graded vector spaces. Moreover, $f$ is an isomorphism provided $g r(f)$ is an isomorphism.

If $A, B$ are vector spaces filtered by $\mathbb{N}_{0}$ we obtain a filtration of $A \otimes B$ by setting

$$
\mathcal{F}^{n}(A \otimes B)=\sum_{k+l=n} \mathcal{F}^{k}(A) \otimes \mathcal{F}^{l}(B)
$$

Moreover, the canonical map $\operatorname{gr}(A) \otimes g r(B) \rightarrow g r(A \otimes B)$ is an isomorphism in this case.

Combining these observations we obtain the following basic fact.
Lemma 2.152. Let $H, Z$ and $A$ be $\mathbb{N}_{0}$-filtered vector spaces and let $m: H \otimes Z \rightarrow A$ be a morphism of filtered vector spaces. If the induced map $\operatorname{gr}(m): \operatorname{gr}(H) \otimes \operatorname{gr}(Z) \rightarrow$ $\operatorname{gr}(A)$ is an isomorphism, then $m$ is an isomorphism as well.

Finally, we need a result on the structure of certain mapping spaces.
Lemma 2.153. Let $\mu, \nu, \lambda \in \mathbf{P}^{+}$. Then the linear map

$$
\phi: \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda) \otimes V(\nu)^{*}, V(\mu)\right) \rightarrow V(\mu)_{\lambda-\nu}
$$

given by $\phi(f)=f\left(v_{\lambda} \otimes v^{\nu}\right)$ is injective and

$$
\operatorname{im}(\phi)=\left\{v \in V(\mu)_{\lambda-\nu} \mid E_{i}^{\left(\nu, \alpha_{i}^{\vee}\right)+1} \cdot v=0 \text { for all } i=1, \ldots, N\right\} .
$$

Proof. From weight considerations we see that $\phi$ is well-defined, that is, $f\left(v_{\lambda} \otimes v^{\nu}\right)$ is indeed contained in $V(\mu)_{\lambda-\nu}$ for $f \in \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda) \otimes V(\nu)^{*}, V(\mu)\right)$. Since $v_{\lambda} \otimes v^{\nu}$ is a cyclic vector for $V(\lambda) \otimes V(\nu)^{*}$ it follows that $\phi$ is injective.

In order to determine the image of $\phi$ let us abbreviate

$$
U=\left\{v \in V(\mu)_{\lambda-\nu} \mid E_{i}^{\left(\nu, \alpha_{i}^{\vee}\right)+1} \cdot v=0 \text { for all } i=1, \ldots, N\right\}
$$

We observe that $E_{i}^{k} \cdot\left(v_{\lambda} \otimes v^{\nu}\right)=v_{\lambda} \otimes E_{i}^{k} \cdot v^{\nu}$ for all $k \in \mathbb{N}_{0}$, hence the smallest power of $E_{i}$ killing $v_{\lambda} \otimes v^{\nu}$ agrees with the smallest power of $E_{i}$ killing $v^{\nu}$. This is determined by the weight of $\nu$ with respect to $U_{q_{i}}\left(\mathfrak{g}_{i}\right) \subset U_{q}(\mathfrak{g})$, and equals $E_{i}^{\left(\nu, \alpha_{i}^{\vee}\right)+1}$. It follows that $\operatorname{im}(\phi)$ is indeed contained in $U$.

To prove the reverse inclusion $U \subset \operatorname{im}(\phi)$ we construct a linear map

$$
\psi: U \rightarrow \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda) \otimes V(\nu)^{*}, V(\mu)\right) \cong \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda), \operatorname{Hom}\left(V(\nu)^{*}, V(\mu)\right)\right)
$$

as follows. Let $u \in U$ be given and define a $U_{q}\left(\mathfrak{n}_{+}\right)$-linear map $T(u): N(-\nu) \rightarrow$ $V(\mu)$ by $T(u)\left(X \cdot v_{-\nu}\right)=X \cdot u$ for $X \in U_{q}\left(\mathfrak{n}_{+}\right)$. Here $N(-\nu)$ is the universal lowest weight module with lowest weight $-\nu$ generated by the lowest weight vector $v_{-\nu}$. Since $E_{i}^{\left(\nu, \alpha_{i}^{\vee}\right)+1} \cdot u=0$ for all $i=1, \ldots, N$, it follows from Theorem 2.97 that $T(u)$ factorizes through $V(\nu)^{*}$. Moreover, for any $v \in V(\nu)^{*}$ we have

$$
\begin{aligned}
\left(K_{\eta}\right. & \rightarrow T(u))(v)
\end{aligned}=q^{(\eta, \nu)+(\eta, \lambda-\nu)} T(u)(v)=q^{(\eta, \lambda)} T(u)(v), ~=~\left(E_{i} \rightarrow T(u)\right)(v)=E_{i} \cdot T(u)\left(K_{i}^{-1} \cdot v\right)-T(u)\left(E_{i} K_{i}^{-1} \cdot v\right)=0, ~ l
$$

for $\eta \in \mathbf{P}$ and $i=1, \ldots, N$. We conclude that $T(u) \in \operatorname{Hom}\left(V(\nu)^{*}, V(\mu)\right)$ is a highest weight vector of weight $\lambda$. Since $\operatorname{Hom}\left(V(\nu)^{*}, V(\mu)\right)$ is integrable, Theorem 2.97 shows that setting $\psi(u)\left(v_{\lambda}\right)=T(u)$ determines a well-defined element
$\psi(u)$ of $\operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda), \operatorname{Hom}\left(V(\nu)^{*}, V(\mu)\right)\right)$. Using the canonical identification with $\operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\lambda) \otimes V(\nu)^{*}, V(\mu)\right)$ it is straightforward to check that $\phi(\psi(u))=u$, and we thus conclude $\operatorname{im}(\phi)=U$ as desired.

As a consequence of Lemma 2.153 we see that $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(\operatorname{End}(V(\lambda)), V(\mu))$ for $\mu, \lambda \in \mathbf{P}^{+}$can be identified with the subspace of $V(\mu)_{0}$ consisting of all vectors $v$ satisfying $E_{i}^{\left(\lambda, \alpha_{i}^{\vee}\right)+1} \cdot v=0$ for $i=1, \ldots, N$. If the coefficients $m_{1}, \ldots, m_{N}$ in $\lambda=\sum_{i=1}^{N} m_{i} \varpi_{i}$ are sufficiently large the latter condition becomes vacuous. In particular, we have $[\operatorname{End}(V(\lambda)): V(\mu)]=\operatorname{dim}(V(\mu))_{0}$ for all $\lambda$ of the form $\lambda=\mu+\eta$ for $\eta \in \mathbf{P}^{+}$.
2.16.3. Separation of Variables. We shall now prove the main result of this section, originally due to Joseph and Letzter 43. As mentioned above, we follow closely the approach by Baumann [8, [10].

Theorem 2.154 (Separation of Variables). Assume $q \in \mathbb{K}^{\times}$is not a root of unity. There exists a linear subspace $\mathbb{H} \subset F U_{q}(\mathfrak{g})$, invariant under the adjoint action, such that the multiplication map $\mathbb{H} \otimes Z U_{q}(\mathfrak{g}) \rightarrow F U_{q}(\mathfrak{g})$ is an isomorphism. Moreover, for any $\mu \in \mathbf{P}^{+}$we have $[\mathbb{H}: V(\mu)]=\operatorname{dim}\left(V(\mu)_{0}\right)$ for the multiplicity of the isotypical component of type $\mu$ of $\mathbb{H}$.

Proof. Due to Theorem 2.116 and the remarks following it, it suffices to find a linear subspace $H \subset \mathcal{O}\left(G_{q}\right)$, invariant under the coadjoint action, such that the multiplication map $H \otimes \mathcal{O}\left(G_{q}\right)^{G_{q}} \rightarrow \mathcal{O}\left(G_{q}\right)$ is an isomorphism.

As explained in the proof of Theorem 2.120, the algebra $Z=\mathcal{O}\left(G_{q}\right)^{G_{q}}$ has a linear basis consisting of the quantum traces $t_{\lambda}$ for $\lambda \in \mathbf{P}^{+}$, and can be identified with the polynomial algebra $\mathbb{K}\left[t_{\varpi_{1}}, \ldots, t_{\varpi_{N}}\right]$. In view of Lemma 2.151 it will be convenient to rescale $t_{\lambda}$ and work with $\theta_{\lambda}=q^{(2 \rho, \lambda)} t_{\lambda}$ instead, and to identify $Z \cong \mathbb{K}\left[\theta_{\varpi_{1}}, \ldots, \theta_{\varpi_{N}}\right]$. If $\mathcal{F}$ denotes the height filtration of $\mathcal{O}\left(G_{q}\right)$ discussed in the previous subsection, then each $\theta_{\lambda}$ can also be viewed as an element of the associated graded algebra $E=g r_{\mathcal{F}}\left(\mathcal{O}\left(G_{q}\right)\right)$ in a natural way. We have $\theta_{\lambda} \theta_{\eta}=\theta_{\lambda+\eta}$ in $g r_{\mathcal{F}}\left(\mathcal{O}\left(G_{q}\right)\right)$ for all $\lambda, \eta \in \mathbf{P}^{+}$, and $\mathcal{Z}=g r_{\mathcal{F}}\left(\mathcal{O}\left(G_{q}\right)^{G_{q}}\right)$ can be identified with the polynomial algebra $\mathbb{K}\left[\theta_{\varpi_{1}}, \ldots, \theta_{\varpi_{N}}\right]$ as well.

Let $\mu \in \mathbf{P}^{+}$and recall the notation $E(\mu)=V(\mu)^{*} \otimes V(\mu) \subset E$ introduced before Lemma 2.151. According to Lemma 2.151, the map $\delta_{\lambda}: V(\mu)^{*} \otimes V(\mu) \rightarrow$ $V(\lambda+\mu)^{*} \otimes V(\lambda+\mu)$ obtained by the transposition of $T_{\lambda}$ identifies with the map $m_{\lambda}: E(\mu) \rightarrow E(\lambda+\mu)$ given by $m_{\lambda}(x)=x \cdot \theta_{\lambda}$ for any $\lambda \in \mathbf{P}^{+}$. We note that $m_{\lambda}$ is injective since $T_{\lambda}$ is surjective.

Let us momentarily work over $\mathbb{K}=\mathbb{Q}(s)$. With the identification $E(\mu) \cong V(\mu)^{*} \otimes$ $V(\mu)^{* *} \cong\left(V(\mu)^{*} \otimes V(\mu)\right)^{*}$ used in the discussion after Proposition 2.149, we obtain a linear basis $B(\mu)$ of $E(\mu)$ dual to the canonical basis of $V(\mu)^{*} \otimes V(\mu)$. If we set

$$
B=\bigcup_{\mu \in \mathbf{P}^{+}} B(\mu)
$$

then Proposition 2.149 shows that $m_{\lambda}$ restricts to an injective map $m_{\lambda}: B \rightarrow B$ for all $\lambda \in \mathbf{P}^{+}$.

If $x$ is an element of the canonical basis of $V(\mu)^{*} \otimes V(\mu)$ let us write $x^{\vee}$ for the dual element of $B$, determined by the relation $x^{\vee}(y)=\delta_{x y}$ for all canonical basis elements $y$. We define a map $\epsilon: B \rightarrow B$ by stipulating $\epsilon\left(x^{\vee}\right)=T_{\lambda(x)}(x)^{\vee}$, where $\lambda(x) \in \mathbf{P}^{+}$is the weight determined in Lemma 2.150. Then we have

$$
x^{\vee}(y)=\delta_{x y}=\delta_{T_{\lambda(x)}(x), T_{\lambda(x)}(y)}=T_{\lambda(x)}(x)^{\vee}\left(T_{\lambda(x)}(y)\right)=m_{\lambda(x)}\left(T_{\lambda(x)}(x)^{\vee}\right)(y)
$$

for any $y$, so that $x^{\vee}=m_{\lambda(x)}\left(\epsilon\left(x^{\vee}\right)\right)=\epsilon\left(x^{\vee}\right) \cdot \theta_{\lambda(x)}$. Let us define

$$
\begin{aligned}
B_{\mathcal{H}} & =\{\epsilon(b) \mid b \in B\} \\
B_{\mathcal{Z}} & =\left\{\theta_{\lambda} \mid \lambda \in \mathbf{P}^{+}\right\}
\end{aligned}
$$

Note that since $\epsilon(\epsilon(b))=\epsilon(b)$ for all $b \in B$ we can write $B_{\mathcal{H}}=\{b \in B \mid \epsilon(b)=b\}$. Now assume $x^{\vee}=y^{\vee} \cdot \theta_{\lambda}$ for some $y^{\vee} \in B_{\mathcal{H}}$ and $\theta_{\lambda} \in B_{\mathcal{Z}}$. Then $1=x^{\vee}(x)=$ $m_{\lambda}\left(y^{\vee}\right)(x)=y^{\vee}\left(T_{\lambda}(x)\right)$ implies that $T_{\lambda}(x)=y$ is nonzero. Due to Lemma 2.150 we thus have $\lambda \preceq \lambda(x)$. Since $y^{\vee} \in B_{\mathcal{H}}$ we also get $T_{\lambda+\mu}(x)=T_{\mu}(y)=0$ for any nonzero element $\mu \in \mathbf{P}^{+}$. This implies $\lambda=\lambda(x)$ and hence $y=T_{\lambda(x)}(x)$, or equivalently $y^{\vee}=\epsilon\left(x^{\vee}\right)$. Summarizing this discussion, we conclude that multiplication in $E$ induces a bijection $m: B_{\mathcal{H}} \times B_{\mathcal{Z}} \rightarrow B$.

Let $E_{\mathcal{A}} \subset E$ be the $\mathcal{A}$-linear span of the basis $B$. Similarly, let $\mathcal{H}_{\mathcal{A}} \subset E_{\mathcal{A}}$ the $\mathcal{A}$-linear span of $B_{\mathcal{H}}$, and let $\mathcal{Z}_{\mathcal{A}} \subset E$ be the $\mathcal{A}$-linear span of $B_{\mathcal{Z}}$. From our above considerations we conclude that multiplication in $E$ induces an isomorphism

$$
\mathcal{H}_{\mathcal{A}} \otimes_{\mathcal{A}} \mathcal{Z}_{\mathcal{A}} \rightarrow E_{\mathcal{A}}
$$

of $\mathcal{A}$-modules.
Now let $\mathbb{K}$ be again an arbitrary field and $q=s^{L} \in \mathbb{K}^{\times}$not a root of unity. We write $\mathcal{O}\left(G_{q}\right)$ for the $\mathbb{K}$-algebra of matrix coefficients, and let $Z=\mathcal{O}\left(G_{q}\right)^{G_{q}} \subset \mathcal{O}\left(G_{q}\right)$ be the invariant subspace with respect to the coadjoint action. As before we denote by $E=g r_{\mathcal{F}}\left(\mathcal{O}\left(G_{q}\right)\right)$ the associated graded algebra for the height filtration of $\mathcal{O}\left(G_{q}\right)$. The canonical bases from Theorem 2.148 determine $\mathbb{K}$-bases for the $U_{q}(\mathfrak{g})$-modules $V(\mu)^{*} \otimes V(\mu)$, and we write $B_{\mathbb{K}}$ for the dual $\mathbb{K}$-basis of $\mathcal{O}\left(G_{q}\right)$, and hence of $E$, which is obtained in this way. Mapping the elements $b \in B \subset E_{\mathcal{A}}$ to the corresponding basis vectors of $B_{\mathbb{K}}$ in $E$ yields a $\mathbb{K}$-algebra isomorphism $E_{\mathcal{A}} \otimes_{\mathcal{A}} \mathbb{K} \cong E$ by Lemma 2.151

Let $H \subset \mathcal{O}\left(G_{q}\right)$ be the $\mathbb{K}$-linear span of the image of $B_{\mathcal{H}}$ in $\mathcal{O}\left(G_{q}\right)$. If $\mathcal{H}=$ $g r_{\mathcal{F}}(H) \subset E$ denotes the associated graded of $H$ and $\mathcal{Z}=g r_{\mathcal{F}}(Z) \subset E$ the associated graded of $Z$, then we have $\mathcal{Z}_{\mathcal{A}} \otimes_{\mathcal{A}} \mathbb{K} \cong \mathcal{Z}$ and $\mathcal{H}_{\mathcal{A}} \otimes_{\mathcal{A}} \mathbb{K} \cong \mathcal{H}$ under the identification $E_{\mathcal{A}} \otimes_{\mathcal{A}} \mathbb{K} \cong E$. Hence the isomorphism $\mathcal{H}_{\mathcal{A}} \otimes_{\mathcal{A}} \mathcal{Z}_{\mathcal{A}} \rightarrow E_{\mathcal{A}}$ of $\mathcal{A}$-modules induces an isomorphism

$$
\mathcal{H} \otimes \mathcal{Z} \rightarrow E
$$

of $\mathbb{K}$-vector spaces, given by multiplication in $E$. Therefore, we may apply Lemma 2.152 to conclude that multiplication in $\mathcal{O}\left(G_{q}\right)$ induces an isomorphism

$$
H \otimes \mathcal{O}\left(G_{q}\right)^{G_{q}}=H \otimes Z \rightarrow \mathcal{O}\left(G_{q}\right)
$$

as required.
In order to determine the multiplicity of $V(\mu)$ inside $H$ observe that $[H: V(\mu)]=$ $\left[g r_{\mathcal{F}}(H): V(\mu)\right]=[\mathcal{H}: V(\mu)]$. Thanks to the decomposition $B_{\mathcal{H}} \times B_{\mathcal{Z}} \cong B$ described above, for any $\lambda \in \mathbf{P}^{+}$the canonical basis vectors $b \in B(\lambda)$ which belong to submodules of $E(\lambda)$ of highest weight $\mu \in \mathbf{P}^{+}$can all be written in the form $b=\epsilon(b) \cdot \theta_{\nu}$ for some $\nu \in \mathbf{P}^{+}$, where $\epsilon(b) \in B_{\mathcal{H}}$ belongs to a submodule of $\mathcal{H}$ of highest weight $\mu$. It follows that the multiplicity $[\mathcal{H}: V(\mu)]$ is given by the maximal value of $[\operatorname{End}(V(\lambda)): V(\mu)]$ as $\lambda$ runs through $\mathbf{P}^{+}$. According to the remarks after Lemma 2.153, we thus obtain $[\mathcal{H}: V(\mu)]=\operatorname{dim}(V(\mu))_{0}$. This finishes the proof.

We remark that each basis element of the space $\mathbb{H} \subset F U_{q}(\mathfrak{g})$ corresponding to $H \subset \mathcal{O}\left(G_{q}\right)$ constructed in the proof of Theorem 2.154 is contained in a subspace of the form $U_{q}(\mathfrak{g}) \rightarrow K_{2 \lambda}$ for some $\lambda \in \mathbf{P}^{+}$. Note finally that since $Z U_{q}(\mathfrak{g}) \subset$ $F U_{q}(\mathfrak{g})$ commutes pointwise with all elements of $F U_{q}(\mathfrak{g})$, Theorem 2.154 shows that multiplication also induces a $U_{q}(\mathfrak{g})$-linear isomorphism $Z U_{q}(\mathfrak{g}) \otimes \mathbb{H} \cong F U_{q}(\mathfrak{g})$.

## 3. Complex semisimple quantum groups

In this chapter we introduce our main object of study, namely complex semisimple quantum groups. We complement the discussion with some background material on locally compact quantum groups in general, and on compact quantum groups arising from $q$-deformations in particular.

Throughout this chapter we work over the complex numbers $\mathbb{C}$. If $\mathcal{H}$ is a Hilbert space we write $\mathbb{L}(\mathcal{H})$ for the algebra of bounded operators on $\mathcal{H}$, and denote by $\mathbb{K}(\mathcal{H})$ the algebra of compact operators. If $A$ is a $C^{*}$-algebra we write $M(A)$ for the multiplier algebra of $A$ in the sense of $C^{*}$-algebras; this needs to be distinguished from the algebraic multiplier algebra $\mathcal{M}(A)$ in chapter 1. By slight abuse of notation, we use the symbol $\otimes$ to denote algebraic tensor products, tensor products of Hilbert spaces, minimal tensor products of $C^{*}$-algebras, or spatial tensor products of von Neumann algebras. It should always be clear from the context which tensor product is used. If $X$ is a subset of a Banach space $B$ we write $[X] \subset B$ for the closed linear span of $X$. For general background on $C^{*}$-algebras and von Neumann algebras we refer to 61].
3.1. Locally compact quantum groups. In this section we review some basic definitions and facts from the theory of locally compact quantum groups 54.
3.1.1. Hopf $C^{*}$-algebras. Let us start with basic definitions and constructions related to Hopf $C^{*}$-algebras.

Definition 3.1. A Hopf $C^{*}$-algebra is a $C^{*}$-algebra $H$ together with an injective nondegenerate $*$-homomorphism $\Delta: H \rightarrow M(H \otimes H)$ such that the diagram

is commutative and $[\Delta(H)(1 \otimes H)]=H \otimes H=[(H \otimes 1) \Delta(H)]$.
Comparing Definition 3.1 with the algebraic definition of a multiplier Hopf algebra in Definition 1.6, we note that the density conditions in the former can be thought of as a replacement of the requirement that the Galois maps are isomorphisms in the latter.

If $H$ is a Hopf $C^{*}$-algebra we write $H^{\text {cop }}$ for the Hopf- $C^{*}$-algebra obtained by equipping $H$ with the opposite comultiplication $\Delta^{\mathrm{cop}}=\sigma \Delta$.

A unitary corepresentation of a Hopf- $C^{*}$-algebra $H$ on a Hilbert space $\mathcal{E}$ is a unitary $X \in M(H \otimes \mathbb{K}(\mathcal{E}))$ satisfying

$$
(\Delta \otimes \mathrm{id})(X)=X_{13} X_{23}
$$

in $M(H \otimes H \otimes \mathbb{K}(\mathcal{E}))$, where we are using leg-numbering notation as described after Definition 2.103. More generally, we may define a corepresentation of $H$ with values in a $C^{*}$-algebra $A$ as a unitary $X \in M(H \otimes A)$ satisfying $(\Delta \otimes \mathrm{id})(X)=X_{13} X_{23}$.

A universal dual of $H$ is a Hopf- $C^{*}$-algebra $\hat{H}$ together with a unitary corepresentation $\mathcal{X} \in M(H \otimes \hat{H})$ of $H$ with values in $\hat{H}$ satisfying the following universal property: for every Hilbert space $\mathcal{E}$ and every unitary corepresentation $X \in$ $M(H \otimes \mathbb{K}(\mathcal{E}))$ there exists a unique nondegenerate $*$-homomorphism $\pi_{X}: \hat{H} \rightarrow \mathbb{L}(\mathcal{E})$ such that $\left(\operatorname{id} \otimes \pi_{X}\right)(\mathcal{X})=X$.

We shall be exclusively interested in Hopf $C^{*}$-algebras arising from locally compact quantum groups.
3.1.2. The definition of locally compact quantum groups. The theory of locally compact quantum groups has been axiomatized by Kustermans and Vaes 54.

Let $\phi$ be a normal, semifinite and faithful weight on a von Neumann algebra $M$. We use the standard notation

$$
\mathcal{M}_{\phi}^{+}=\left\{x \in M_{+} \mid \phi(x)<\infty\right\}, \quad \mathcal{N}_{\phi}=\left\{x \in M \mid \phi\left(x^{*} x\right)<\infty\right\}
$$

and write $M_{*}^{+}$for the space of positive normal linear functionals on $M$. Assume that $\Delta: M \rightarrow M \otimes M$ is a normal unital $*$-homomorphism. The weight $\phi$ is called left invariant with respect to $\Delta$ if

$$
\phi((\omega \otimes \mathrm{id}) \Delta(x))=\phi(x) \omega(1)
$$

for all $x \in \mathcal{M}_{\phi}^{+}$and $\omega \in M_{*}^{+}$. Similarly, a normal semifinite faithful weight $\psi$ is right-invariant if

$$
\psi((\operatorname{id} \otimes \omega) \Delta(x))=\psi(x) \omega(1)
$$

for all $x \in \mathcal{M}_{\phi}^{+}$and $\omega \in M_{*}^{+}$.
Definition 3.2. A locally compact quantum group $G$ is given by a von Neumann algebra $L^{\infty}(G)$ together with a normal unital $*$-homomorphism $\Delta: L^{\infty}(G) \rightarrow$ $L^{\infty}(G) \otimes L^{\infty}(G)$ satisfying the coassociativity relation

$$
(\Delta \otimes \mathrm{id}) \Delta=(\mathrm{id} \otimes \Delta) \Delta
$$

and normal semifinite faithful weights $\phi$ and $\psi$ on $L^{\infty}(G)$ which are left and right invariant, respectively. The weights $\phi$ and $\psi$ are called the left and right Haar weights of $G$.

Our notation for locally compact quantum groups is intended to make clear how ordinary locally compact groups can be viewed as quantum groups. Indeed, if $G$ is a locally compact group, then the algebra $L^{\infty}(G)$ of essentially bounded measurable functions on $G$ together with the comultiplication $\Delta: L^{\infty}(G) \rightarrow L^{\infty}(G) \otimes L^{\infty}(G)$ given by

$$
\Delta(f)(s, t)=f(s t)
$$

defines a locally compact quantum group. The weights $\phi$ and $\psi$ are given by integration with respect to left and right Haar measures, respectively.

For a general locally compact quantum group $G$ the notation $L^{\infty}(G)$ is purely formal. Similar remarks apply to the $C^{*}$-algebras $C_{\mathrm{f}}^{*}(G), C_{\mathrm{r}}^{*}(G)$ and $C_{0}^{\mathrm{f}}(G), C_{0}^{\mathrm{r}}(G)$ associated to $G$ that we discuss below. It is convenient to view all of them as different incarnations of the quantum group $G$.

Let $G$ be a locally compact quantum group and let $\Lambda: \mathcal{N}_{\phi} \rightarrow L^{2}(G)$ be the GNSconstruction for the weight $\phi$. Throughout we shall only consider quantum groups for which $L^{2}(G)$ is a separable Hilbert space. One obtains a unitary $W_{G}=W$ on $L^{2}(G) \otimes L^{2}(G)$ such that

$$
W^{*}(\Lambda(x) \otimes \Lambda(y))=(\Lambda \otimes \Lambda)(\Delta(y)(x \otimes 1))
$$

for all $x, y \in \mathcal{N}_{\phi}$. This unitary is multiplicative, which means that $W$ satisfies the pentagonal equation

$$
W_{12} W_{13} W_{23}=W_{23} W_{12}
$$

From $W$ one can recover the von Neumann algebra $L^{\infty}(G)$ as the strong closure of the algebra $\left(\operatorname{id} \otimes \mathbb{L}\left(L^{2}(G)\right)_{*}\right)(W)$ where $\mathbb{L}\left(L^{2}(G)\right)_{*}$ denotes the space of normal linear functionals on $\mathbb{L}\left(L^{2}(G)\right)$. Moreover one has

$$
\Delta(x)=W^{*}(1 \otimes x) W
$$

for all $x \in M$. The algebra $L^{\infty}(G)$ has an antipode which is an unbounded, $\sigma$-strong* closed linear map $S$ given by $S(\operatorname{id} \otimes \omega)(W)=(\operatorname{id} \otimes \omega)\left(W^{*}\right)$ for $\omega \in$ $\mathbb{L}\left(L^{2}(G)\right)_{*}$. Moreover there is a polar decomposition $S=R \tau_{-i / 2}$ where $R$ is an
antiautomorphism of $L^{\infty}(G)$ called the unitary antipode and $\left(\tau_{t}\right)$ is a strongly continuous one-parameter group of automorphisms of $L^{\infty}(G)$ called the scaling group. The unitary antipode satisfies $\sigma(R \otimes R) \Delta=\Delta R$.

The group-von Neumann algebra $\mathcal{L}(G)$ of the quantum group $G$ is the strong closure of the algebra $\left(\mathbb{L}\left(L^{2}(G)\right)_{*} \otimes \mathrm{id}\right)(W)$ with the comultiplication $\hat{\Delta}: \mathcal{L}(G) \rightarrow$ $\mathcal{L}(G) \otimes \mathcal{L}(G)$ given by

$$
\hat{\Delta}(y)=\hat{W}^{*}(1 \otimes y) \hat{W}
$$

where $\hat{W}=\Sigma W^{*} \Sigma$ and $\Sigma \in \mathbb{L}\left(L^{2}(G) \otimes L^{2}(G)\right)$ is the flip map. It defines a locally compact quantum group $\hat{G}$ which is called the dual of $G$. The GNS construction for the left invariant weight $\hat{\phi}$ of the dual quantum group can be identified with a $\operatorname{map} \hat{\Lambda}: \mathcal{N}_{\hat{\phi}} \rightarrow L^{2}(G)$ such that we have $\mathcal{L}(G)=L^{\infty}(\hat{G})$.

We will mainly work with the $C^{*}$-algebras associated to the locally compact quantum group $G$. The algebra $\left[\left(\operatorname{id} \otimes \mathbb{L}\left(L^{2}(G)\right)_{*}\right)(W)\right]$ is a strongly dense $C^{*}$ subalgebra of $L^{\infty}(G)$ which we denote by $C_{0}^{\mathrm{r}}(G)$. Dually, the algebra $\left[\left(\mathbb{L}\left(L^{2}(G)\right)_{*} \otimes\right.\right.$ $\mathrm{id})(W)]$ is a strongly dense $C^{*}$-subalgebra of $\mathcal{L}(G)$ which we denote by $C_{\mathrm{r}}^{*}(G)$. These algebras are called the reduced algebra of continuous functions vanishing at infinity on $G$ and the reduced group $C^{*}$-algebra of $G$, respectively. One has $W \in M\left(C_{0}^{\mathrm{r}}(G) \otimes C_{\mathrm{r}}^{*}(G)\right)$. Restriction of the comultiplications on $L^{\infty}(G)$ and $\mathcal{L}(G)$ turns $C_{0}^{r}(G)$ and $C_{\mathrm{r}}^{*}(G)$ into Hopf $C^{*}$-algebras.

For every locally compact quantum group $G$ there exists a universal dual $C_{\mathrm{f}}^{*}(G)$ of $C_{0}^{\mathrm{r}}(G)$ and a universal dual $C_{0}^{\mathrm{f}}(G)$ of $C_{\mathrm{r}}^{*}(G)$, respectively [52]. We call $C_{\mathrm{f}}^{*}(G)$ the maximal group $C^{*}$-algebra of $G$ and $C_{0}^{\mathrm{f}}(G)$ the maximal algebra of continuous functions on $G$ vanishing at infinity. Since $L^{2}(G)$ is assumed to be separable the $C^{*}$-algebras $C_{0}^{\mathrm{f}}(G), C_{0}^{\mathrm{r}}(G)$ and $C_{\mathrm{f}}^{*}(G), C_{\mathrm{r}}^{*}(G)$ are separable. The quantum group $G$ is called compact if $C_{0}^{\mathrm{f}}(G)$ is unital, and it is called discrete if $C_{\mathrm{f}}^{*}(G)$ is unital. In the compact case we also write $C^{\mathrm{f}}(G)$ and $C^{\mathrm{r}}(G)$ instead of $C_{0}^{\mathrm{f}}(G)$ and $C_{0}^{\mathrm{r}}(G)$, respectively.

In general, we have a surjective morphism $\hat{\pi}: C_{\mathrm{f}}^{*}(G) \rightarrow C_{\mathrm{r}}^{*}(G)$ of Hopf- $C^{*}$ algebras associated to the left regular corepresentation $W \in M\left(C_{0}(G) \otimes C_{\mathrm{r}}^{*}(G)\right)$. Similarly, there is a surjective morphism $\pi: C_{0}^{\mathrm{f}}(G) \rightarrow C_{0}^{\mathrm{r}}(G)$. We will call the quantum group $G$ amenable if $\hat{\pi}: C_{\mathrm{f}}^{*}(G) \rightarrow C_{\mathrm{r}}^{*}(G)$ is an isomorphism and coamenable if $\pi: C_{0}^{\mathrm{f}}(G) \rightarrow C_{0}^{\mathrm{r}}(G)$ is an isomorphism. If $G$ is amenable or coamenable, respectively, we also write $C^{*}(G)$ or $C_{0}(G)$ for the corresponding $C^{*}$-algebras. For more information on amenability for locally compact quantum groups see [11].
3.2. Algebraic quantum groups. The analytical theory of locally compact quantum groups simplifies considerably if one restricts attention to examples that are essentially determined algebraically. This is the case for the class of algebraic quantum group in the sense of van Daele [74]. The concept of an algebraic quantum group is a variant of the notion of a regular multiplier Hopf algebra with integrals in which one adds $*$-structures.
3.2.1. The definition of algebraic quantum groups. Recall the notion of a regular multiplier Hopf algebra with integrals from Definitions 1.6 and 1.9 . Let us now introduce the notion of a multiplier Hopf $*$-algebra [74].

Definition 3.3. A multiplier Hopf $*$-algebra is a regular multiplier Hopf algebra $H$ which is equipped with a $*$-structure such that $\Delta: H \rightarrow \mathcal{M}(H \otimes H)$ is a $*$ homomorphism.

Let $H$ be a multiplier Hopf $*$-algebra. Then the counit $\epsilon: H \rightarrow \mathbb{C}$ is a $*-$ homomorphism and the antipode $S: H \rightarrow H$ satisfies

$$
S\left(S\left(f^{*}\right)^{*}\right)=f
$$

for all $f \in H$, see Section 5 in 73 . Let us remark that the regularity condition in the definition of a regular multiplier Hopf algebra is in fact automatic in the *-algebraic situation.

Definition 3.4. An algebraic quantum group is a multiplier Hopf $*$-algebra $H=$ $\mathfrak{C}_{c}^{\infty}(G)$ such that there exists a positive left invariant integral $\phi: H \rightarrow \mathbb{C}$ and a positive right invariant integral $\psi: H \rightarrow \mathbb{C}$. We will also refer to the virtual object $G$ as an algebraic quantum group.

Here a linear functional $\omega: H \rightarrow \mathbb{C}$ is called positive if $\omega\left(f^{*} f\right) \geq 0$ for all $f \in H$. We note that (positive) left/right invariant integrals are always unique up to a (positive) scalar, see Section 3 in 74.

In a similar way as in the definition of a locally compact quantum group, our notation $H=\mathfrak{C}_{c}^{\infty}(G)$ is meant to suggest that $H$ should be thought of as an algebra of compactly supported smooth functions on an underlying object $G$, and by slight abuse of language which we will sometimes also refer to the latter as an algebraic quantum group. In contrast to the situation for locally compact quantum groups the situation is not quite as clean here; for instance, if $G$ is a Lie group then the algebra $C_{c}^{\infty}(G)$ is typically not a multiplier Hopf algebra.

The duality theory for a regular multiplier Hopf algebra with integrals $H$ discussed in Section 1.3 is compatible with the positivity requirement for Haar functionals, see [74]. In particular, if $H$ is an algebraic quantum group and we consider the $*$-structure on $\hat{H}$ defined by

$$
\left(x^{*}, f\right)=\overline{\left(x, S(f)^{*}\right)}
$$

for $f \in H$ and $x \in \hat{H}$, then the dual $\hat{H}$ is an algebraic quantum group as well. When using the notation $H=\mathfrak{C}_{c}^{\infty}(G)$ we will write either $\hat{H}=\mathfrak{D}(G)$, which we refer to as the group algebra of $G$, or $\hat{H}=\mathfrak{C}_{c}^{\infty}(\hat{G})$, where $\hat{G}$ is called the Pontrjagin dual of $G$.

One has the following version of Theorem 1.14
Theorem 3.5 (Biduality Theorem for algebraic quantum groups). Let $H$ be an algebraic quantum group. Then the dual of $\hat{H}$ is isomorphic to $H$ as an algebraic quantum group.

Let us note that for an algebraic quantum group $H$, the modular element $\delta \in$ $M(H)$ of Subsection 1.3.1, is a positive element, see [53]. We write $\hat{\delta} \in M(\hat{H})$ for the modular element of the dual $\hat{H}$.
3.2.2. Algebraic quantum groups on the Hilbert space level. In this subsection we explain how to associate a locally compact quantum group to any algebraic quantum group. A detailed exposition of this is material can be found in the work of Kustermans and van Daele [51, [53].

Let $G$ be an algebraic quantum group and let $\phi: \mathfrak{C}_{c}^{\infty}(G) \rightarrow \mathbb{C}$ be a left invariant integral. We write $L^{2}(G)$ for the Hilbert space completion of $\mathfrak{C}_{c}^{\infty}(G)$ with respect to the scalar product

$$
\langle f, g\rangle=\phi\left(f^{*} g\right),
$$

and we let $\Lambda: \mathfrak{C}_{c}^{\infty}(G) \rightarrow L^{2}(G)$ be the GNS map. Then one can define a unitary operator $W$ on $L^{2}(G) \otimes L^{2}(G)$ by

$$
W(\Lambda(f) \otimes \Lambda(g))=\Lambda\left(S^{-1}\left(g_{(1)}\right) f\right) \otimes \Lambda\left(g_{(2)}\right)
$$

using the inverse of the antipode $S$ of $\mathfrak{C}_{c}^{\infty}(G)$. The inverse of $W$ is given by

$$
W^{*}(\Lambda(f) \otimes \Lambda(g))=\Lambda\left(g_{(1)} f\right) \otimes \Lambda\left(g_{(2)}\right)
$$

which formally agrees with the definition given in the case of locally compact quantum groups. It is straightforward to check that $W$ is multiplicative, that is, we have the pentagon relation $W_{12} W_{13} W_{23}=W_{23} W_{12}$ as in Section 3.1.

Note that the action of $\mathfrak{C}_{c}^{\infty}(G)$ on itself by left multiplication induces a $*$ homomorphism $\lambda: \mathfrak{C}_{c}^{\infty}(G) \rightarrow \mathbb{L}\left(L^{2}(G)\right)$, explicitly given by

$$
\lambda(f)(\Lambda(g))=\Lambda(f g)
$$

for $f, g \in \mathfrak{C}_{c}^{\infty}(G)$. To see this we first claim that the left regular action of $\mathfrak{C}_{c}^{\infty}(G)$ on $\mathfrak{C}_{c}^{\infty}(G) \subset L^{2}(G)$ can be written in the form

$$
\lambda(f)=\left(\operatorname{id} \otimes \omega_{f_{(1)}^{*}, S\left(f_{(2)}\right) \chi}\right)(W),
$$

where $\chi \in \mathfrak{C}_{c}^{\infty}(G)$ is any element satisfying $\phi(\chi)=1$, and $\omega_{h, k}(T)=\langle\Lambda(h), T \Lambda(k)\rangle$ for all $h, k \in \mathfrak{C}_{c}^{\infty}(G)$. Indeed, we have

$$
\begin{aligned}
\left(\operatorname{id} \otimes \omega_{f_{(1)}^{*}, S\left(f_{(2)}\right) \chi}\right)(W) \Lambda(h) & =\Lambda\left(S^{-1}\left(S\left(f_{(3)}\right) \chi_{(1)}\right) h\right)\left\langle f_{(1)}^{*}, S\left(f_{(2)}\right) \chi_{(2)}\right\rangle \\
& =\Lambda\left(S^{-1}\left(S\left(f_{(3)}\right) \chi_{(1)}\right) h\right) \phi\left(f_{(1)} S\left(f_{(2)}\right) \chi_{(2)}\right) \\
& =\Lambda\left(S^{-1}\left(\chi_{(1)}\right) f h\right) \phi\left(\chi_{(2)}\right) \\
& =\Lambda(f h) \phi(\chi)=\lambda(f) \Lambda(h)
\end{aligned}
$$

for all $h \in \mathfrak{C}_{c}^{\infty}(G)$. In particular, $\lambda(f)$ extends naturally to a bounded operator on $L^{2}(G)$. It is then straightforward to check that $\lambda$ yields in fact a faithful $*-$ representation of $\mathfrak{C}_{c}^{\infty}(G)$ on $L^{2}(G)$.

Moreover we have

$$
\Delta(f)=W^{*}(1 \otimes f) W
$$

for all $f \in \mathfrak{C}_{c}^{\infty}(G)$, where we identify $f$ with $\lambda(f) \in \mathbb{L}\left(L^{2}(G)\right)$. Indeed, one computes

$$
\begin{aligned}
\left(W^{*}(1 \otimes f) W\right)(\Lambda(g) \otimes \Lambda(h)) & =\left(W^{*}(1 \otimes f)\right)\left(\Lambda\left(S^{-1}\left(h_{(1)} g\right) \otimes \Lambda\left(h_{(2)}\right)\right)\right. \\
& =W^{*}\left(\Lambda\left(S^{-1}\left(h_{(1)} g\right)\right) \otimes \Lambda\left(f h_{(2)}\right)\right) \\
& =\Lambda\left(f_{(1)} g\right) \otimes \Lambda\left(f_{(2)} h\right) \\
& =\Delta(f)(\Lambda(g) \otimes \Lambda(h))
\end{aligned}
$$

for all $g, h \in \mathfrak{C}_{c}^{\infty}(G)$.
We shall next identify the dual multiplier Hopf algebra $\mathfrak{D}(G)$ inside $\mathbb{L}\left(L^{2}(G)\right)$. Recall from Section 1.3 that $\mathfrak{C}_{c}^{\infty}(G)$ is linked with its dual $\mathfrak{D}(G)$ by Fourier transform. We will also write $\mathfrak{D}(G)=\mathfrak{C}_{c}^{\infty}(\hat{G})$ for the dual. We shall sometimes refer to $\mathfrak{D}(G)$ as the group algebra of the algebraic quantum group $G$.

Lemma 3.6. Let $G$ be an algebraic quantum group. The Fourier transform $\mathcal{F}$ : $\mathfrak{C}_{c}^{\infty}(G) \rightarrow \mathfrak{D}(G)$ given by $\mathcal{F}(f)(h)=\phi(h f)$ induces an isometric linear isomorphism $L^{2}(G) \rightarrow L^{2}(\hat{G})$.

Proof. For $f, g, h \in \mathfrak{C}_{c}^{\infty}(G)$ we have

$$
\begin{aligned}
\left(\mathcal{F}(f)^{*} \mathcal{F}(g), h\right) & =\left(\mathcal{F}(f)^{*}, h_{(1)}\right) \phi\left(h_{(2)} g\right) \\
& =\left(\mathcal{F}(f)^{*}, h_{(1)} g_{(2)} S^{-1}\left(g_{(1)}\right)\right) \phi\left(h_{(2)} g_{(3)}\right) \\
& =\left(\mathcal{F}(f)^{*}, S^{-1}\left(g_{(1)}\right)\right) \phi\left(h g_{(2)}\right) \\
& =\overline{\phi\left(g_{(1)}^{*} f\right)} \phi\left(h g_{(2)}\right) \\
& =\phi\left(f^{*} g_{(1)}\right)\left(\mathcal{F}\left(g_{(2)}\right), h\right) .
\end{aligned}
$$

Hence we obtain

$$
\hat{\phi}\left(\mathcal{F}(f)^{*} \mathcal{F}(g)\right)=\phi\left(f^{*} g_{(1)}\right) \hat{\phi}\left(\mathcal{F}\left(g_{(2)}\right)\right)=\phi\left(f^{*} g\right)
$$

for all $f, g \in \mathfrak{C}_{c}^{\infty}(G)$. This shows that $\mathcal{F}$ extends to an isometric isomorphism with respect to the canonical scalar products.

Using the Fourier transform from Lemma 3.6 we can transport the left regular representation of $\mathfrak{C}_{c}^{\infty}(\hat{G})=\mathfrak{D}(G)$ on $L^{2}(\hat{G})$ to $L^{2}(G)$ as follows. Define a linear map $\hat{\lambda}$ from $\mathfrak{D}(G)$ to the space of linear endomorphisms of $\mathfrak{C}_{c}^{\infty}(G)$, viewed as a subspace of $L^{2}(G)$, by the formula

$$
\hat{\lambda}(x) \Lambda(f)=\left(\hat{S}(x), f_{(1)}\right) \Lambda\left(f_{(2)}\right)=\left(x, S^{-1}\left(f_{(1)}\right)\right) \Lambda\left(f_{(2)}\right)
$$

for $x \in \mathfrak{D}(G), f \in \mathfrak{C}_{c}^{\infty}(G)$. Then for all $h \in \mathfrak{C}_{c}^{\infty}(G)$ we have

$$
\begin{aligned}
(\mathcal{F}(\hat{\lambda}(x) \Lambda(f)), h) & =\left(x, S^{-1}\left(f_{(1)}\right)\right) \phi\left(h f_{(2)}\right) \\
& =\left(x, S^{-1}\left(S\left(h_{(1)}\right) h_{(2)} f_{(1)}\right)\right) \phi\left(h_{(3)} f_{(2)}\right) \\
& =\left(x, h_{(1)}\right) \phi\left(h_{(2)} f\right) \\
& =\left(x, h_{(1)}\right)\left(\mathcal{F}(f), h_{(2)}\right) \\
& =(x \mathcal{F}(f), h),
\end{aligned}
$$

which means that $\mathcal{F} \hat{\lambda}(x) \mathcal{F}^{-1}$ corresponds to the GNS-representation of $\mathfrak{C}_{c}^{\infty}(\hat{G})$ on $L^{2}(\hat{G})$. In particular, we obtain a faithful $*$-representation $\hat{\lambda}: \mathfrak{D}(G) \rightarrow \mathbb{L}\left(L^{2}(G)\right)$ using the above construction.

In terms of the multiplicative unitary $W$, the comultiplication $\hat{\Delta}$ for $\mathfrak{D}(G)$ is determined by the formula

$$
\hat{\Delta}(x)=\hat{W}^{*}(1 \otimes x) \hat{W}
$$

where $\hat{W}=\Sigma W^{*} \Sigma$, and we identify $x$ with $\hat{\lambda}(x) \in \mathbb{L}\left(L^{2}(G)\right)$.
Inspecting the above formulas we see that we obtain Hopf $C^{*}$-algebras $C_{0}^{r}(G)$ and $C_{\mathrm{r}}^{*}(G)=C_{0}^{\mathrm{r}}(\hat{G})$ inside $\mathbb{L}\left(L^{2}(G)\right)$ by taking the closures of $\lambda\left(\mathfrak{C}_{c}^{\infty}(G)\right)$ and $\hat{\lambda}(\mathfrak{D}(G))$. These algebras identify with the legs of the multiplicative unitary $W$. Moreover, these constructions are compatible with the multiplier Hopf algebra structures of $\mathfrak{C}_{c}^{\infty}(G)$ and $\mathfrak{D}(G)$, respectively. In a similar way one obtains von Neumann algebras $L^{\infty}(G)$ and $\mathcal{L}(G)$ with comultiplications by taking the weak closures of $\lambda\left(\mathfrak{C}_{c}^{\infty}(G)\right)$ and $\hat{\lambda}(\mathfrak{D}(G))$, compare the constructions in Section 3.1.

The key result due to Kustermans and van Daele is that these operator algebras define a locally compact quantum group with multiplicative unitary $W$, see Section 6 in 51. Let us phrase this as follows.

Theorem 3.7. Let $G$ be an algebraic quantum group. With the notation as above, the left/right invariant integrals on $\mathfrak{C}_{c}^{\infty}(G)$ extend to left/right invariant weights on $L^{\infty}(G)$. In particular, $G$ canonically defines a locally compact quantum group.

To conclude this subsection, let us verify that the unitary $\hat{W}=\Sigma W^{*} \Sigma$ indeed corresponds to the fundamental multiplicative unitary for $\hat{G}$ under Fourier transform. For any $f, g \in \mathfrak{C}_{c}^{\infty}(G)$, we have

$$
\begin{aligned}
(\mathcal{F} \otimes \mathcal{F})\left(\Sigma W^{*} \Sigma\right)(\Lambda(f) \otimes \Lambda(g)) & =(\mathcal{F} \otimes \mathcal{F})\left(\Lambda\left(f_{(2)}\right) \otimes \Lambda\left(f_{(1)} g\right)\right) \\
& =\hat{\Lambda}\left(\mathcal{F}\left(f_{(2)}\right)\right) \otimes \hat{\Lambda}\left(\mathcal{F}\left(f_{(1)} g\right)\right) .
\end{aligned}
$$

Now, for any $h, k \in \mathfrak{C}_{c}^{\infty}(G)$ we can compute

$$
\begin{aligned}
\left(\mathcal{F}\left(f_{(2)}\right) \otimes \mathcal{F}\left(f_{(1)} g\right), h \otimes k\right) & =\phi\left(h f_{(2)}\right) \phi\left(k f_{(1)} g\right) \\
& =\phi\left(h_{(3)} f_{(2)}\right) \phi\left(k S\left(h_{(1)}\right) h_{(2)} f_{(1)} g\right) \\
& =\phi\left(k S\left(h_{(1)}\right) g\right) \phi\left(h_{(2)} f\right) \\
& =\left(\mathcal{F}(g), k S\left(h_{(1)}\right)\right)\left(\mathcal{F}(f), h_{(2)}\right) \\
& =\left(\mathcal{F}(g)_{(1)}, S\left(h_{(1)}\right)\right)\left(\mathcal{F}(f), h_{(2)}\right)\left(\mathcal{F}(g)_{(2)}, k\right) \\
& =\left(\hat{S}^{-1}\left(\mathcal{F}(g)_{(1)}\right) \mathcal{F}(f) \otimes \mathcal{F}(g)_{(2)}, h \otimes k\right),
\end{aligned}
$$

and therefore the previous calculation gives

$$
\begin{aligned}
(\mathcal{F} \otimes \mathcal{F})\left(\Sigma W^{*} \Sigma\right)(\Lambda(f) \otimes \Lambda(g)) & =\hat{\Lambda}\left(\mathcal{F}\left(f_{(2)}\right)\right) \otimes \hat{\Lambda}\left(\mathcal{F}\left(f_{(1)} g\right)\right) \\
& =(\hat{\Lambda} \otimes \hat{\Lambda})\left(\hat{S}^{-1}\left(\mathcal{F}(g)_{(1)}\right) \mathcal{F}(f) \otimes \mathcal{F}(g)_{(2)}\right) \\
& =\hat{W}(\hat{\Lambda}(\mathcal{F}(f)) \otimes \hat{\Lambda}(\mathcal{F}(g)))
\end{aligned}
$$

This yields the claim.
3.2.3. Compact quantum groups. In this subsection we briefly sketch the theory of compact quantum groups. For more information we refer to [76], 58] and 48].

There are various ways in which the concept of a compact quantum group can be defined. In our set-up, it is convenient to consider compact quantum groups as a special case of algebraic quantum groups as in Definition 3.4. Historically, the development took place in the opposite order, in fact, the invention of algebraic quantum groups was strongly motivated by the theory of compact quantum groups and attempts to generalize it, see [74.

Definition 3.8. A compact quantum group is an algebraic quantum group $H$ such that the underlying algebra of $H$ is unital.

We shall also write $H=\mathfrak{C}^{\infty}(K)$ in this case and refer to $K$ as a compact quantum group. Note that the comultiplication is a $*$-homomorphism $\Delta: H \rightarrow H \otimes H$, so that $H$ is in particular a Hopf $*$-algebra.

Moreover, by definition there exists a positive left invariant integral $\phi: \mathfrak{C}^{\infty}(K) \rightarrow$ $\mathbb{C}$ and a positive right invariant integral $\psi: \mathfrak{C}^{\infty}(K) \rightarrow \mathbb{C}$ such that $\phi(1)=1=\psi(1)$. We have

$$
\phi(f)=\phi(f) \psi(1)=\psi((\operatorname{id} \otimes \phi) \Delta(f))=(\psi \otimes \phi) \Delta(f)=\psi(f) \phi(1)=\psi(f)
$$

for all $f \in H$, so that in fact $\phi=\psi$. We refer to this left and right invariant functional as the Haar state of $\mathfrak{C}^{\infty}(K)$.

In particular, due to Proposition 1.10 the Hopf algebra $\mathfrak{C}^{\infty}(K)$ is cosemisimple. That is, we can write

$$
\mathfrak{C}^{\infty}(K) \cong \bigoplus_{\lambda \in \Lambda} M_{n_{\lambda}}(\mathbb{C})^{*}
$$

as a direct sum of simple matrix coalgebras. Moreover, this isomorphism can be chosen so that the standard matrix coefficient functionals $u_{i j}^{\lambda} \in M_{n_{\lambda}}(\mathbb{C})^{*}$ satisfy $\left(u_{i j}^{\lambda}\right)^{*}=S\left(u_{j i}^{\lambda}\right)$ for all $\lambda \in \Lambda$. Equivalently, the matrix $u^{\lambda}=\left(u_{i j}^{\lambda}\right) \in M_{n_{\lambda}}\left(\mathfrak{C}^{\infty}(K)\right)$ is unitary for all $\lambda \in \Lambda$.

For each $\lambda \in \Lambda$ there exists a unique positive invertible matrix $F_{\lambda} \in M_{n_{\lambda}}(\mathbb{C})$ such that $S^{2}\left(u^{\lambda}\right)=F_{\lambda} u^{\lambda} F_{\lambda}^{-1}$ and $\operatorname{tr}\left(F_{\lambda}\right)=\operatorname{tr}\left(F_{\lambda}^{-1}\right)$. Here we write $S^{2}\left(u^{\lambda}\right)$ for the matrix obtained by applying $S^{2}$ entrywise to $u^{\lambda}$, and we consider the unnormalized standard trace $\operatorname{tr}$ on $M_{n_{\lambda}}(\mathbb{C})$.

If we fix matrix coefficients $u_{i j}^{\lambda}$ as above then we have the Schur orthogonality relations

$$
\phi\left(u_{i j}^{\beta}\left(u_{k l}^{\gamma}\right)^{*}\right)=\delta_{\beta \gamma} \delta_{i k} \frac{\left(F_{\beta}\right)_{l j}}{\operatorname{tr}\left(F_{\beta}\right)}, \quad \phi\left(\left(u_{i j}^{\beta}\right)^{*} u_{k l}^{\gamma}\right)=\delta_{\beta \gamma} \delta_{j l} \frac{\left(F_{\beta}^{-1}\right)_{k i}}{\operatorname{tr}\left(F_{\beta}\right)}
$$

compare for instance Chapter 11 in 48.
The Schur orthogonality relations imply that the dual algebraic quantum group $\mathfrak{D}(K)$ can be written as a direct sum

$$
\mathfrak{D}(K)=\bigoplus_{\lambda \in \Lambda} M_{n_{\lambda}}(\mathbb{C})
$$

of matrix algebras, such that the pairing $(x, f)$ for $x \in \mathfrak{D}(K), f \in \mathfrak{C}^{\infty}(K)$ is given by evaluation in each component. As usual, we write $X \rightharpoonup h=\left(X, h_{(2)}\right) h_{(1)}$ and
$h \leftharpoonup X=\left(X, h_{(1)}\right) h_{(2)}$ for the natural left and right actions of $\mathfrak{D}(K)$ on $\mathfrak{C}_{c}^{\infty}(K)$. If we define the element

$$
F=\bigoplus_{\lambda \in \Lambda} F_{\lambda} \in \mathfrak{D}(K)
$$

where the matrices $F_{\lambda}$ are those from the Schur orthogonality formulas above, then the Haar state satisfies

$$
\phi(f g)=\phi(g(F \rightharpoonup f \leftharpoonup F))=\phi\left(\left(F^{-1} \rightharpoonup g \leftharpoonup F^{-1}\right) f\right)
$$

for all $f, g \in \mathfrak{C}^{\infty}(K)$.
We obtain a basis of $\mathfrak{D}(K)$ consisting of the functionals $\omega_{i j}^{\mu}$ defined by

$$
\left(\omega_{i j}^{\mu}, u_{k l}^{\eta}\right)=\delta_{\mu \eta} \delta_{i k} \delta_{j l} .
$$

With this notation, the multiplicative unitary $W \in \mathcal{M}\left(\mathfrak{C}^{\infty}(K) \otimes \mathfrak{D}(K)\right)$ can be written as

$$
W=\sum_{\mu, i, j} u_{i j}^{\mu} \otimes \omega_{i j}^{\mu} .
$$

Indeed, we compute

$$
\begin{aligned}
\sum_{\mu, i, j}\left(\lambda\left(u_{i j}^{\mu}\right) \otimes \hat{\lambda}\left(\omega_{i j}^{\mu}\right)\right)(\Lambda(f) \otimes \Lambda(g)) & =\sum_{\mu, i, j}\left(\omega_{i j}^{\mu}, S^{-1}\left(g_{(1)}\right)\right) \Lambda\left(u_{i j}^{\mu} f\right) \otimes \Lambda\left(g_{(2)}\right) \\
& =\Lambda\left(S^{-1}\left(g_{(1)}\right) f\right) \otimes \Lambda\left(g_{(2)}\right)
\end{aligned}
$$

for all $f, g \in \mathfrak{C}^{\infty}(K)$. In a similar way one obtains

$$
W^{-1}=\sum_{\mu, i, j} S\left(u_{i j}^{\mu}\right) \otimes \omega_{i j}^{\mu}=\sum_{\mu, i, j} u_{i j}^{\mu} \otimes \hat{S}^{-1}\left(\omega_{i j}^{\mu}\right)
$$

for the inverse of $W$.
Positive left and right invariant Haar functionals for $\mathfrak{D}(K)$ are given by

$$
\hat{\phi}(x)=\sum_{\mu \in \Lambda} \operatorname{tr}\left(F_{\mu}\right) \operatorname{tr}\left(F_{\mu}^{-1} x\right), \quad \hat{\psi}(x)=\sum_{\mu \in \Lambda} \operatorname{tr}\left(F_{\mu}\right) \operatorname{tr}\left(F_{\mu} x\right),
$$

respectively. Note here that the positive matrices $F_{\lambda} \in M_{n_{\lambda}}(\mathbb{C})$ are naturally elements of $\mathfrak{D}(K)$, and that $F_{\lambda}^{ \pm 1} x$ is contained in $M_{n_{\lambda}}(\mathbb{C}) \subset \mathfrak{D}(K)$ for any $x \in$ $\mathfrak{D}(K)$. We note the formulas

$$
\hat{\phi}(x y)=\hat{\phi}\left(F y F^{-1} x\right), \quad \hat{\psi}(x y)=\hat{\psi}\left(F^{-1} y F x\right),
$$

for all $x, y \in \mathfrak{D}(K)$. We remark finally that $\hat{\delta}=F^{2}$ is the modular element of the dual quantum group $\mathfrak{D}(K)$. In particular, $\mathfrak{D}(K)$ is unimodular iff $F=1$.
3.2.4. The Drinfeld double of algebraic quantum groups. In this subsection we discuss the Drinfeld double construction in the framework of algebraic quantum groups. The Drinfeld double of regular multiplier Hopf algebras was already treated in Section 1.4. Here we shall explain how to incorporate $*$-structures in the construction, and also approach it from the dual point of view.

Let $K$ and $L$ be algebraic quantum groups with group algebras $\mathfrak{D}(K)$ and $\mathfrak{D}(L)$, respectively. Recall from Section 1.4 that in order to form the Drinfeld double $\mathfrak{D}(K) \bowtie \mathfrak{D}(L)$ one needs a skew-pairing $\tau: \mathfrak{D}(K) \times \mathfrak{D}(L) \rightarrow \mathbb{C}$. We shall say that the skew-pairing $\tau$ is unitary if

$$
\tau\left(x^{*}, y^{*}\right)=\overline{\tau^{-1}(x, y)}
$$

for all $x \in \mathfrak{D}(K), y \in \mathfrak{D}(L)$, where $\tau^{-1}$ denotes the convolution inverse of $\tau$ as in Section 1.4 .

Let us also introduce the notion of a unitary bicharacter.

Definition 3.9. Let $K$ and $L$ be algebraic quantum groups. A (unitary) bicharacter for $K, L$ is a (unitary) invertible element $U \in \mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)\right)$ such that

$$
\left(\Delta_{K} \otimes \mathrm{id}\right)(U)=U_{13} U_{23}, \quad\left(\mathrm{id} \otimes \Delta_{L}\right)(U)=U_{13} U_{12}
$$

and

$$
\left(\epsilon_{K} \otimes \mathrm{id}\right)(U)=1, \quad\left(\mathrm{id} \otimes \epsilon_{L}\right)(U)=1
$$

In the same way as in the discussion of universal $R$-matrices in Section 2.11 one checks that a bicharacter $U$ satisfies

$$
\left(S_{K} \otimes \mathrm{id}\right)(U)=U^{-1}=\left(\mathrm{id} \otimes S_{L}^{-1}\right)(U)
$$

The notion of a bicharacter is dual to the concept of a skew-pairing in the following sense.

Proposition 3.10. Assume that $K$ and $L$ are algebraic quantum groups. If $U \in$ $\mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)\right)$ is a bicharacter then $\tau_{U}: \mathfrak{D}(K) \times \mathfrak{D}(L) \rightarrow \mathbb{C}$ given by

$$
\tau_{U}(x, y)=\left(x \otimes y, U^{-1}\right)
$$

is a skew-pairing. Every skew-pairing $\mathfrak{D}(K) \times \mathfrak{D}(L) \rightarrow \mathbb{C}$ arises in this way from a bicharacter. Moreover $U$ is unitary iff the skew-pairing $\tau_{U}$ is unitary.

Proof. Let us sketch the argument. If $U$ is a bicharacter then one can check in the same way as in the proof of Lemma 2.105 that $\tau_{U}$ yields a skew-pairing.

To see that every skew-pairing arises from a bicharacter let $\tau: \mathfrak{D}(K) \times \mathfrak{D}(L) \rightarrow \mathbb{C}$ be given. Using regularity one checks that the formulas

$$
\begin{aligned}
& \left(x \otimes y, U_{\tau}^{-1}(f \otimes g)\right)=\tau\left(x_{(2)}, y_{(2)}\right)\left(x_{(1)}, f\right)\left(y_{(1)}, g\right) \\
& \left(x \otimes y,(f \otimes g) U_{\tau}^{-1}\right)=\left(x_{(2)}, f\right)\left(y_{(2)}, g\right) \tau\left(x_{(1)}, y_{(1)}\right)
\end{aligned}
$$

determine an invertible multiplier $U_{\tau} \in \mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)\right)$. Moreover, one checks that this multiplier satisfies the conditions in Definition 3.9. The skew-pairing $\tau$ is reobtained by applying the above construction to $U_{\tau}$.

For the last claim use the relation $\left(S_{K} \otimes S_{L}\right)(U)=U$ to compute

$$
\tau_{U}\left(x^{*}, y^{*}\right)=\left(x^{*} \otimes y^{*}, U^{-1}\right)=\overline{\left(x \otimes y,\left(S_{K} \otimes S_{L}\right)\left(U^{-1}\right)^{*}\right)}=\overline{\left(x \otimes y,\left(U^{-1}\right)^{*}\right)}
$$

and

$$
\overline{\tau_{U}^{-1}(x, y)}=\overline{(x \otimes y, U)}
$$

Comparing these expressions yields the assertion.
Let $K$ and $L$ be algebraic quantum groups and assume $U \in \mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)\right)$ is a bicharacter. As in Section 1.4 we can then construct the Drinfeld double $\mathfrak{D}(K) \bowtie \mathfrak{D}(L)$ using the skew-pairing $\tau_{U}$ from Proposition 3.10. Recall that this is the regular multiplier Hopf algebra

$$
\mathfrak{D}(K \bowtie L)=\mathfrak{D}(K) \bowtie \mathfrak{D}(L),
$$

equipped with the tensor product comultiplication and the multiplication given by

$$
\begin{aligned}
(x \bowtie f)(y \bowtie g) & =x \tau_{U}\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau_{U}\left(\hat{S}_{K}\left(y_{(3)}\right), f_{(3)}\right) g \\
& =x \tau_{U}\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau_{U}\left(y_{(3)}, \hat{S}_{L}^{-1}\left(f_{(3)}\right)\right) g .
\end{aligned}
$$

The counit of $\mathfrak{D}(K \bowtie L)$ is given by

$$
\hat{\epsilon}_{K \bowtie L}(x \bowtie f)=\hat{\epsilon}_{K}(x) \hat{\epsilon}_{L}(f)
$$

for $x \in \mathfrak{D}(K), f \in \mathfrak{D}(L)$. The antipode of $\mathfrak{D}(K \bowtie L)$ is defined by

$$
\begin{aligned}
\hat{S}_{K \bowtie L}(x \bowtie f) & =\left(1 \bowtie \hat{S}_{L}(f)\right)\left(\hat{S}_{K}(x) \bowtie 1\right) \\
& =\tau_{U}\left(\hat{S}\left(x_{(3)}\right), \hat{S}_{L}\left(f_{(3)}\right)\right) \hat{S}_{K}\left(x_{(2)}\right) \bowtie \hat{S}_{L}\left(f_{(2)}\right) \tau_{U}\left(\hat{S}_{K}\left(x_{(1)}\right), f_{(1)}\right) .
\end{aligned}
$$

If $U$ is unitary we can define a $*$-structure on $\mathfrak{D}(K \bowtie L)$ by

$$
(x \bowtie f)^{*}=\tau_{U}\left(x_{(1)}^{*}, f_{(1)}^{*}\right) x_{(2)}^{*} \bowtie f_{(2)}^{*} \tau_{U}^{-1}\left(x_{(3)}^{*}, f_{(3)}^{*}\right)=\left(1 \bowtie f^{*}\right)\left(x^{*} \bowtie 1\right) .
$$

To check antimultiplicativity of this $*$-structure one computes

$$
\begin{aligned}
((x \bowtie f)( & y \bowtie g))^{*}=\left(x \tau_{U}\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau_{U}^{-1}\left(y_{(3)}, f_{(3)}\right) g\right)^{*} \\
= & \overline{\tau_{U}\left(y_{(1)}, f_{(1)}\right)}\left(x y_{(2)} \bowtie f_{(2)} g\right)^{*} \overline{\tau_{U}^{-1}\left(y_{(3)}, f_{(3)}\right)} \\
= & \tau_{U}^{-1}\left(y_{(1)}^{*}, f_{(1)}^{*}\right)\left(x y_{(2)} \bowtie f_{(2)} g\right)^{*} \tau_{U}\left(y_{(3)}^{*}, f_{(3)}^{*}\right) \\
= & \tau_{U}^{-1}\left(y_{(1)}^{*}, f_{(1)}^{*}\right)\left(1 \bowtie g^{*}\right) \tau_{U}\left(y_{(2)}^{*}, f_{(2)}^{*}\right)\left(y_{(3)}^{*} \bowtie f_{(3)}^{*}\right) \\
& \quad \times \tau_{U}^{-1}\left(y_{(4)}^{*}, f_{(4)}^{*}\right)\left(x^{*} \bowtie 1\right) \tau_{U}\left(y_{(5)}^{*}, f_{(5)}^{*}\right) \\
= & \left(1 \bowtie g^{*}\right)\left(y^{*} \bowtie f^{*}\right)\left(x^{*} \bowtie 1\right) \\
= & \left(1 \bowtie g^{*}\right)\left(y^{*} \bowtie 1\right)\left(1 \bowtie f^{*}\right)\left(x^{*} \bowtie 1\right) \\
= & (y \bowtie g)^{*}(x \bowtie f)^{*},
\end{aligned}
$$

where we use

$$
\overline{\tau_{U}(x, f)}=\tau_{U}^{-1}\left(x^{*} \otimes f^{*}\right)
$$

For involutivity note that

$$
(x \bowtie f)^{* *}=\left(\left(1 \bowtie f^{*}\right)\left(x^{*} \bowtie 1\right)\right)^{*}=x \bowtie f
$$

using that $*$ is antimultiplicative. Similarly, to check that $\hat{\Delta}_{K \bowtie L}$ is a $*$-homomorphism one calculates

$$
\begin{aligned}
\hat{\Delta}_{K \bowtie L}\left((x \bowtie f)^{*}\right) & =\left(\left(1 \bowtie f_{(1)}^{*}\right) \otimes\left(1 \bowtie f_{(2)}^{*}\right)\right)\left(\left(x_{(1)}^{*} \bowtie 1\right) \otimes\left(x_{(2)}^{*} \bowtie 1\right)\right) \\
& =\left(x_{(1)}^{*} \bowtie f_{(1)}^{*}\right) \otimes\left(x_{(2)}^{*} \bowtie f_{(2)}^{*}\right) \\
& =\hat{\Delta}_{K \bowtie L}(x \bowtie f)^{*} .
\end{aligned}
$$

Finally, a left Haar integral for $\mathfrak{D}(K \bowtie L)$ is given by

$$
\hat{\phi}_{K \bowtie L}(x \bowtie f)=\hat{\phi}_{K}(x) \hat{\phi}_{L}(f),
$$

where $\hat{\phi}_{K}$ and $\hat{\phi}_{L}$ are left Haar integrals for $\mathfrak{D}(K)$ and $\mathfrak{D}(L)$, respectively. Similarly, a right Haar integral for $\mathfrak{D}(K \bowtie L)$ is given by the tensor product of right Haar integrals for $\mathfrak{D}(K)$ and $\mathfrak{D}(L)$.

If $L$ is a discrete quantum group then it is not hard to check that the resulting functionals are positive provided one starts from positive integrals for $K$ and $L$, respectively. For the question of positivity in general see [21].

From general theory, we obtain the dual multiplier Hopf algebra $\mathfrak{C}_{c}^{\infty}(K \bowtie L)$ of $\mathfrak{D}(K \bowtie L)$. Sometimes this is referred to as the Drinfeld codouble, but we shall call $\mathfrak{C}_{c}^{\infty}(K \bowtie L)$ the algebra of functions on the Drinfeld double $K \bowtie L$. Explicitly, the structure of $\mathfrak{C}_{c}^{\infty}(K \bowtie L)$ looks as follows.
Proposition 3.11. Let $K$ and $L$ be algebraic quantum groups and assume that $U \in \mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)\right)$ is a unitary bicharacter. Then the algebra

$$
\mathfrak{C}_{c}^{\infty}(K \bowtie L)=\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L),
$$

equipped with the comultiplication

$$
\Delta_{K \bowtie L}=(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right)
$$

is an algebraic quantum group. Moreover, the counit of $\mathfrak{C}^{\infty}(K \bowtie L)$ is the tensor product counit $\epsilon_{K \bowtie L}=\epsilon_{K} \otimes \epsilon_{L}$, and the antipode is given by

$$
S_{K \bowtie L}(f \otimes x)=U^{-1}\left(S_{K}(f) \otimes S_{L}(x)\right) U=\left(S_{K} \otimes S_{L}\right)\left(U(f \otimes x) U^{-1}\right)
$$

The algebraic quantum group $\mathfrak{C}_{c}^{\infty}(K \bowtie L)$ is dual to the double $\mathfrak{D}(K) \bowtie \mathfrak{D}(L)$, the latter being constructed with respect to the skew-pairing $\tau_{U}$ corresponding to $U$.

Proof. Note first that $\operatorname{ad}(U)$ is conjugation with the bicharacter $U$ and $\sigma$ denotes the flip map in the above formula for the comultiplication.

Let us abbreviate $G=K \bowtie L$. In order to prove the Proposition we shall show that the dual of $\mathfrak{D}(G)=\mathfrak{D}(K) \bowtie \mathfrak{D}(L)$ can be identified as stated.

Firstly, using $\hat{\phi}_{G}(x \bowtie f)=\hat{\phi}_{K}(x) \hat{\phi}_{L}(f)$ we compute

$$
\begin{aligned}
& \hat{\mathcal{F}}_{G}(y \bowtie g)(x \bowtie f)=\hat{\phi}_{G}\left(x \tau_{U}\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)} \tau_{U}^{-1}\left(y_{(3)}, f_{(3)}\right) g\right) \\
& \quad=\tau_{U}\left(y_{(1)}, f_{(1)}\right) \hat{\phi}_{K}\left(x y_{(2)}\right) \hat{\phi}_{L}\left(f_{(2)} g\right) \tau_{U}\left(\hat{S}_{K}\left(y_{(3)}\right), f_{(3)}\right) \\
& \quad=\tau_{U}\left(y_{(1)}, \hat{S}_{L}^{-1}\left(g_{(1)}\right)\right) \hat{\phi}_{K}\left(x y_{(2)}\right) \hat{\phi}_{L}\left(f_{(1)} g_{(2)}\right) \tau_{U}\left(\hat{S}_{K}\left(y_{(3)}\right), f_{(2)}\right) \\
& \quad=\tau_{U}\left(y_{(1)}, \hat{S}_{L}^{-1}\left(g_{(1)}\right)\right) \hat{\phi}_{K}\left(x y_{(2)}\right) \hat{\phi}_{L}\left(f_{(1)} g_{(2)}\right) \tau_{U}\left(y_{(3)}, S_{L}^{-1}\left(f_{(2)} g_{(3)} S_{L}\left(g_{(4)}\right)\right)\right) \\
& \quad=\tau_{U}\left(y_{(1)}, \hat{S}_{L}^{-1}\left(g_{(1)}\right)\right) \hat{\phi}_{K}\left(x y_{(2)}\right) \hat{\phi}_{L}\left(f g_{(2)}\right) \tau_{U}\left(y_{(3)}, g_{(3)} \hat{\delta}_{L}^{-1}\right) \\
& \quad=\left(x \otimes f, \tau_{U}^{-1}\left(y_{(1)}, g_{(1)}\right) \hat{\mathcal{F}}_{K}\left(y_{(2)}\right) \otimes \hat{\mathcal{F}}_{L}\left(g_{(2)}\right) \tau_{U}\left(y_{(3)}, g_{(3)} \hat{\delta}_{L}^{-1}\right)\right)
\end{aligned}
$$

for all $x, y \in \mathfrak{D}(K), f, g, \in \mathfrak{D}(L)$. Here $\hat{\delta}_{L}$ denotes the modular element of $\mathfrak{D}(L)$. This implies

$$
\hat{\mathcal{F}}_{G}\left(\tau_{U}\left(y_{(1)}, g_{(1)}\right) y_{(2)} \bowtie g_{(2)} \tau_{U}^{-1}\left(y_{(3)}, g_{(3)} \hat{\delta}_{L}^{-1}\right)\right)=\hat{\mathcal{F}}_{K}(y) \otimes \hat{\mathcal{F}}_{L}(g)
$$

In particular, we can identify the underlying vector space of the dual quantum group of $\mathfrak{D}(G)$ with the space $\mathfrak{C}_{c}^{\infty}(G)=\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)$ such that the canonical pairing between $\mathfrak{D}(G)$ and $\mathfrak{C}_{c}^{\infty}(G)$ becomes

$$
(y \bowtie g, f \otimes x)=(y, f)(g, x)
$$

for all $y \in \mathfrak{D}(K), f \in \mathfrak{C}_{c}^{\infty}(K), g \in \mathfrak{D}(L), x \in \mathfrak{C}_{c}^{\infty}(L)$. Moreover, from the definition of the comultiplication in $\mathfrak{D}(G)$ it is clear that the algebra structure of the dual multiplier Hopf algebra $\mathfrak{C}_{c}^{\infty}(G)=\mathfrak{C}_{c}^{\infty}(K) \otimes \mathfrak{C}_{c}^{\infty}(L)$ is the tensor product algebra structure.

Let us next identify the comultiplication of $\mathfrak{C}_{c}^{\infty}(G)$. By general theory, this is determined by

$$
\begin{aligned}
((y \bowtie g) & \left.\otimes(z \bowtie h), \Delta_{G}(f \otimes x)\right)=\left(y \tau_{U}\left(z_{(1)}, g_{(1)}\right) z_{(2)} \bowtie g_{(2)} \tau_{U}^{-1}\left(z_{(3)}, g_{(3)}\right) h, f \otimes x\right) \\
& =\left(y \otimes \tau_{U}\left(z_{(1)}, g_{(1)}\right) z_{(2)} \bowtie g_{(2)} \otimes \tau_{U}^{-1}\left(z_{(3)}, g_{(3)}\right) h,\left(\Delta_{K} \otimes \Delta_{L}\right)(f \otimes x)\right) \\
& =\left(y \otimes\left(z_{(1)} \otimes g_{(1)}, U^{-1}\right) z_{(2)} \bowtie g_{(2)} \otimes\left(z_{(3)} \otimes g_{(3)}, U\right) h,\left(\Delta_{K} \otimes \Delta_{L}\right)(f \otimes x)\right) \\
& =\left(y \otimes z \otimes g \otimes h,(\operatorname{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right)(f \otimes x)\right) \\
& =\left((y \bowtie g) \otimes(z \bowtie h),(\operatorname{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right)(f \otimes x)\right),
\end{aligned}
$$

so that we obtain

$$
\Delta_{G}=(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right)
$$

as claimed. Remark that it is immediate from unitarity of $U$ that $\Delta_{G}: \mathfrak{C}_{c}^{\infty}(G) \rightarrow$ $\mathcal{M}\left(\mathfrak{C}_{c}^{\infty}(G) \otimes \mathfrak{C}_{c}^{\infty}(G)\right)$ is indeed an essential $*$-algebra homomorphism.

The formula $\epsilon_{G}=\epsilon_{K} \otimes \epsilon_{L}$ for the counit of $\mathfrak{C}_{c}^{\infty}(G)$ can also be deduced from duality. Alternatively, we may check the counit property of $\epsilon_{G}$ directly and compute

$$
\begin{aligned}
\left(\epsilon_{G} \otimes \mathrm{id}\right) \Delta_{G} & =\left(\epsilon_{K} \otimes \epsilon_{L} \otimes \mathrm{id} \otimes \mathrm{id}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\epsilon_{K} \otimes \mathrm{id} \otimes \epsilon_{L} \otimes \mathrm{id}\right)\left(\mathrm{id} \otimes \operatorname{ad}\left(\left(\mathrm{id} \otimes \epsilon_{L}\right)(U)\right) \otimes \mathrm{id}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\epsilon_{K} \otimes \mathrm{id} \otimes \epsilon_{L} \otimes \mathrm{id}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\mathrm{id} \otimes \epsilon_{K} \otimes \mathrm{id} \otimes \epsilon_{L}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\mathrm{id} \otimes \epsilon_{K} \otimes \mathrm{id} \otimes \epsilon_{L}\right)\left(\mathrm{id} \otimes \operatorname{ad}\left(\left(\epsilon_{K} \otimes \mathrm{id}\right)(U)\right) \otimes \mathrm{id}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\mathrm{id} \otimes \mathrm{id} \otimes \epsilon_{K} \otimes \epsilon_{L}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(\mathrm{id} \otimes \epsilon_{G}\right) \Delta_{G},
\end{aligned}
$$

using the relations $\left(\epsilon_{K} \otimes \mathrm{id}\right)(U)=\mathrm{id}$ and $\left(\mathrm{id} \otimes \epsilon_{L}\right)(U)=\mathrm{id}$.
To verify the formula for the antipode we check

$$
\begin{aligned}
& m_{G}\left(S_{G} \otimes \mathrm{id}\right) \Delta_{G}=m_{G}\left(S_{G} \otimes \mathrm{id}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(m_{K} \otimes m_{L}\right)\left(S_{K} \otimes \mathrm{id} \otimes S_{L} \otimes \mathrm{id}\right) \operatorname{ad}\left(U_{13} U_{23}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(m_{K} \otimes m_{L}\right)\left(S_{K} \otimes \mathrm{id} \otimes S_{L} \otimes \mathrm{id}\right) \operatorname{ad}\left(\left(\Delta_{K} \otimes \mathrm{id}\right)(U)_{123}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =m_{L}\left(S_{L} \otimes \mathrm{id}\right)\left(\epsilon_{K} \otimes \Delta_{L}\right) \\
& =\epsilon_{K} \otimes \epsilon_{L},
\end{aligned}
$$

using the antipode axioms for $K$ and $L$, respectively. A similar computation shows

$$
\begin{aligned}
& m_{G}\left(\mathrm{id} \otimes S_{G}\right) \Delta_{G}=m_{G}\left(\mathrm{id} \otimes S_{G}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(U) \otimes \mathrm{id})\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(m_{K} \otimes m_{L}\right)\left(\mathrm{id} \otimes S_{K} \otimes \operatorname{id} \otimes S_{L}\right) \operatorname{ad}\left(U_{24} U_{23}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =\left(m_{K} \otimes m_{L}\right)\left(\mathrm{id} \otimes S_{K} \otimes \operatorname{id} \otimes S_{L}\right) \operatorname{ad}\left(\left(\mathrm{id} \otimes \Delta_{L}\right)(U)_{234}\right)\left(\Delta_{K} \otimes \Delta_{L}\right) \\
& =m_{K}\left(\mathrm{id} \otimes S_{K}\right)\left(\Delta_{K} \otimes \epsilon_{L}\right) \\
& =\epsilon_{K} \otimes \epsilon_{L} .
\end{aligned}
$$

According to 21 and the duality theory for algebraic quantum groups, there exists a positive left invariant functional and a positive right invariant functional on $\mathfrak{C}_{c}^{\infty}(G)$. Hence $\mathfrak{C}_{c}^{\infty}(G)$ is again an algebraic quantum group.

Explicitly, the left Haar functional for $G=K \bowtie L$ are obtained by combining the left Haar functional for $K$ and a twisted version of the left Haar functional for $L$, depending on the modular properties of the quantum groups and the pairing involved. We refer to [6] for a detailed analysis.

In the special case of the Drinfeld double of a compact quantum group we will write down an explicit formula for a (left and right) invariant integral further below.
3.3. Compact semisimple quantum groups. Let $\mathfrak{g}$ be a semisimple Lie algebra. In order to pass from the algebraic theory of quantized universal enveloping algebras developed in Chapter 2 to the analytical setting one has to introduce a $*$-structure on $U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right)$.

In the case of $U_{q}(\mathfrak{g})$ we shall work with the $*$-structure defined as follows.
Lemma 3.12. Assume $q \in \mathbb{C}^{\times}$is real and $q \neq \pm 1$. Then there is a unique $*^{-}$ structure on $U_{q}(\mathfrak{g})$ satisfying

$$
E_{i}^{*}=K_{i} F_{i}, \quad F_{i}^{*}=E_{i} K_{i}^{-1}, \quad K_{\lambda}^{*}=K_{\lambda}
$$

for $i=1, \ldots, N$ and $\lambda \in \mathbf{P}$. The comultiplication $\Delta$ is $a *$-homomorphism for this *-structure.

Proof. This is done in the same way as for the definition of the algebra antiautomorphism $\tau$ in Lemma 2.16, note that $*$ acts in the same way on generators. The only difference is that $*$ is extended anti-linearly, whereas $\tau$ is extended linearly to general elements.

Definition 3.13. We will write $U_{q}^{\mathbb{R}}(\mathfrak{k})$ to signify $U_{q}(\mathfrak{g})$ with the Hopf $*$-structure of the lemma above.

Here, $U_{q}^{\mathbb{R}}(\mathfrak{k})$ should be viewed as the universal enveloping algebra of the complexification of the Lie algebra $\mathfrak{k}$ of the compact real form $K$ of the simply connected group $G$ corresponding to $\mathfrak{g}$.

We have the following compatibility of the $\mathcal{R}$-matrix with the $*$-structure.

Lemma 3.14. The universal $R$-matrix of $U_{q}(\mathfrak{g})=U_{q}^{\mathbb{R}}(\mathfrak{k})$ satisfies

$$
(\hat{S} \otimes \hat{S})\left(\mathcal{R}^{*}\right)=\mathcal{R}_{21}
$$

where $\mathcal{R}_{21}$ is obtained from $\mathcal{R}$ by flipping the tensor factors.
Proof. Due to Theorem 2.108 the universal $R$-matrix is the product of the Cartan $\operatorname{part} q^{\sum_{i, j=1}^{N} B_{i j}\left(H_{i} \otimes H_{j}\right)}$ and the nilpotent part $\prod_{\alpha \in \boldsymbol{\Delta}^{+}} \exp _{q_{\alpha}}\left(\left(q_{\alpha}-q_{\alpha}^{-1}\right)\left(E_{\alpha} \otimes F_{\alpha}\right)\right)$. Since the antipode and the $*$-structure are both antimultiplicative, it suffices to show that applying the $*$-structure followed by $\hat{S} \otimes \hat{S}$ to each individual factor of these elements switches legs in the tensor product. For the Cartan part this is obvious since $\hat{S} \otimes \hat{S}$ introduces two minus signs which cancel out, and the $*$-structure leaves the Cartan generators $H_{k}$ fixed.

For the nilpotent factors note that

$$
\begin{aligned}
(\hat{S} \otimes \hat{S})\left(\left(E_{i} \otimes F_{i}\right)^{*}\right) & =(\hat{S} \otimes \hat{S})\left(K_{i} F_{i} \otimes E_{i} K_{i}^{-1}\right) \\
& =\left(-K_{i} F_{i} K_{i}^{-1}\right) \otimes\left(-K_{i} E_{i} K_{i}^{-1}\right) \\
& =F_{i} \otimes E_{i}
\end{aligned}
$$

for all $i=1, \ldots, N$. This yields the claim for all factors corresponding to simple roots.

For the factors corresponding to arbitrary positive roots we use Theorem 2.58 and the relations

$$
\begin{aligned}
& \hat{S}\left(E_{i}^{*}\right)=\hat{S}\left(K_{i} F_{i}\right)=\left(-K_{i} F_{i}\right) K_{i}^{-1}=-q^{-\left(\alpha_{i}, \alpha_{i}\right)} F_{i}=-q_{i}^{-2} F_{i} \\
& \hat{S}\left(F_{i}^{*}\right)=\hat{S}\left(E_{i} K_{i}^{-1}\right)=K_{i}\left(-E_{i} K_{i}^{-1}\right)=-q^{\left(\alpha_{i}, \alpha_{i}\right)} E_{i}=-q_{i}^{2} E_{i} .
\end{aligned}
$$

More precisely, we compute

$$
q_{i}^{2} \mathcal{T}_{i}\left(\hat{S}\left(E_{i}^{*}\right)\right)=-\mathcal{T}_{i}\left(F_{i}\right)=E_{i} K_{i}^{-1}=q_{i}^{2} K_{i}^{-1} E_{i}=-\hat{S}\left(\left(K_{i} F_{i}\right)^{*}\right)=\hat{S}\left(\mathcal{T}_{i}\left(E_{i}\right)^{*}\right)
$$

and

$$
\begin{aligned}
& q^{a_{i j}} \mathcal{T}_{i}\left(\hat{S}\left(E_{j}^{*}\right)\right)=-q_{i}^{a_{i j}} q_{j}^{-2} \mathcal{T}_{i}\left(F_{j}\right) \\
& =-q_{i}^{a_{i j}} q_{j}^{-2} \sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{-k} F_{i}^{\left(-a_{i j}-k\right)} F_{j} F_{i}^{(k)} \\
& =\sum_{k=0}^{-a_{i j}}(-1)^{-a_{i j}-k} q_{i}^{-a_{i j}-k}(-1)^{-a_{i j}+1} q_{i}^{2 a_{i j}} q_{j}^{-2} F_{i}^{\left(-a_{i j}-k\right)} F_{j} F_{i}^{(k)} \\
& =\sum_{k=0}^{-a_{i j}}(-1)^{-a_{i j}-k} q_{i}^{-a_{i j}-k} \hat{S}\left(\left(E_{i}^{\left(-a_{i j}-k\right)} E_{j} E_{i}^{(k)}\right)^{*}\right) \\
& =\sum_{k=0}^{-a_{i j}}(-1)^{k} q_{i}^{k} \hat{S}\left(\left(E_{i}^{(k)} E_{j} E_{i}^{\left(-a_{i j}-k\right)}\right)^{*}\right)=\hat{S}\left(\mathcal{T}_{i}\left(E_{j}\right)^{*}\right)
\end{aligned}
$$

for $i \neq j$. Similarly, one obtains

$$
q^{-a_{i j}} \mathcal{T}_{i}\left(\hat{S}\left(F_{j}^{*}\right)\right)=\hat{S}\left(\mathcal{T}_{i}\left(F_{j}\right)^{*}\right)
$$

for all $i, j$. An induction argument then yields

$$
(\hat{S} \otimes \hat{S})\left(\left(E_{\alpha} \otimes F_{\alpha}\right)^{*}\right)=F_{\alpha} \otimes E_{\alpha}
$$

for all positive roots $\alpha$.

Recall the definition of $\mathcal{O}\left(G_{q}\right)$ from Section 2.10. By construction, there exists a canonical bilinear pairing between $U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $\mathcal{O}\left(G_{q}\right)$. We shall introduce a *structure on $\mathcal{O}\left(G_{q}\right)$ by stipulating

$$
\left(x, f^{*}\right)=\overline{\left(\hat{S}^{-1}(x)^{*}, f\right)}
$$

for all $x \in U_{q}^{\mathbb{R}}(\mathfrak{k})$. In this way $\mathcal{O}\left(G_{q}\right)$ becomes a Hopf $*$-algebra.
Definition 3.15. We write $\mathfrak{C}^{\infty}\left(K_{q}\right)$ to denote $\mathcal{O}\left(G_{q}\right)$ with the above $*$-structure.
The canonical pairing between $U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$ satisfies

$$
(x y, f)=\left(x, f_{(1)}\right)\left(y, f_{(2)}\right), \quad(x, f g)=\left(x_{(2)}, f\right)\left(x_{(1)}, g\right)
$$

and

$$
(\hat{S}(x), f)=\left(x, S^{-1}(f)\right), \quad\left(\hat{S}^{-1}(x), f\right)=(x, S(f))
$$

for $f, g \in \mathfrak{C}^{\infty}\left(K_{q}\right), x, y \in U_{q}^{\mathbb{R}}(\mathfrak{k})$, and the compatibility with the $*$-structures is given by

$$
\left(x, f^{*}\right)=\overline{\left(\hat{S}^{-1}(x)^{*}, f\right)}, \quad\left(x^{*}, f\right)=\overline{\left(x, S(f)^{*}\right)}
$$

In addition,

$$
(x, 1)=\hat{\epsilon}(x), \quad(1, f)=\epsilon(f)
$$

for $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ and $x \in U_{q}^{\mathbb{R}}(\mathfrak{k})$. We may summarize this by saying that the canonical pairing is a skew-pairing of the Hopf $*$-algebras $U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$.

We will also need to make use of the skew-pairing between $\mathfrak{C}^{\infty}\left(K_{q}\right)$ and $U_{q}^{\mathbb{R}}(\mathfrak{k})$ defined by

$$
(f, x)=(\hat{S}(x), f)=\left(x, S^{-1}(f)\right)
$$

for $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ and $x \in U_{q}^{\mathbb{R}}(\mathfrak{k})$. Then

$$
\left(f^{*}, x\right)=\left(\hat{S}(x), f^{*}\right)=\overline{\left(x^{*}, f\right)}=\overline{\left(\hat{S}\left(\hat{S}(x)^{*}\right), f\right)}=\overline{\left(f, \hat{S}(x)^{*}\right)},
$$

so that this pairing is again compatible with the $*$-structures. As in Subsection 1.3.2, we stress that our skew-pairings $U_{q}^{\mathbb{R}}(\mathfrak{k}) \times \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathbb{C}$ and $\mathfrak{C}^{\infty}\left(K_{q}\right) \times U_{q}^{\mathbb{R}}(\mathfrak{k}) \rightarrow \mathbb{C}$ need to be distinguished, and in particular $(f, x) \neq(x, f)$ in general.

Recall from Definition 2.102 that the Hopf algebra $\mathfrak{C}^{\infty}\left(K_{q}\right)$ is defined as the span of the matrix coefficients of the irreducible integrable representations $V(\mu)$ of $U_{q}^{\mathbb{R}}(\mathfrak{k})$ for $\mu \in \mathbf{P}^{+}$. In particular, it is cosemisimple and so admits a left and right invariant integral $\phi$ given by projection onto the coefficient of the trivial corepresentation, see Proposition 1.10. In order to see that $\mathfrak{C}^{\infty}\left(K_{q}\right)$ defines a compact quantum group $K_{q}$ it remains to check that $\phi$ is positive.

Following the discussion in Section 11.3 of [48, this is equivalent to proving that the irreducible integrable representations $V(\mu)$ of $U_{q}^{\mathbb{R}}(\mathfrak{k})$ are all unitarizable. Here, a representation $V$ is called unitarizable if it admits a positive definite sesquilinear form which is invariant in the sense that

$$
\langle X \cdot v, w\rangle=\left\langle v, X^{*} \cdot w\right\rangle
$$

for all $X \in U_{q}^{\mathbb{R}}(\mathfrak{k})$ and all $v, w \in V$.
Let us explain how this can be done. First, we claim that each module $V(\mu)$ for $\mu \in \mathbf{P}^{+}$can be equipped with an essentially unique invariant sesquilinear form $\langle$,$\rangle . Indeed, let \overline{V(\mu)^{*}}$ be the $U_{q}(\mathfrak{g})$-module defined on the conjugate vector space of the dual $V(\mu)^{*}$ by setting $(X \cdot \bar{f})(v)=\bar{f}\left(X^{*} \cdot v\right)$ for all $v \in V(\mu)$. Then $\overline{V(\mu)^{*}}$ is an irreducible highest weight module of highest weight $\mu$, and hence $\overline{V(\mu)^{*}} \cong V(\mu)$. In particular, there exists a unique hermitian sesquilinear form $\langle$,$\rangle on V(\mu)$ such that $\left\langle v_{\mu}, v_{\mu}\right\rangle=1$.

Proposition 3.16. Let $q \neq 1$ be a strictly positive real number. For each $\mu \in \mathbf{P}^{+}$ the hermitian form $\langle$,$\rangle on V(\mu)$ constructed above is positive definite.

Proof. We shall use a continuity argument in the parameter $q$. In order to emphasize the dependence on $q$ we write $V(\mu)_{q}$ for the irreducible highest weight module of highest weight $\mu$ associated with $q$. Then $V(\mu)_{q}=V(\mu)_{\mathcal{A}} \otimes_{\mathcal{A}} \mathbb{C}$ where $V(\mu)_{\mathcal{A}}$ is the integral form of $V(\mu)$ and $s \in \mathcal{A}$ acts on $\mathbb{C}$ such that $s^{L}=q$. Let us write $\langle\rangle=,\langle,\rangle_{q}$ for the hermitian sesquilinear form on $V(\mu)_{q}$ satisfying $\left\langle v_{\mu}, v_{\mu}\right\rangle_{q}=1$.

Choosing a free $\mathcal{A}$-basis of $V(\mu)_{\mathcal{A}}$ we see that the forms $\langle,\rangle_{q}$ can be viewed as a continuous family of hermitian forms depending on $q \in(0, \infty)$ on a fixed vector space.

Recall from Proposition 2.25 that the specialisation $U_{1}(\mathfrak{g})$ of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ at 1 maps onto the classical universal enveloping algebra $U(\mathfrak{g})$ of $\mathfrak{g}$ over $\mathbb{C}$. This map is compatible with $*$-structures if we consider the $*$-structure on $U(\mathfrak{g})$ given by

$$
E_{i}^{*}=F_{i}, \quad F_{i}^{*}=E_{i}, \quad H_{i}^{*}=H_{i}
$$

for $i=1, \ldots, N$, corresponding to the compact real form or $\mathfrak{g}$.
The representation $V(\mu)_{1}$ of $U_{q}^{\mathcal{A}}(\mathfrak{g})$ at $q=1$ correspond to the irreducible highest weight representation of weight $\mu$ of the classical Lie algebra $\mathfrak{g}$. In particular, the sesquilinear form $\langle,\rangle_{1}$ is positive definite. By continuity, we conclude that $\langle,\rangle_{q}$ is positive definite for all $q \in(0, \infty)$.

Let us specify the element $F \in \mathfrak{D}\left(K_{q}\right)$ which appears in the Schur orthogonality relations, see Subsection 3.2.3.

Lemma 3.17. We have $F=K_{-2 \rho}$.
Proof. Let us fix an orthonormal weight basis $\left(e_{i}\right)$ for $V(\mu)$ and let $M=\left(M_{i j}\right)$ denote the matrix of $K_{-2 \rho}$ acting on this basis, so that $M_{i j}=\left\langle e_{i}, K_{-2 \rho} \cdot e_{j}\right\rangle=$ $\left(K_{-2 \rho}, u_{i j}^{\mu}\right)$. We will show that $M$ satisfies the defining properties of $F_{\mu}$ from Subsection 3.2.3. Clearly, $M$ is positive. If $w_{0} \in W$ is the longest element of the Weyl group then $w_{0} \rho=-\rho$ and so by the Weyl group invariance of the set of weights of $V(\mu)$ we have

$$
\operatorname{tr}(M)=\sum_{\nu \in \mathbf{P}(V(\mu))} q^{(-2 \rho, \nu)}=\sum_{\nu \in \mathbf{P}(V(\mu))} q^{\left(2 \rho, w_{0} \nu\right)}=\operatorname{tr}\left(M^{-1}\right),
$$

where the sum is over all weights of $V(\mu)$ counted with multiplicities. Finally, using Lemma 2.7 we have for any $X \in U_{q}^{\mathbb{R}}(\mathfrak{k})$,

$$
\begin{aligned}
\left(X, S^{2}\left(u_{i j}^{\mu}\right)\right) & =\left(\hat{S}^{-2}(X), u_{i j}^{\mu}\right) \\
& =\left(K_{-2 \rho} X K_{2 \rho}, u_{i j}^{\mu}\right) \\
& =\left(X, \sum_{k, l}\left(K_{-2 \rho}, u_{i k}^{\mu}\right) u_{k l}^{\mu}\left(K_{2 \rho}, u_{l j}^{\mu}\right)\right) .
\end{aligned}
$$

It follows that $S^{2}\left(u^{\mu}\right)=M u^{\mu} M^{-1}$. This completes the proof.
We shall write $C\left(K_{q}\right)$ for the Hopf $C^{*}$-algebra of functions on $K_{q}$ obtained as the completion of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ in the GNS-representation of the left Haar weight. Let us remark that $K_{q}$ is coamenable, so that there is no need to distinguish between maximal and reduced algebras of functions in this case, see Corollary 5.1 in 7 .

To conclude this section, let us explain how the classical maximal torus $T$ of $K$ appears also as a quantum subgroup of $K_{q}$. Let $U_{q}^{\mathbb{R}}(\mathfrak{t})$ be Hopf algebra $U_{q}(\mathfrak{h})$ equipped with the $*$-structure induced from $U_{q}^{\mathbb{R}}(\mathfrak{k})$. Define $\mathfrak{C}^{\infty}(T) \subset U_{q}^{\mathbb{R}}(t)^{*}$ to be the restriction of elements of $\mathfrak{C}^{\infty}\left(K_{q}\right) \subset U_{q}^{\mathbb{R}}(\mathfrak{k})^{*}$ to $U_{q}^{\mathbb{R}}(\mathfrak{t})$. In light of definition
2.102, the image of this restriction map is the set of linear combination of characters of the form

$$
\chi_{\lambda}\left(K_{\mu}\right)=q^{\mu, \lambda}
$$

with $\lambda \in \mathbf{P}$. We therefore have a canonical isomorphism of $\mathfrak{C}^{\infty}(T)$ with the group algebra $\mathbb{C}[\mathbf{P}]$ which is isomorphic to the polynomials on the maximal torus $T$ of $K$.

This homomorphism induces a surjection $C\left(K_{q}\right) \rightarrow C(T)$ on the $C^{*}$-level.
3.4. Complex semisimple quantum groups. In this section we define our main objects of study, namely $q$-deformations of complex semisimple Lie groups. The construction of these quantum groups relies one the Drinfeld double construction. We also discuss some variants of the quantum groups we will be interested in, related to connected components and certain central extensions. Throughout this section we fix a positive deformation parameter $q=e^{h}$ different from 1 .
3.4.1. The definition of complex quantum groups. The definition of complex semisimple quantum groups is a special case of the Drinfeld double construction explained in Section 3.2.

Definition 3.18. Let $G$ be a simply connected semisimple complex Lie group and let $K$ be a maximal compact subgroup. The complex semisimple quantum group $G_{q}$ is the Drinfeld double

$$
G_{q}=K_{q} \bowtie \hat{K}_{q}
$$

of $K_{q}$ and its Pontrjagin dual $\hat{K}_{q}$ with respect to the canonical bicharacter $W \in$ $\mathcal{M}\left(\mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right)$ given by the multiplicative unitary of $K_{q}$.

Let us explicitly write down some of the structure maps underlying the quantum group $G_{q}$, based on the general discussion in Section 3.2. By definition, $G_{q}$ is the algebraic quantum group with underlying algebra

$$
\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)=\mathfrak{C}^{\infty}\left(K_{q} \bowtie \hat{K}_{q}\right)=\mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right),
$$

equipped with the comultiplication

$$
\Delta_{G_{q}}=(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(W) \otimes \mathrm{id})(\Delta \otimes \hat{\Delta})
$$

Note that we can identify

$$
\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)=\bigoplus_{\mu \in \mathbf{P}^{+}} \mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathbb{L}(V(\mu)),
$$

so that the algebraic multiplier algebra of $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ is

$$
\mathfrak{C}^{\infty}\left(G_{q}\right)=\mathcal{M}\left(\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)\right)=\prod_{\mu \in \mathbf{P}^{+}} \mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathbb{L}(V(\mu)) .
$$

The counit of $\mathfrak{C}^{\infty}\left(G_{q}\right)$ is the tensor product counit $\epsilon_{G}=\epsilon \otimes \hat{\epsilon}$, and the antipode is given by

$$
S_{G_{q}}(f \otimes x)=W^{-1}(S(f) \otimes \hat{S}(x)) W=(S \otimes \hat{S})\left(W(f \otimes x) W^{-1}\right)
$$

Like its classical counterpart, the quantum group $G_{q}$ is unimodular 63.
Proposition 3.19. A positive left and right invariant integral on $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ is given by

$$
\phi_{G_{q}}(f \otimes x)=\phi(f) \hat{\psi}(x),
$$

for $f \in \mathfrak{C}^{\infty}\left(K_{q}\right), x \in \mathfrak{D}\left(K_{q}\right)$.

Proof. It follows from the end of Subsection 3.2 .3 that the right invariant Haar integral $\hat{\psi}$ on $\mathfrak{D}\left(K_{q}\right)$ is given by

$$
\hat{\psi}(x)=\hat{\phi}\left(F^{2} x\right)
$$

for all $x \in \mathfrak{D}\left(K_{q}\right)$, where $F=K_{-2 \rho}$ is the invertible element obtained from the Schur orthogonality relations, see Lemma 3.17. Moreover, observe that

$$
\sum_{\mu, i, j}\left(F^{-1} \rightharpoonup u_{i j}^{\mu} \leftharpoonup F^{-1}\right) \otimes F \omega_{i j}^{\mu} F=\sum_{\mu, i, j} u_{i j}^{\mu} \otimes \omega_{i j}^{\mu}=W
$$

due to the dual basis property of $W$. This implies

$$
\begin{aligned}
(\phi \otimes \hat{\phi})(W(f \otimes x)) & =\sum_{\mu, i, j} \phi\left(\left(F^{-1} \rightharpoonup u_{i j}^{\mu} \leftharpoonup F^{-1}\right) f\right) \hat{\phi}\left(F \omega_{i j}^{\mu} F x\right) \\
& =\sum_{\mu, i, j} \phi\left(f u_{i j}^{\mu}\right) \hat{\phi}\left(F^{2} x \omega_{i j}^{\mu}\right) \\
& =\sum_{\mu, i, j} \phi\left(f u_{i j}^{\mu}\right) \hat{\psi}\left(x \omega_{i j}^{\mu}\right) \\
& =(\phi \otimes \hat{\psi})((f \otimes x) W)
\end{aligned}
$$

for all $f \in \mathfrak{C}^{\infty}\left(K_{q}\right), x \in \mathfrak{D}\left(K_{q}\right)$.
Since $(\mathrm{id} \otimes \hat{\Delta})(W)=W_{13} W_{12}$ we thus obtain

$$
\begin{aligned}
& \left(\mathrm{id} \otimes \phi_{G}\right) \Delta_{G}(f \otimes x)=\left(\operatorname{id} \otimes \phi_{G}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(W) \otimes \mathrm{id})(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\mathrm{id} \otimes \phi \otimes \mathrm{id} \otimes \hat{\psi}) \operatorname{ad}\left(W_{23}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\mathrm{id} \otimes \phi \otimes \mathrm{id} \otimes \hat{\psi}) \operatorname{ad}\left(W_{24}^{-1}(\mathrm{id} \otimes \hat{\Delta})(W)_{234}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\mathrm{id} \otimes \phi \otimes \mathrm{id} \otimes \hat{\phi}) \operatorname{ad}\left((\mathrm{id} \otimes \hat{\Delta})(W)_{234}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\mathrm{id} \otimes \phi \otimes \hat{\phi}) \operatorname{ad}\left(W_{23}\right)(\Delta \otimes \mathrm{id})(f \otimes x) \\
& =(\mathrm{id} \otimes \phi \otimes \hat{\psi})(\Delta \otimes \mathrm{id})(f \otimes x) \\
& =(\phi \otimes \hat{\psi})(f \otimes x)=\phi_{G}(f \otimes x)
\end{aligned}
$$

for all $f \in \mathfrak{C}_{c}^{\infty}\left(K_{q}\right), x \in \mathfrak{D}\left(K_{q}\right)$ as desired. Hence $\phi_{G}$ is left invariant. Similarly, since $(\Delta \otimes \mathrm{id})(W)=W_{13} W_{23}$ we obtain

$$
\begin{aligned}
& \left(\phi_{G} \otimes \mathrm{id}\right) \Delta_{G}(f \otimes x)=\left(\phi_{G} \otimes \mathrm{id}\right)(\mathrm{id} \otimes \sigma \otimes \mathrm{id})(\mathrm{id} \otimes \operatorname{ad}(W) \otimes \mathrm{id})(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \mathrm{id} \otimes \hat{\psi} \otimes \mathrm{id}) \operatorname{ad}\left(W_{23}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \mathrm{id} \otimes \hat{\psi} \otimes \mathrm{id}) \operatorname{ad}\left(W_{13}^{-1}(\Delta \otimes \mathrm{id})(W)_{123}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \mathrm{id} \otimes \hat{\phi} \otimes \mathrm{id}) \operatorname{ad}\left((\Delta \otimes \mathrm{id})(W)_{123}\right)(\Delta \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \hat{\phi} \otimes \mathrm{id}) \operatorname{ad}\left(W_{12}\right)(\mathrm{id} \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \hat{\psi} \otimes \mathrm{id})(\mathrm{id} \otimes \hat{\Delta})(f \otimes x) \\
& =(\phi \otimes \hat{\psi})(f \otimes x)=\phi_{G}(f \otimes x),
\end{aligned}
$$

which means that $\phi_{G}$ is also right invariant.
The dual $\mathfrak{D}\left(G_{q}\right)$ of $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ in the sense of algebraic quantum groups is given by

$$
\mathfrak{D}\left(G_{q}\right)=\mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)
$$

equipped with the tensor product comultiplication and the multiplication given by

$$
\begin{aligned}
(x \bowtie f)(y \bowtie g) & =x\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)}\left(\hat{S}\left(y_{(3)}\right), f_{(3)}\right) g \\
& =x\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)}\left(y_{(3)}, S^{-1}\left(f_{(3)}\right)\right) g,
\end{aligned}
$$

using the natural skew-pairing between $\mathfrak{D}\left(K_{q}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$.
It is important to note that when relating $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ with $\mathfrak{D}\left(G_{q}\right)$ one should work with the pairing

$$
(f \otimes x, y \bowtie g)=(f, y)(x, g),
$$

for $f, g \in \mathfrak{C}^{\infty}\left(K_{q}\right), x, y \in \mathfrak{D}\left(K_{q}\right)$, where we recall that we write $(x, g)=(g, \hat{S}(x))$ for $x \in \mathfrak{D}\left(K_{q}\right)$ and $g \in \mathfrak{C}^{\infty}\left(K_{q}\right)$. The appearance of the antipode in this context is due to the fact that the comultiplication of $\mathfrak{D}\left(G_{q}\right)$ is supposed to be the transpose of the opposite multiplication on $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$, so that one has to flip the roles of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ and $\mathfrak{D}\left(K_{q}\right)$ in the second tensor factor of the pairing.

The antipode of $\mathfrak{D}\left(G_{q}\right)$ is defined by

$$
\begin{aligned}
S(x \bowtie f) & =(1 \bowtie S(f))(\hat{S}(x) \bowtie 1) \\
& =\left(\hat{S}\left(x_{(3)}\right), S\left(f_{(3)}\right)\right) \hat{S}\left(x_{(2)}\right) \bowtie S\left(f_{(2)}\right)\left(\hat{S}\left(x_{(1)}\right), f_{(1)}\right), \\
& =\left(x_{(3)}, f_{(3)}\right) \hat{S}\left(x_{(2)}\right) \bowtie S\left(f_{(2)}\right)\left(\hat{S}\left(x_{(1)}\right), f_{(1)}\right),
\end{aligned}
$$

and the $*$-structure on $\mathfrak{D}\left(G_{q}\right)$ is given by

$$
(x \bowtie f)^{*}=\left(1 \bowtie f^{*}\right)\left(x^{*} \bowtie 1\right)=\left(x_{(1)}^{*}, f_{(1)}^{*}\right) x_{(2)}^{*} \bowtie f_{(2)}^{*}\left(\hat{S}\left(x_{(3)}^{*}\right), f_{(3)}^{*}\right) .
$$

A left Haar integral for $\mathfrak{D}\left(G_{q}\right)$ is given by

$$
\hat{\phi}_{G_{q}}(x \bowtie f)=\hat{\phi}(x) \phi(f)
$$

where $\hat{\phi}$ and $\phi$ are left Haar integrals for $\mathfrak{D}\left(K_{q}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$, respectively. Similarly, a right Haar integral for $\mathfrak{D}\left(G_{q}\right)$ is given by the tensor product of right Haar integrals for $\mathfrak{D}\left(K_{q}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$.

Since $G_{q}$ is an algebraic quantum group, the general theory outlined in Section 3.2 implies that it defines a locally compact quantum group. Explicitly, the Hopf $C^{*}$-algebra of functions on $G_{q}$ is given by

$$
C_{0}\left(G_{q}\right)=C\left(K_{q}\right) \otimes C^{*}\left(K_{q}\right) .
$$

Note that since the compact quantum group $K_{q}$ is both amenable and coamenable there is no need to distinguish between maximal and reduced versions of $C\left(K_{q}\right)$ and $C^{*}\left(K_{q}\right)$ here. The quantum group $G_{q}$ is coamenable as well because $\epsilon \otimes \hat{\epsilon}$ is a bounded counit for $C_{0}\left(G_{q}\right)=C_{0}^{r}\left(G_{q}\right)$, so that $C_{0}^{\mathrm{f}}\left(G_{q}\right) \cong C_{0}^{r}\left(G_{q}\right)$, compare Theorem 3.1 in 11 .

The full and reduced Hopf $C^{*}$-algebras $C_{\mathrm{f}}^{*}\left(G_{q}\right)$ and $C_{\mathrm{r}}^{*}\left(G_{q}\right)$ may be constructed using the general theory of locally compact quantum groups, or more directly as completions of $\mathfrak{D}\left(G_{q}\right)$. We remark that the maximal and reduced group $C^{*}$-algebras of $G_{q}$ are not isomorphic, that is, the quantum group $G_{q}$ is not amenable.

It is not apparent from Definition 3.18 why $G_{q}$ should be understood as a quantum deformation of the complex Lie group $G$. Nevertheless, this is indeed the case, and it is a basic instance of the quantum duality principle, see 25]. From this point of view, the discrete part $\hat{K}_{q}$ of the Drinfeld double corresponds to the subgroup $A N$ in the Iwasawa decomposition $G=K A N$ of $G$. In fact, the group $G$ can be viewed as the classical double of the Poisson-Lie group $K$ with its standard Poisson structure, see 49. As we shall discuss further below, the deformation aspect of the theory of complex quantum groups is most visible if one works with algebras of polynomial functions instead. This is in fact the starting point taken by Podleś and Woronowicz in 63].
3.4.2. The connected component of the identity. Although the classical group $G$ is connected, the quantization $G_{q}$ defined above behaves more like an almost connected group. Specifically, we shall see here that each of the quantum groups $G_{q}$
admits a quotient to a finite classical group. This has implications in the representation theory of $G_{q}$. In particular, it leads to a finite group of one-dimensional representations.

Recall that we are using $G$ to denote the connected, simply connected Lie group associated to the complex semisimple Lie algebra $\mathfrak{g}$. The centre $Z$ of $G$ is a finite subgroup of the maximal compact torus $T$ in $K$. As such, we can identify $Z$ also as a quantum subgroup of the compact quantum group $K_{q}$, via the surjective morphism of Hopf $*$-algebras $\pi_{Z}: \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}(T) \rightarrow \mathfrak{C}^{\infty}(Z)$.

There is a canonical isomorphism between $Z$ and the quotient group $\mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$, where

$$
\mathbf{P}^{\vee}=\left\{\mu \in \mathfrak{h}^{*} \mid(\mu, \alpha) \in \mathbb{Z} \text { for all } \alpha \in \mathbf{Q}\right\}
$$

denotes the coweight lattice associated to the root system of $\mathfrak{g}$. We can explicitly realize $\mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$ as a central quantum subgroup of $K_{q}$ as follows. Consider the finite subgroup $\left(i \hbar^{-1} \mathbf{P}^{\vee}\right) /\left(i \hbar^{-1} \mathbf{Q}^{\vee}\right)$ of $\mathfrak{h}_{q}^{*}$. The corresponding algebra characters $K_{i \hbar^{-1} \gamma}$ with $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$ have the property that if $f=\left\langle v^{\prime}\right| \bullet|v\rangle \in \operatorname{End}(V(\mu))^{*}$ is a matrix coefficient of any simple module $V(\mu)$, with $v$ a vector of weight $\nu$ then

$$
\left(K_{i \hbar^{-1} \gamma}, f\right)=q^{i \hbar^{-1}(\gamma, \nu)}\left\langle v^{\prime}, v\right\rangle=e^{2 \pi i(\gamma, \nu)} \epsilon(f)=e^{2 \pi i(\gamma, \mu)} \epsilon(f),
$$

since $\mu-\nu \in \mathbf{Q}$. That is to say, $K_{i \hbar^{-1} \gamma}$ evaluates on any matrix coefficient in $\operatorname{End}(V(\mu))^{*}$ as a constant multiple $e^{2 \pi i(\gamma, \mu)}$ of the counit. It follows that

$$
K_{i \hbar^{-1} \gamma} \rightharpoonup f=f_{(1)}\left(K_{i \hbar^{-1} \gamma}, f_{(2)}\right)=\left(K_{i \hbar^{-1} \gamma}, f_{(1)}\right) f_{(2)}=f \leftharpoonup K_{i \hbar^{-1} \gamma}
$$

for all $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$, and thus that $K_{i \hbar^{-1} \gamma}$ is a central group-like element in $\mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$. The subalgebra of $\mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ spanned by these elements is a Hopf *-algebra isomorphic to the group algebra $\mathfrak{D}\left(\mathbf{P}^{\vee} / \mathbf{Q}^{\vee}\right) \cong \mathfrak{D}(Z)$. The above calculation also implies that the projection $\pi_{Z}: \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}(Z)$ satisfies

$$
\pi_{Z}\left(f_{(1)}\right) \otimes f_{(2)}=\pi_{Z}\left(f_{(2)}\right) \otimes f_{(1)}
$$

for all $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$.
Proposition 3.20. The linear map $\mathfrak{D}\left(G_{q}\right) \rightarrow \mathfrak{D}(\hat{Z})$ defined by

$$
\hat{\epsilon} \otimes \pi_{Z}: \mathfrak{D}\left(G_{q}\right)=\mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}(Z) \cong \mathfrak{D}(\hat{Z})
$$

is a surjective morphism of algebraic quantum groups.
Proof. Let $x \bowtie f, y \bowtie g \in \mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(G_{q}\right)$. Using the above property of $\pi_{Z}$, we have

$$
\begin{aligned}
\left(\hat{\epsilon} \otimes \pi_{Z}\right)((x \bowtie f)(y \bowtie g)) & =\left(y_{(1)}, f_{(1)}\right)\left(\hat{S}\left(y_{(3)}\right), f_{(3)}\right) \hat{\epsilon}\left(x y_{(2)}\right) \pi_{Z}\left(f_{(2)} g\right) \\
& =\left(y_{(1)}, f_{(1)}\right)\left(\hat{S}\left(y_{(3)}\right), f_{(2)}\right) \hat{\epsilon}(x) \hat{\epsilon}\left(y_{(2)}\right) \pi_{Z}\left(f_{(3)}\right) \pi_{Z}(g) \\
& =\left(y_{(1)} \hat{S}\left(y_{(2)}\right), f_{(1)}\right) \hat{\epsilon}(x) \pi_{Z}\left(f_{(2)}\right) \pi_{Z}(g) \\
& =\hat{\epsilon}(y) \hat{\epsilon}(x) \pi_{Z}(f) \pi_{Z}(g) \\
& =\left(\hat{\epsilon} \otimes \pi_{Z}\right)(x \bowtie f)\left(\hat{\epsilon} \otimes \pi_{Z}\right)(y \bowtie g) .
\end{aligned}
$$

The map $\hat{\epsilon} \otimes \pi_{Z}$ clearly respects the coproduct, and is therefore a morphism of multiplier Hopf-algebras. It is surjective since the quotient map $\mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}(Z)$ is surjective, and it respects the involution since

$$
\left(\hat{\epsilon} \otimes \pi_{Z}\right)\left((x \bowtie f)^{*}\right)=\left(\left(\hat{\epsilon} \otimes \pi_{Z}\right)\left(1 \bowtie f^{*}\right)\right)\left(\left(\hat{\epsilon} \otimes \pi_{Z}\right)\left(x^{*} \bowtie 1\right)\right)=\overline{\hat{\epsilon}}(x) \pi_{Z}(f)^{*}
$$

for all $x \bowtie f \in \mathfrak{D}\left(G_{q}\right)$.
Since the elements $K_{i \hbar^{-1} \gamma}$ for $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$ are group-like in $\mathfrak{D}(Z)=\mathfrak{C}^{\infty}(\hat{Z})$, we can use the morphism of Proposition 3.20 to define a finite group of algebra characters of $\mathfrak{D}\left(G_{q}\right)$, indexed by $Z \cong \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$, as follows.

Definition 3.21. For each $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$, we define a character $\hat{\epsilon}_{\gamma}: \mathfrak{D}\left(G_{q}\right) \rightarrow \mathbb{C}$ by

$$
\hat{\epsilon}_{\gamma}(x \bowtie f)=\left(K_{i \hbar^{-1} \gamma},\left(\hat{\epsilon} \otimes \pi_{Z}\right)(x \bowtie f)\right)=\hat{\epsilon}(x)\left(K_{i \hbar^{-1} \gamma}, f\right) .
$$

These are non-degenerate $*$-characters, so they correspond to one-dimensional unitary representations of the quantum group $G_{q}$. Note that we have $\left(\hat{\epsilon}_{\gamma} \otimes \hat{\epsilon}_{\gamma^{\prime}}\right) \circ \hat{\Delta}=$ $\hat{\epsilon}_{\gamma \gamma^{\prime}}$ for all $\gamma, \gamma^{\prime} \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$.

We shall denote by $P K_{q}$ the quotient quantum group $P K_{q}=K_{q} / Z$. Explicitly, $P K_{q}$ is defined via its algebra of functions

$$
\begin{aligned}
\mathfrak{C}^{\infty}\left(P K_{q}\right) & =\left\{f \in \mathfrak{C}^{\infty}\left(K_{q}\right) \mid\left(\operatorname{id} \otimes \pi_{Z}\right) \Delta(f)=f \otimes 1\right\} \\
& =\bigoplus_{\mu \in \mathbf{P}^{+} \cap \mathbf{Q}} \operatorname{End}(V(\mu))^{*}
\end{aligned}
$$

Geometrically, this corresponds to the projective version of $K_{q}$, which is a quantization of the group of adjoint type associated with $\mathfrak{k}$. The dual multiplier Hopf algebra is

$$
\mathfrak{D}\left(P K_{q}\right)=\bigoplus_{\mu \in \mathbf{P}^{+} \cap \mathbf{Q}} \operatorname{End}(V(\mu))
$$

and the obvious projection $\hat{\pi}: \mathfrak{D}\left(K_{q}\right) \rightarrow \mathfrak{D}\left(P K_{q}\right)$ defines a morphism of algebraic quantum groups.

Let us define the "connected component" $G_{q}^{0}$ of $G_{q}$ to be the quantum double $G_{q}^{0}=K_{q} \bowtie \widehat{P K}_{q}$. That is,

$$
\mathfrak{C}_{c}^{\infty}\left(G_{q}^{0}\right)=\mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathfrak{D}\left(P K_{q}\right)
$$

with the coproduct twisted by the bicharacter $U=(\mathrm{id} \otimes \hat{\pi})\left(W_{K_{q}}\right)$, where $W_{K_{q}} \in$ $\mathcal{M}\left(\mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right)$ is the fundamental multiplicative unitary for $K_{q}$ and $\hat{\pi}$ : $\mathfrak{D}\left(K_{q}\right) \rightarrow \mathcal{M}\left(\mathfrak{D}\left(P K_{q}\right)\right)$ is the projection homomorphism. The dual algebraic quantum group $\mathfrak{D}\left(G_{q}^{0}\right)=\mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(P K_{q}\right)$ satisfies

$$
\mathfrak{D}\left(G_{q}^{0}\right)=\left\{u \in \mathfrak{D}\left(G_{q}\right) \mid \hat{\epsilon}_{\gamma}(u)=\hat{\epsilon}_{G_{q}}(u) \text { for all } \gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}\right\},
$$

which is to say that the one-dimensional representations of $G_{q}$ from Definition 3.21 all become trivial upon restriction to the quantum subgroup $G_{q}^{0}$.
3.5. Polynomial functions. Our next aim is to describe the Hopf $*$-algebra of holomorphic and antiholomorphic polynomial functions on the complex quantum group $G_{q}$. We keep our general assumptions from the previous section.

Using the universal $R$-matrix of $U_{q}(\mathfrak{g})$ we obtain a skew-pairing $r^{-1}$ between $\mathcal{O}\left(G_{q}\right)$ and $\mathcal{O}\left(G_{q}\right)$ given by

$$
r^{-1}(f, g)=\left(\mathcal{R}^{-1}, f \otimes g\right)
$$

see Section 2.11. We also set $r(f, g)=(\mathcal{R}, f \otimes g)=r^{-1}(S(f) \otimes g)$. The functional $r$ will be referred to as the universal $r$-form on $\mathcal{O}\left(G_{q}\right)$.

Starting from the universal $r$-form, we may form the Hopf algebraic quantum double of $\mathcal{O}\left(G_{q}\right)$. More precisely, we shall consider the Hopf algebra

$$
\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)=\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)
$$

with underlying vector space $\mathcal{O}\left(G_{q}\right) \otimes \mathcal{O}\left(G_{q}\right)$ together with the tensor product coalgebra structure and the multiplication

$$
(f \bowtie g)(h \bowtie k)=\left(\mathcal{R}^{-1}, h_{(1)} \otimes g_{(1)}\right) f h_{(2)} \bowtie g_{(2)} k\left(\mathcal{R}, h_{(3)} \otimes g_{(3)}\right) .
$$

Lemma 3.22. The algebra $\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)=\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)$ becomes a Hopf *-algebra with the *-structure

$$
(f \bowtie g)^{*}=g^{*} \bowtie f^{*} .
$$

Proof. Due to the relation $(\hat{S} \otimes \hat{S})\left(\mathcal{R}^{*}\right)=\mathcal{R}_{21}$ obtained in Lemma 3.14 the universal $r$-form on $\mathcal{O}\left(G_{q}\right)=\mathcal{O}^{\mathbb{R}}\left(K_{q}\right)$ is real, that is,

$$
\left(\mathcal{R}, f^{*} \otimes g^{*}\right)=\overline{(\mathcal{R}, g \otimes f)}
$$

We compute

$$
\begin{aligned}
((f \bowtie g)(h \bowtie k))^{*} & =\overline{\left(\mathcal{R}^{-1}, h_{(1)} \otimes g_{(1)}\right)}\left(k^{*} g_{(2)}^{*} \bowtie h_{(2)}^{*} f^{*}\right) \overline{\left(\mathcal{R}, h_{(3)} \otimes g_{(3)}\right)} \\
& =\left(\mathcal{R}^{-1}, g_{(1)}^{*} \otimes h_{(1)}^{*}\right)\left(k^{*} g_{(2)}^{*} \bowtie h_{(2)}^{*} f^{*}\right)\left(\mathcal{R}, g_{(3)}^{*} \otimes h_{(3)}^{*}\right) \\
& =\left(k^{*} \bowtie h^{*}\right)\left(g^{*} \bowtie f^{*}\right) \\
& =(h \bowtie k)^{*}(f \bowtie g)^{*}
\end{aligned}
$$

using

$$
\begin{aligned}
\left(\mathcal{R}^{-1}, g^{*} \otimes h^{*}\right) & =\left(\mathcal{R}, S^{-1}\left(g^{*}\right) \otimes h^{*}\right) \\
& =\left(\mathcal{R}, S(g)^{*} \otimes h^{*}\right) \\
& =\overline{(\mathcal{R}, h \otimes S(g))}=\overline{\left(\mathcal{R}^{-1}, h \otimes g\right)}
\end{aligned}
$$

Hence $\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)$ is indeed a $*$-algebra with the above $*$-structure. It is clear that the comultiplication on $\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)$ is a $*$-homomorphism.

The Hopf $*$-algebra $\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)$ should be thought of as a quantum version of the algebra of polynomial functions on the real Lie group underlying $G$. The two copies of $\mathcal{O}\left(G_{q}\right)$ inside $\mathcal{O}^{\mathbb{R}}\left(G_{q}\right)$ may be interpreted as holomorphic and antiholomorphic polynomials.

We recall from Lemma 2.111 that the $l$-functionals on $\mathcal{O}\left(G_{q}\right)$, given by

$$
l^{+}(f)(h)=(\mathcal{R}, h \otimes f), \quad l^{-}(f)(h)=\left(\mathcal{R}^{-1}, f \otimes h\right)
$$

for $f \in \mathcal{O}\left(G_{q}\right)$, satisfy $\hat{\Delta}\left(l^{ \pm}(f)\right)=l^{ \pm}\left(f_{(1)}\right) \otimes l^{ \pm}\left(f_{(2)}\right)$ and $l^{ \pm}(f g)=l^{ \pm}(f) l^{ \pm}(g)$ for $f, g \in \mathcal{O}\left(K_{q}\right)$.

Lemma 3.23. For $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ we have

$$
l^{ \pm}(f)^{*}=l^{\mp}\left(f^{*}\right)
$$

in $U_{q}^{\mathbb{R}}(\mathfrak{k})$.
Proof. We compute

$$
\begin{aligned}
\left(l^{+}(f)^{*}, h\right) & =\overline{\left(l^{+}(f), S(h)^{*}\right)} \\
& =\overline{\left(\mathcal{R}, S(h)^{*} \otimes f\right)} \\
& =\left(\mathcal{R}, f^{*} \otimes S(h)\right) \\
& =\left(\mathcal{R}^{-1}, f^{*} \otimes h\right) \\
& =\left(l^{-}\left(f^{*}\right), h\right) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\left(l^{-}(f)^{*}, h\right) & =\overline{\left(l^{-}(f), S(h)^{*}\right)} \\
& =\overline{\left(\mathcal{R}^{-1}, f \otimes S(h)^{*}\right)} \\
& =\overline{\left(\mathcal{R}, f \otimes h^{*}\right)} \\
& =\left(\mathcal{R}, h \otimes f^{*}\right) \\
& =\left(l^{+}\left(f^{*}\right), h\right)
\end{aligned}
$$

as claimed.

The following result should be viewed as a quantum analogue of the fact that complex-valued polynomial functions on the group $G$ embed into the algebra of smooth functions on $G$, compare 33].

Proposition 3.24. The linear map $i: \mathcal{O}^{\mathbb{R}}\left(G_{q}\right) \rightarrow \mathfrak{C}^{\infty}\left(G_{q}\right)=\mathcal{M}\left(\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)\right)$ given by

$$
i(f \bowtie g)=f_{(1)} g_{(1)} \otimes l^{-}\left(f_{(2)}\right) l^{+}\left(g_{(2)}\right)
$$

is a nondegenerate homomorphism of multiplier Hopf *-algebras.
Proof. Let $f, g, h, k \in \mathcal{O}\left(G_{q}\right)$. Recall from Lemma 2.105 that we have the relation $\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right) g_{(2)} f_{(2)}=f_{(1)} g_{(1)}\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)$ and hence

$$
\left(\mathcal{R}^{-1}, f_{(1)} \otimes g_{(1)}\right) f_{(2)} g_{(2)}=g_{(1)} f_{(1)}\left(\mathcal{R}^{-1}, f_{(2)} \otimes g_{(2)}\right)
$$

Moreover, from the calculation

$$
\begin{aligned}
\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right) & \left(l^{+}\left(g_{(2)}\right) l^{-}\left(f_{(2)}\right), k\right) \\
& =\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right)\left(\mathcal{R}, k_{(1)} \otimes g_{(2)}\right)\left(\mathcal{R}^{-1}, f_{(2)} \otimes k_{(2)}\right) \\
& =\left(\mathcal{R}, k_{(1)} f_{(1)} \otimes g\right)\left(\mathcal{R}^{-1}, f_{(2)} \otimes k_{(2)}\right) \\
& =\left(\mathcal{R}^{-1}, f_{(1)} \otimes k_{(1)}\right)\left(\mathcal{R}, f_{(2)} k_{(2)} \otimes g\right) \\
& =\left(\mathcal{R}^{-1}, f_{(1)} \otimes k_{(1)}\right)\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)\left(\mathcal{R}, k_{(2)} \otimes g_{(1)}\right) \\
& =\left(l^{-}\left(f_{(1)}\right) l^{+}\left(g_{(1)}\right), k\right)\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)
\end{aligned}
$$

we obtain the exchange relation

$$
\left(\mathcal{R}, f_{(1)} \otimes g_{(1)}\right) l^{+}\left(g_{(2)}\right) l^{-}\left(f_{(2)}\right)=l^{-}\left(f_{(1)}\right) l^{+}\left(g_{(1)}\right)\left(\mathcal{R}, f_{(2)} \otimes g_{(2)}\right)
$$

With these formulas, we compute

$$
\begin{aligned}
& i((f \bowtie g)(h \bowtie k)) \\
& =\left(\mathcal{R}^{-1}, h_{(1)} \otimes g_{(1)}\right) i\left(f h_{(2)} \bowtie g_{(2)} k\right)\left(\mathcal{R}, h_{(3)} \otimes g_{(3)}\right) \\
& =\left(\mathcal{R}^{-1}, h_{(1)} \otimes g_{(1)}\right) f_{(1)} h_{(2)} g_{(2)} k_{(1)} \otimes l^{-}\left(f_{(2)}\right) l^{-}\left(h_{(3)}\right) l^{+}\left(g_{(3)}\right) l^{+}\left(k_{(2)}\right)\left(\mathcal{R}, h_{(4)} \otimes g_{(4)}\right) \\
& =f_{(1)} g_{(1)} h_{(1)} k_{(1)}\left(\mathcal{R}^{-1}, h_{(2)} \otimes g_{(2)}\right) \otimes\left(\mathcal{R}, h_{(3)} \otimes g_{(3)}\right) l^{-}\left(f_{(2)}\right) l^{+}\left(g_{(4)}\right) l^{-}\left(h_{(4)}\right) l^{+}\left(k_{(2)}\right) \\
& =f_{(1)} g_{(1)} h_{(1)} k_{(1)} \otimes l^{-}\left(f_{(2)}\right) l^{+}\left(g_{(2)}\right) l^{-}\left(h_{(2)}\right) l^{+}\left(k_{(2)}\right) \\
& =i(f \bowtie g) i(h \bowtie k) .
\end{aligned}
$$

We conclude that $i$ is an algebra homomorphism.
To check the coalgebra homomorphism property it is enough to consider elements of the form $f \bowtie 1$ and $1 \bowtie g$. Using Lemma 2.111 we compute

$$
\begin{aligned}
\Delta_{G_{q}} i(f \bowtie 1) & =\Delta_{G_{q}}\left(f_{(1)} \otimes l^{-}\left(f_{(2)}\right)\right) \\
& =(\operatorname{id} \otimes \sigma \otimes \mathrm{id})\left(f_{(1)} \otimes W\left(f_{(2)} \otimes l^{-}\left(f_{(3)}\right)\right) W^{-1} \otimes l^{-}\left(f_{(4)}\right)\right. \\
& =\left(f_{(1)} \otimes l^{-}\left(f_{(2)}\right)\right) \otimes\left(f_{(3)} \otimes l^{-}\left(f_{(4)}\right)\right) \\
& =(i \otimes i)\left(f_{(1)} \bowtie 1 \otimes f_{(2)} \bowtie 1\right) \\
& =(i \otimes i) \Delta(f \bowtie 1)
\end{aligned}
$$

for $f \in \mathcal{O}\left(G_{q}\right)$, using

$$
\begin{aligned}
\left(W\left(f_{(1)} \otimes l^{-}\left(f_{(2)}\right)\right), x \otimes h\right) & =\left(W, x_{(1)} \otimes h_{(1)}\right)\left(f_{(1)} \otimes l^{-}\left(f_{(2)}\right), x_{(2)} \otimes h_{(2)}\right) \\
& =\left(h_{(1)}, x_{(1)}\right)\left(f_{(1)}, x_{(2)}\right)\left(l^{-}\left(f_{(2)}\right), h_{(2)}\right) \\
& =\left(h_{(1)} f_{(1)}, x\right)\left(\mathcal{R}^{-1}, f_{(2)} \otimes h_{(2)}\right) \\
& =\left(\mathcal{R}^{-1}, f_{(1)} \otimes h_{(1)}\right)\left(f_{(2)} h_{(2)}, x\right) \\
& =\left(l^{-}\left(f_{(1)}\right), h_{(1)}\right)\left(f_{(2)}, x_{(1)}\right)\left(h_{(2)}, x_{(2)}\right) \\
& =\left(f_{(2)} \otimes l^{-}\left(f_{(1)}\right), x_{(1)} \otimes h_{(1)}\right)\left(W, x_{(2)} \otimes h_{(2)}\right) \\
& =\left(\left(f_{(2)} \otimes l^{-}\left(f_{(1)}\right)\right) W, x \otimes h\right) .
\end{aligned}
$$

In the same way one checks $\Delta_{G_{q}} i(1 \bowtie g)=(i \otimes i) \Delta(1 \bowtie g)$ for $g \in \mathcal{O}\left(G_{q}\right)$.
For the $*$-compatibility notice that we have

$$
\begin{aligned}
i\left((f \otimes g)^{*}\right) & =i\left(g^{*} \otimes f^{*}\right) \\
& =g_{(1)}^{*} f_{(1)}^{*} \otimes l^{-}\left(g_{(2)}^{*}\right) l^{+}\left(f_{(2)}^{*}\right) \\
& =\left(f_{(1)} g_{(1)}\right)^{*} \otimes l^{+}\left(g_{(2)}\right)^{*} l^{-}\left(f_{(2)}\right)^{*} \\
& =i(f \otimes g)^{*},
\end{aligned}
$$

due to Lemma 3.23
3.6. The quantized universal enveloping algebra of a complex group. In this section we introduce the quantized universal enveloping algebra of the complex quantum group $G_{q}$ and discuss some related constructions and results. We keep our general assumptions from the previous section.

Recall that the group algebra $\mathfrak{D}\left(G_{q}\right)$ can be identified with the Drinfeld double

$$
\mathfrak{D}\left(G_{q}\right)=\mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)
$$

with respect to the canonical pairing between $\mathfrak{D}\left(K_{q}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$.
Proposition 3.25. The linear map $\iota: \mathfrak{D}\left(G_{q}\right) \rightarrow \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right)$ given by

$$
\iota(x \bowtie f)=\hat{\Delta}(x)\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right)
$$

is an injective essential algebra homomorphism.
Proof. We compute

$$
\begin{aligned}
& \iota((x \bowtie f)(y \bowtie g))=\iota\left(x\left(y_{(1)}, f_{(1)}\right) y_{(2)} \bowtie f_{(2)}\left(\hat{S}\left(y_{(3)}\right), f_{(3)}\right) g\right) \\
& \quad=\left(y_{(1)}, f_{(1)}\right) \hat{\Delta}\left(x y_{(2)}\right)\left(\hat{S}\left(y_{(3)}\right), f_{(4)}\right)\left(l^{-}\left(f_{(2)} g_{(1)}\right) \otimes l^{+}\left(f_{(3)} g_{(2)}\right)\right) \\
& \quad=\hat{\Delta}(x)\left(y_{(1)}, f_{(1)}\right) \hat{\Delta}\left(y_{(2)}\right)\left(\hat{S}\left(y_{(3)}\right), f_{(4)}\right)\left(l^{-}\left(f_{(2)}\right) l^{-}\left(g_{(1)}\right) \otimes l^{+}\left(f_{(3)}\right) l^{+}\left(g_{(2)}\right)\right) \\
& \quad=\hat{\Delta}(x)\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right) \hat{\Delta}(y)\left(l^{-}\left(g_{(1)}\right) \otimes l^{+}\left(g_{(2)}\right)\right) \\
& \quad=\iota(x \bowtie f) \iota(y \bowtie g)
\end{aligned}
$$

for $x \bowtie f, y \bowtie g \in \mathfrak{D}\left(G_{q}\right)$, using

$$
\begin{aligned}
\left(\left(y_{(1)}, f_{(1)}\right)\right. & \left.\hat{\Delta}\left(y_{(2)}\right)\left(l^{-}\left(f_{(2)}\right) \otimes l^{+}\left(f_{(3)}\right)\right), h \otimes k\right) \\
& =\left(y_{(1)}, f_{(1)}\right)\left(y_{(2)}, k_{(1)} h_{(1)}\right)\left(\mathcal{R}^{-1}, f_{(2)} \otimes h_{(2)}\right)\left(\mathcal{R}, k_{(2)} \otimes f_{(3)}\right) \\
& =\left(y, k_{(1)} h_{(1)} f_{(1)}\right)\left(\mathcal{R}^{-1}, f_{(2)} \otimes h_{(2)}\right)\left(\mathcal{R}, k_{(2)} \otimes f_{(3)}\right) \\
& =\left(\mathcal{R}^{-1}, f_{(1)} \otimes h_{(1)}\right)\left(\mathcal{R}, k_{(1)} \otimes f_{(2)}\right)\left(y, f_{(3)} k_{(2)} h_{(2)}\right) \\
& =\left(\mathcal{R}^{-1}, f_{(1)} \otimes h_{(1)}\right)\left(\mathcal{R}, k_{(1)} \otimes f_{(2)}\right)\left(y_{(1)}, k_{(2)} h_{(2)}\right)\left(y_{(2)}, f_{(3)}\right) \\
& =\left(\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right) \hat{\Delta}\left(y_{(1)}\right)\left(y_{(2)}, f_{(3)}\right), h \otimes k\right) .
\end{aligned}
$$

Hence $\iota$ is an algebra homomorphism, and it is evident that $\iota$ is essential.

We next show that $\iota$ is injective. For this, note that the image of $\iota$ belongs to the space

$$
M=\left\{m \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right) \mid(z \otimes 1) m \in \mathfrak{D}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right) \text { for all } z \in \mathfrak{D}\left(K_{q}\right)\right\}
$$

Note that the Galois map on $\mathfrak{D}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)$ defined by

$$
x \otimes y \mapsto x \hat{S}\left(y_{(1)}\right) \otimes y_{(2)}
$$

extends to a linear isomorphism $\gamma: M \rightarrow M$. It suffices therefore to prove the injectivity of the composition

$$
i: \mathfrak{D}\left(G_{q}\right) \rightarrow \mathfrak{D}\left(G_{q}\right) \xrightarrow{\iota} M \xrightarrow{\gamma} M,
$$

where the first map is the linear isomorphism sending $x \bowtie f$ to $(1 \bowtie f)(x \bowtie 1)$. We calculate

$$
i(x \bowtie f)=l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) \otimes l^{+}\left(f_{(3)}\right) x=I\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right) x .
$$

where $I: \mathcal{O}\left(G_{q}\right) \rightarrow F U_{q}(\mathfrak{g})$ is the isomorphism of Proposition 2.116
Consider then an element in the kernel of $i$. We can write it as a finite linear combination

$$
\sum_{\mu \in \mathbf{P}^{+}} \sum_{j, k} x_{j k}^{\mu} \bowtie u_{j k}^{\mu},
$$

where $u_{j k}^{\mu}=\left\langle e_{j}^{\mu}\right| \bullet\left|e_{k}^{\mu}\right\rangle$ are the matrix coefficients with respect to an orthonormal weight basis $\left(e_{j}^{\mu}\right)$ of $V(\mu)$, and $x_{j k}^{\mu}$ are some elements of $\mathfrak{D}\left(K_{q}\right)$. Then by assumption we have

$$
i\left(\sum_{\mu \in \mathbf{P}^{+}} \sum_{j, k} x_{j k}^{\mu} \bowtie u_{j k}^{\mu}\right)=\sum_{\mu \in \mathbf{P}^{+}} \sum_{j, r, k} I\left(u_{j r}^{\mu}\right) \otimes l^{+}\left(u_{r k}^{\mu}\right) x_{j k}^{\mu}=0 .
$$

Since $I$ is an isomorphism and the $u_{j r}^{\mu}$ are linearly independent, this implies that for all fixed $\mu, j, r$,

$$
\sum_{k} l^{+}\left(u_{r k}^{\mu}\right) x_{j k}^{\mu}=0 .
$$

Let us write $\epsilon_{k}$ for the weight of $e_{k}^{\mu}$. From the form of the universal $R$-matrix, see Theorem 2.108, we see that $l^{+}\left(u_{k^{\prime} k}^{\mu}\right)=0$ unless $\epsilon_{k} \geq \epsilon_{k^{\prime}}$. Moreover, $l^{+}\left(u_{k k}^{\mu}\right)$ is invertible in $\overline{U_{q}(\mathfrak{g})}$, while $l^{+}\left(u_{k^{\prime} k}^{\mu}\right)=0$ if $\epsilon_{k^{\prime}}=\epsilon_{k}$ but $k^{\prime} \neq k$.

Fix $\mu$ and $j$ and suppose $x_{j k}^{\mu} \neq 0$ for some $k$. Choose $k^{\prime}$ with $\epsilon_{k^{\prime}}$ maximal amongst all $\epsilon_{k}$ where $x_{j k}^{\mu} \neq 0$. In this case we have $l^{+}\left(u_{k^{\prime} k}^{\mu}\right) x_{j k}^{\mu}=0$ for all $k$ except $k=k^{\prime}$ and hence $x_{j k^{\prime}}^{\mu}=0$, a contradiction. It follows that $x_{j k}^{\mu}=0$ for all $\mu, j, k$, as desired.

Let us now give the definition of the quantized universal enveloping algebra of a complex group.
Definition 3.26. The quantized universal enveloping algebra of the real Lie algebra underlying $\mathfrak{g}$ is

$$
U_{q}^{\mathbb{R}}(\mathfrak{g})=U_{q}^{\mathbb{R}}(\mathfrak{k}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right),
$$

equipped with the standard Hopf $*$-algebra structure.
Explicitly, the multiplication in $U_{q}^{\mathbb{R}}(\mathfrak{g})$ is given by

$$
(X \bowtie f)(Y \bowtie g)=X\left(Y_{(1)}, f_{(1)}\right) Y_{(2)} \bowtie f_{(2)}\left(\hat{S}\left(Y_{(3)}\right), f_{(3)}\right) g
$$

for $X, Y \in U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $f, g \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ and the $*$-structure is given by

$$
(X \bowtie f)^{*}=\left(1 \bowtie f^{*}\right)\left(X^{*} \bowtie 1\right)=\left(X_{(1)}^{*}, f_{(1)}^{*}\right) X_{(2)}^{*} \bowtie f_{(2)}^{*}\left(\hat{S}\left(X_{(3)}^{*}\right), f_{(3)}^{*}\right)
$$

We view $U_{q}^{\mathbb{R}}(\mathfrak{g})$ as a substitute of the universal enveloping algebra of the real Lie algebra $\mathfrak{g}$. Note that $U_{q}^{\mathbb{R}}(\mathfrak{g}) \subset \mathcal{M}\left(\mathfrak{D}\left(G_{q}\right)\right)$ naturally.

The following result is originally due to Krähmer [50] and Arano [3].
Lemma 3.27. The linear map $\iota: U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ given by

$$
\iota(X \bowtie f)=\hat{\Delta}(X)\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right)
$$

is an injective algebra homomorphism, and its image is

$$
\begin{aligned}
\iota\left(U_{q}^{\mathbb{R}}(\mathfrak{g})\right) & =\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right) \\
& =\left(1 \otimes \hat{S}^{-1}\left(F U_{q}(\mathfrak{g})\right)\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right) \\
& =\hat{\Delta}\left(U_{q}(\mathfrak{g})\right)\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \\
& =\hat{\Delta}\left(U_{q}(\mathfrak{g})\right)\left(1 \otimes \hat{S}^{-1}\left(F U_{q}(\mathfrak{g})\right)\right)
\end{aligned}
$$

In particular, we have an algebra isomorphism

$$
U_{q}^{\mathbb{R}}(\mathfrak{g}) \cong F U_{q}(\mathfrak{g}) \rtimes U_{q}(\mathfrak{g})
$$

where $U_{q}(\mathfrak{g})$ acts on $F U_{q}(\mathfrak{g})$ via the adjoint action.
Proof. Since $U_{q}^{\mathbb{R}}(\mathfrak{g}) \subset \mathcal{M}\left(\mathfrak{D}\left(G_{q}\right)\right)$ it follows from Proposition 3.25 that $\iota$ defines an injective algebra homomorphism $U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$. This fact was proved in a slightly different way in 50].

For the second claim compare Section 4 in 3]. We have

$$
\begin{aligned}
\iota((1 \bowtie f)(X \bowtie 1)) & =\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right) \hat{\Delta}(X) \\
& =\left(l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) l^{+}\left(f_{(3)}\right) \otimes l^{+}\left(f_{(4)}\right)\right) \hat{\Delta}(X) \\
& =\left(I\left(f_{(1)}\right) \otimes 1\right) \hat{\Delta}\left(l^{+}\left(f_{(2)}\right)\right) \hat{\Delta}(X) \subset\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right),
\end{aligned}
$$

where $I$ is the isomorphism from Proposition 2.116. This proves the inclusion $\iota\left(U_{q}^{\mathbb{R}}(\mathfrak{g})\right) \subset\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)$. Conversely, for $X=I(f) \in F U_{q}(\mathfrak{g})$ and $Y \in$ $U_{q}(\mathfrak{g})$ we have

$$
\begin{aligned}
(I(f) \otimes 1) \hat{\Delta}(Y) & =\left(l^{-}\left(f_{(1)}\right) l^{+}\left(S\left(f_{(2)}\right)\right) \otimes 1\right) \hat{\Delta}(Y) \\
& =\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right)\left(l^{+}\left(S\left(f_{(4)}\right)\right) \otimes l^{+}\left(S\left(f_{(3)}\right)\right)\right) \hat{\Delta}(X) \subset \iota\left(U_{q}^{\mathbb{R}}(\mathfrak{g})\right) .
\end{aligned}
$$

Using the relations $X \otimes 1=\left(1 \otimes \hat{S}^{-1}\left(X_{(3)}\right)\right)\left(X_{(1)} \otimes X_{(2)}\right)$ and $1 \otimes \hat{S}^{-1}(X)=$ $\left(X_{(3)} \otimes 1\right)\left(\hat{S}^{-1}\left(X_{(2)}\right) \otimes \hat{S}^{-1}\left(X_{(1)}\right)\right)$, and the fact that $F U_{q}(\mathfrak{g})$ satisfies $\hat{\Delta}\left(F U_{q}(\mathfrak{g})\right) \subset$ $U_{q}(\mathfrak{g}) \otimes F U_{q}(\mathfrak{g})$ we obtain

$$
\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)=\left(1 \otimes \hat{S}^{-1}\left(F U_{q}(\mathfrak{g})\right)\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)
$$

The remaining equalities follow from the fact that $\iota\left(U_{q}^{\mathbb{R}}(\mathfrak{g})\right)$ is an algebra, combined with

$$
\begin{aligned}
(Y \otimes 1) \hat{\Delta}(X) & =X_{(3)} \hat{S}^{-1}\left(X_{(2)}\right) Y X_{(1)} \otimes X_{(4)} \\
& =X_{(2)} \hat{S}^{-1}\left(X_{(1)}\right) \rightarrow Y \otimes X_{(3)} \subset \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)\left(F U_{q}(\mathfrak{g}) \otimes 1\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(1 \otimes \hat{S}^{-1}(Y)\right) \hat{\Delta}\left(\hat{S}^{-1}(X)\right) & =\hat{S}^{-1}\left(X_{(4)}\right) \otimes \hat{S}^{-1}\left(X_{(3)}\right) X_{(2)} \hat{S}^{-1}(Y) \hat{S}^{-1}\left(X_{(1)}\right) \\
& =\hat{S}^{-1}\left(X_{(3)}\right) \otimes \hat{S}^{-1}\left(X_{(2)}\right) \hat{S}^{-1}\left(X_{(1)} \rightarrow Y\right) \\
& \subset \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)\left(1 \otimes \hat{S}^{-1}\left(F U_{q}(\mathfrak{g})\right)\right)
\end{aligned}
$$

for $Y \in F U_{q}(\mathfrak{g})$ and $X \in U_{q}(\mathfrak{g})$.

Finally, we have a linear isomorphism $F U_{q}(\mathfrak{g}) \rtimes U_{q}(\mathfrak{g}) \rightarrow\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)$ given by $\gamma(X \rtimes Y)=(X \otimes 1) \hat{\Delta}(Y)$, and since

$$
\begin{aligned}
\gamma\left((X \rtimes Y)\left(X^{\prime} \rtimes Y^{\prime}\right)\right) & =\gamma\left(X Y_{(1)} X^{\prime} \hat{S}\left(Y_{(2)}\right) \rtimes Y_{(3)} Y^{\prime}\right) \\
& =X Y_{(1)} X^{\prime} Y_{(1)}^{\prime} \otimes Y_{(2)} Y_{(2)}^{\prime} \\
& =(X \otimes 1) \hat{\Delta}(Y)\left(X^{\prime} \otimes 1\right) \hat{\Delta}\left(Y^{\prime}\right)=\gamma(X \rtimes Y) \gamma\left(X^{\prime} \rtimes Y^{\prime}\right)
\end{aligned}
$$

the map $\gamma$ is compatible with multiplication.
We remark that $\iota$ is not a homomorphism of coalgebras; in fact there is no bialgebra structure on $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ for which $\iota$ becomes a homomorphism of coalgebras. Let us also point out that $\iota$ is not a $*$-homomorphism in a natural way.

Using Lemma 3.27 we can determine the centre of $U_{q}^{\mathbb{R}}(\mathfrak{g})$.
Lemma 3.28. The centre $Z U_{q}^{\mathbb{R}}(\mathfrak{g})$ of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ is isomorphic to $Z U_{q}(\mathfrak{g}) \otimes Z U_{q}(\mathfrak{g})$.
Proof. Lemma 3.27 shows that $Z U_{q}(\mathfrak{g}) \otimes Z U_{q}(\mathfrak{g}) \subset Z(\operatorname{im}(\iota))$, where $\iota: U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow$ $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ is as above.

Conversely, any element $X \in \operatorname{im}(\iota)$ which commutes with $\operatorname{im}(\iota)$ must in particular commute with the elements $K_{2 \mu} \otimes 1$ and $1 \otimes K_{-2 \mu}$ for $\mu \in \mathbf{P}^{+}$. It follows that $X$ has weight 0 with respect to the diagonal action of $U_{q}(\mathfrak{h})$ on both left and right tensor factors. Hence $X$ commutes with $U_{q}(\mathfrak{h}) F U_{q}(\mathfrak{g})=U_{q}(\mathfrak{g})$ in both tensor factors, and therefore is contained in $Z U_{q}(\mathfrak{g}) \otimes Z U_{q}(\mathfrak{g})$.

We have a bilinear pairing between $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ and $\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)$ given by

$$
(X \otimes Y, f \bowtie g)=(X, g)(Y, f) .
$$

Using this pairing, elements of $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ can be viewed as linear functionals on $\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)$. For $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$ and $g \bowtie h \in \mathcal{O}^{\mathbb{R}}\left(G_{q}\right)$ we compute

$$
\begin{aligned}
(\iota(X \bowtie f), g & \bowtie h)=\left(X_{(1)} l^{-}\left(f_{(1)}\right) \otimes X_{(2)} l^{+}\left(f_{(2)}\right), g \bowtie h\right) \\
& =\left(X_{(1)}, h_{(1)}\right)\left(\mathcal{R}^{-1}, f_{(1)} \otimes h_{(2)}\right)\left(X_{(2)}, g_{(1)}\right)\left(\mathcal{R}, g_{(2)} \otimes f_{(2)}\right) \\
& =\left(X_{(2)}, g_{(1)}\right)\left(X_{(1)}, h_{(1)}\right)\left(\mathcal{R}^{-1}, g_{(2)} \otimes S^{-1}\left(f_{(2)}\right)\right)\left(\mathcal{R}, S^{-1}\left(f_{(1)}\right) \otimes h_{(2)}\right) \\
& =\left(X, g_{(1)} h_{(1)}\right)\left(l^{-}\left(g_{(2)}\right) l^{+}\left(h_{(2)}\right), S^{-1}(f)\right) \\
& =\left(X \bowtie f, g_{(1)} h_{(1)} \otimes l^{-}\left(g_{(2)}\right) l^{+}\left(h_{(2)}\right)\right) \\
& =(X \bowtie f, \iota(g \bowtie h))
\end{aligned}
$$

for $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$ and $g \bowtie h \in \mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)$.
3.7. Parabolic quantum subgroups. In this section we describe briefly how to obtain quantum analogues of parabolic subgroups in complex semisimple Lie groups. We continue to use the notation introduced in previously.

Recall that $\Sigma=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ denotes the set of simple roots, and let $S \subset \Sigma$ be a subset. We obtain a corresponding Hopf $*$-subalgebra $U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{S}\right) \subset U_{q}^{\mathbb{R}}(\mathfrak{k})$ generated by all $K_{\lambda}$ for $\lambda \in \mathbf{P}$ together with the generators $E_{i}, F_{i}$ for $\alpha_{i} \in S$. Notice that $U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{\Sigma}\right)=U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{\emptyset}\right)=U_{q}^{\mathbb{R}}(\mathfrak{t})$. The inclusion $U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{S}\right) \rightarrow U_{q}^{\mathbb{R}}(\mathfrak{k})$ induces a $\operatorname{map} U_{q}^{\mathbb{R}}(\mathfrak{k})^{*} \rightarrow U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{S}\right)^{*}$, and we denote by $\mathfrak{C}^{\infty}\left(K_{q, S}\right)$ the Hopf $*$-algebra obtained as the image of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ under this map. In this way, $K_{q, S}$ is a closed quantum subgroup of $K_{q}$. Notice that $K_{q, \Sigma}=K_{q}$, and that $K_{q, \emptyset}=T$ is the classical maximal torus inside $K_{q}$.

We define the parabolic quantum subgroup $P_{q} \subset G_{q}$ associated to the set $S$ as the Drinfeld double

$$
\mathfrak{C}_{c}^{\infty}\left(P_{q}\right)=\mathfrak{C}_{c}^{\infty}\left(K_{q, S} \bowtie \hat{K}_{q}\right)=\mathfrak{C}^{\infty}\left(K_{q, S}\right) \otimes \mathfrak{D}\left(K_{q}\right)
$$

with the coproduct induced from $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$. That is, in the formula for the comultiplication of $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ one has to replace $W$ by $\left(\pi_{S} \otimes \mathrm{id}\right)(W) \in \mathcal{M}\left(\mathfrak{C}^{\infty}\left(K_{q, S}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right)$, where $\pi_{S}: \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}\left(K_{q, S}\right)$ is the canonical quotient map.

In a similar way we construct the quantized universal enveloping algebras of the corresponding real Lie groups. More precisely, we define the Hopf $*$-algebra $U_{q}^{\mathbb{R}}(\mathfrak{p})$ associated to the parabolic quantum subgroup $P_{q}$ by

$$
U_{q}^{\mathbb{R}}(\mathfrak{p})=U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{S}\right) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)
$$

where the pairing between $U_{q}^{\mathbb{R}}\left(\mathfrak{k}_{S}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$ used in the definition of the double is induced from the canonical pairing between $U_{q}^{\mathbb{R}}(\mathfrak{k})$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$. By construction, we have a canonical inclusion homomorphism $U_{q}^{\mathbb{R}}(\mathfrak{p}) \rightarrow U_{q}^{\mathbb{R}}(\mathfrak{g})$.

The quantum Borel subgroup $B_{q} \subset G_{q}$ is defined to be the parabolic subgroup corresponding to $S=\emptyset$. Explicitly,

$$
\mathfrak{C}_{c}^{\infty}\left(B_{q}\right)=\mathfrak{C}_{c}^{\infty}\left(T \bowtie \hat{K}_{q}\right)=\mathfrak{C}^{\infty}(T) \otimes \mathfrak{D}\left(K_{q}\right)
$$

with the comultiplication twisted by the bicharacter as explained above. The corresponding quantized universal enveloping algebra is

$$
U_{q}^{\mathbb{R}}(\mathfrak{b})=U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right) .
$$

In the study of principal series representations we will only work with the Borel quantum subgroup and its quantized universal enveloping algebra.

## 4. Category $\mathcal{O}$

In this chapter we study some aspects of the representation theory of quantized universal enveloping algebras with applications to the theory of Yetter-Drinfeld modules and complex quantum groups. Our main goal is a proof of the Verma module annihilator Theorem, following the work of Joseph and Letzter. We refer to [28] for a survey of the ideas involved in the proof and background.

In this chapter, unless explicitly stated otherwise, we shall work over $\mathbb{K}=\mathbb{C}$ and assume that $1 \neq q=e^{h}$ is positive. We shall also use the notation $\hbar=\frac{h}{2 \pi}$. Recall that in this situation, we have the identification $\mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$, see Subsection 2.3.1.
4.1. The definition of category $\mathcal{O}$. In this section we introduce category $\mathcal{O}$ for $U_{q}(\mathfrak{g})$, compare Section 4.1.4 in [41] and [1], 37].

We start with the following definition, compare [1].
Definition 4.1. A left module $M$ over $U_{q}(\mathfrak{g})$ is said to belong to category $\mathcal{O}$ if
a) $M$ is finitely generated as a $U_{q}(\mathfrak{g})$-module.
b) $M$ is a weight module, that is, a direct sum of its weight spaces $M_{\lambda}$ for $\lambda \in \mathfrak{h}_{q}^{*}$.
c) The action of $U_{q}\left(\mathfrak{n}_{+}\right)$on $M$ is locally nilpotent.

Morphisms in category $\mathcal{O}$ are all $U_{q}(\mathfrak{g})$-linear maps.
Note that category $\mathcal{O}$ is closed under taking submodules and quotient modules. Specifically, finite generation passes to submodules by Noetherianity of $U_{q}(\mathfrak{g})$, see Proposition 2.134, and submodules and quotients of weight modules are again weight modules. Local nilpotency is obvious in either case.

Due to finite generation, any module $M$ in category $\mathcal{O}$ satisfies $\operatorname{dim} M_{\lambda}<\infty$ for all $\lambda \in \mathfrak{h}_{q}^{*}$. We define the formal character of $M$ by setting

$$
\operatorname{ch}(M)=\sum_{\lambda \in \mathfrak{h}_{q}^{*}} \operatorname{dim}\left(M_{\lambda}\right) e^{\lambda}
$$

here the expression on the right hand side is interpreted as a formal sum.
More generally, we will consider formal sums of the form $\sum_{\lambda \in \mathfrak{h}_{q}^{*}} f(\lambda) e^{\lambda}$ where $f: \mathfrak{h}_{q}^{*} \rightarrow \mathbb{Z}$ is any integer valued function whose support lies in a finite union of sets of the form $\nu-\mathbf{Q}^{+}$with $\nu \in \mathfrak{h}_{q}^{*}$. For such formal sums, there is a well-defined convolution product given by

$$
\left(\sum_{\lambda \in \mathfrak{h}_{q}^{*}} f(\lambda) e^{\lambda}\right)\left(\sum_{\mu \in \mathfrak{h}_{q}^{*}} g(\mu) e^{\mu}\right)=\sum_{\lambda, \mu \in \mathfrak{h}_{q}^{*}} f(\lambda) g(\mu) e^{\lambda+\mu} .
$$

In particular, let us define

$$
p=\prod_{\beta \in \boldsymbol{\Delta}^{+}}\left(\sum_{m=0}^{\infty} e^{-m \beta}\right)=\sum_{\nu \in \mathbf{Q}^{+}} P(\nu) e^{-\nu},
$$

where $P$ is Kostant's partition function,

$$
P(\nu)=\left|\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu\right\}\right|
$$

If $\mu \in \mathfrak{h}_{q}^{*}$ and $M=M(\mu)$ is the Verma module with highest weight $\mu$ then Proposition 2.68 immediately shows that the character of $M$ is given by

$$
\operatorname{ch}(M(\mu))=e^{\mu} p
$$

4.1.1. Category $\mathcal{O}$ is Artinian. In this subsection we discuss finiteness properties of category $\mathcal{O}$.

Let us first show that every module $M$ in $\mathcal{O}$ admits a finite filtration by highest weight modules, compare Section 1.2 in 37. Recall that a $U_{q}(\mathfrak{g})$-module $M$ is called a highest weight module of highest weight $\lambda$ if there exists a primitive vector $v_{\lambda}$ in $M$ which generates $M$. Recall also that we have a partial order on $\mathfrak{h}_{q}^{*}$ defined by $\lambda \leq \mu$ if and only if $\mu-\lambda \in \mathbf{Q}^{+}$, see Section 2.3 .

Lemma 4.2. Let $M$ be a nonzero module in $\mathcal{O}$. Then $M$ has a finite filtration

$$
0=M_{0} \subset M_{1} \subset \cdots \subset M_{n}=M
$$

such that each subquotient $M_{j} / M_{j-1}$ for $1 \leq j \leq n$ is a highest weight module.
Proof. According to condition $a$ ) in Definition 4.1 we see that $M$ is generated by finitely many weight vectors. Consider the $U_{q}\left(\mathfrak{n}_{+}\right)$-module $V$ generated by a finite generating set of weight vectors, which by condition $c$ ) is finite dimensional.

We prove the claim by induction on $\operatorname{dim}(V)$, the case $\operatorname{dim}(V)=1$ being trivial. For the inductive step pick a weight in $\mathfrak{h}_{q}^{*}$ which is maximal among the weights appearing in $V$. Then we can find a corresponding primitive vector $v \in M$ and obtain an associated submodule $M_{0}=U_{q}(\mathfrak{g}) \cdot v \subset M$. The quotient $M / M_{0}$ is again finitely generated by the $U_{q}\left(\mathfrak{n}_{+}\right)$-module $V / \mathbb{C} v$. We can therefore apply our inductive hypothesis to obtain a filtration of the desired type for $M / M_{0}$, and pulling this filtration back to $M$ yields the assertion.

Recall that a module $M$ over a ring $R$ is called Noetherian (Artinian) if every ascending chain $M_{1} \subset M_{2} \subset M_{3} \subset \cdots$ of submodules (every descending chain $M_{1} \supset M_{2} \supset \cdots$ of submodules) becomes stationary, that is, if there exists $n \in \mathbb{N}$ such that $M_{n}=M_{n+1}=M_{n+2}=\cdots$.

We show that every module in $\mathcal{O}$ is Artinian and Noetherian, compare Section 1.11 in 37.

Theorem 4.3. Every module $M$ in category $\mathcal{O}$ is Artinian and Noetherian. Moreover $\operatorname{dim}_{U_{q}(\mathfrak{g})}(M, N)<\infty$ for all $M, N \in \mathcal{O}$.

Proof. According to Lemma 4.2, any nonzero module $M$ in $\mathcal{O}$ has a finite filtration with subquotients given by highest weight modules. Hence it suffices to treat the case where $M=M(\lambda)$ for $\lambda \in \mathfrak{h}_{q}^{*}$ is a Verma module.

Consider the finite dimensional subspace $V=\bigoplus_{\hat{w} \in \hat{W}} M(\lambda)_{\hat{w} . \lambda}$ of $M=M(\lambda)$, where we recall that $\hat{W}$ is the extended Weyl group defined in Section 2.13. Assume that $N_{1} \subset N_{2}$ is a proper inclusion of submodules of $M$. Then $Z U_{q}(\mathfrak{g})$ acts on $N_{1}, N_{2}$ and $N_{2} / N_{1}$ by the central character $\xi_{\lambda}$. Since $N_{2} \subset M$ the module $N_{2} / N_{1}$ contains a primitive vector $v_{\mu}$ of some weight $\mu \leq \lambda$. Therefore $\xi_{\mu}=\xi_{\lambda}$. According to Theorem 2.128 this implies $\mu=w \cdot \lambda$ for some $w \in \hat{W}$. We conclude $N_{2} \cap V \neq 0$ and $\operatorname{dim}\left(N_{2} \cap V\right)>\operatorname{dim}\left(N_{1} \cap V\right)$. Since $V$ is finite dimensional this means that any strictly ascending or descending chain of submodules will have length at most $\operatorname{dim}(V)$. In particular, every module $M$ in $\mathcal{O}$ is both Artinian and Noetherian.

Any $U_{q}(\mathfrak{g})$-linear map $M \rightarrow N$ is determined by its values on a finite generating set of weight vectors. Since the weight spaces of $N$ are finite dimensional we conclude $\operatorname{dim}_{U_{q}(\mathfrak{g})}(M, N)<\infty$ for all $M, N \in \mathcal{O}$.

Of course, Noetherianity of modules in $\mathcal{O}$ follows also from the fact that $U_{q}(\mathfrak{g})$ is Noetherian, see Theorem 2.134

Due to Theorem 4.3 one can apply Jordan-Hölder theory to category $\mathcal{O}$. More precisely, every module $M \in \mathcal{O}$ has a decomposition series $0=M_{0} \subset M_{1} \subset \cdots \subset$ $M_{n}=M$ such that all subquotients $M_{j+1} / M_{j}$ are simple highest weight modules.

Moreover, the number of subquotients isomorphic to $V(\lambda)$ for $\lambda \in \mathfrak{h}_{q}^{*}$ is independent of the decomposition series and will be denoted by $[M: V(\lambda)]$. Note that this gives the formula

$$
\operatorname{ch}(M)=\sum_{\lambda \in \mathfrak{h}_{q}^{*}}[M: V(\lambda)] \operatorname{ch}(V(\lambda))
$$

for the character of $M$, with only finitely many nonzero terms on the right hand side.

In particular, for any $\mu \in \mathfrak{h}_{q}^{*}$ the character of the Verma module $M(\mu)$ can be written as

$$
\operatorname{ch}(M(\mu))=\sum_{\lambda \in \mathfrak{h}_{q}^{*}}[M(\mu): V(\lambda)] \operatorname{ch}(V(\lambda)) .
$$

Note that $[M(\mu): V(\mu)]=1$, and moreover $[M(\mu): V(\lambda)]=0$ unless $\lambda \leq \mu$ and $\lambda$ is $\hat{W}$-linked to $\mu$, due to Theorem 2.128. It follows that the character of the simple module $V(\mu)$ can be expressed in the form

$$
\operatorname{ch}(V(\mu))=\sum_{\lambda \in W \cdot \mu} m_{\lambda} \operatorname{ch}(M(\lambda))
$$

for certain integers $m_{\lambda}$. For $\mu \in \mathbf{P}^{+}$these coefficients are given as follows.
Proposition 4.4. Let $\mu \in \mathbf{P}^{+}$. Then we have

$$
\operatorname{ch}(V(\mu))=\sum_{w \in W}(-1)^{l(w)} \operatorname{ch}(M(w \cdot \mu)) .
$$

Proof. The above discussion shows that

$$
\operatorname{ch}(V(\mu))=\sum_{w \in W} m_{w \cdot \mu} \operatorname{ch}(M(w \cdot \mu))
$$

for some integers $m_{w . \mu}$. We need to show that $m_{w . \mu}=(-1)^{l(w)}$.
Recall that $\operatorname{ch}(M(\mu))=e^{\mu} p$ where $p=\prod_{\beta \in \boldsymbol{\Delta}^{+}}\left(1+e^{-\beta}+e^{-2 \beta}+\cdots\right)$. We introduce the formal sum

$$
q=\prod_{\beta \in \boldsymbol{\Delta}^{+}}\left(e^{\beta / 2}-e^{-\beta / 2}\right)=e^{\rho} \prod_{\beta \in \boldsymbol{\Delta}^{+}}\left(1-e^{-\beta}\right)
$$

and note that the right hand expression gives $p q=e^{\rho}$. Therefore, we obtain

$$
\operatorname{ch}(V(\mu)) q=\sum_{w \in W} m_{w \cdot \mu} e^{w \cdot \mu} p q=\sum_{w \in W} m_{w \cdot \mu} e^{w \mu}
$$

Consider the Weyl group action on finite formal sums defined by $w e^{\lambda}=e^{w \lambda}$ for $w \in W$ and $\lambda \in \mathfrak{h}_{q}^{*}$. Note that $q$ is alternating with respect to this action, meaning that $w q=(-1)^{l(w)} q$ for all $w \in W$. Moreover, $\operatorname{ch}(V(\mu))$ is $W$-invariant by Proposition 2.42. Therefore, $\operatorname{ch}(V(\mu)) q$ is alternating, and hence $m_{w . \mu}=(-1)^{l(w)} m_{\mu}$ for all $w \in W$. Since $m_{\mu}=1$, the result follows.

As a consequence, the weight spaces of the irreducible module $V(\mu)$ for $\mu \in \mathbf{P}^{+}$ have the same dimensions as in the classical case, and the dimension of $V(\mu)$ is given by the Weyl dimension formula.
4.1.2. Duality. The appropriate duality operation in category $\mathcal{O}$ is different from the usual duality for modules over Hopf algebras defined in terms of the antipode.

We define duals in category $\mathcal{O}$ in the same way as we did for general weight modules in Section 2.3. Namely, if $M$ is a module in category $\mathcal{O}$ we let the dual of $M$ be the $U_{q}(\mathfrak{g})$-module

$$
M^{\vee}=\bigoplus_{\lambda \in \mathfrak{h}_{q}^{*}} \operatorname{Hom}\left(M_{\lambda}, \mathbb{C}\right)
$$

with the left $U_{q}(\mathfrak{g})$-module structure given by

$$
(X \cdot f)(v)=f(\tau(X) \cdot v)
$$

where $\tau$ is the involution from Definition 2.16. Notice that we have a canonical isomorphism $M^{\vee \vee} \cong M$ since all weight spaces are finite dimensional and $\tau$ is involutive. If $0 \rightarrow K \rightarrow M \rightarrow Q \rightarrow 0$ is an exact sequence of modules in category $\mathcal{O}$ then the dual sequence $0 \rightarrow Q^{\vee} \rightarrow M^{\vee} \rightarrow K^{\vee} \rightarrow 0$ is again exact.

Let us show that the dual $M^{\vee}$ of a module $M$ in category $\mathcal{O}$ is again in category $\mathcal{O}$. It is clear that $M^{\vee}$ is a weight module such that $\left(M^{\vee}\right)_{\lambda}=\operatorname{Hom}\left(M_{\lambda}, \mathbb{C}\right)$. Local nilpotency of the action of $U_{q}\left(\mathfrak{n}_{+}\right)$follows from the fact that the elements in $M^{\vee}$ are supported on only finitely many weight spaces.

To see that $M^{\vee}$ is finitely generated we argue as follows, see 37. Assume $M^{\vee}$ is not finitely generated. Then we can find a strictly increasing infinite sequence $0=U_{0} \subset U_{1} \subset \cdots \subset M^{\vee}$ of finitely generated submodules $U_{k} \subset M^{\vee}$. Setting $Q_{j}=M^{\vee} / U_{j}$ we obtain a corresponding infinite sequence $M^{\vee}=M^{\vee} / 0 \rightarrow Q_{1} \rightarrow$ $Q_{2} \rightarrow \cdots$ of quotient modules of $M^{\vee}$ and surjective module maps. By exactness of the duality functor this in turn leads to a strictly decreasing infinite sequence of submodules of $M$. As we have seen in the proof of Theorem 4.3 this is impossible.

In summary, we conclude that sending $M$ to $M^{\vee}$ defines a contravariant involutive self-equivalence of category $\mathcal{O}$.
4.1.3. Dominant and antidominant weights. In this subsection we discuss the notion of dominant and antidominant weights in analogy to the classical theory, see Chapter 10 in [37. There are some new features in the quantum setting due to the exponentiation in the Cartan part of the quantized universal enveloping algebra.

Recall from Definition 2.125 that the extended Weyl group is defined as $\hat{W}=$ $\mathbf{Y}_{q} \rtimes W$, where $\mathbf{Y}_{q}$ denotes the subgroup of elements of order at most 2 in $\mathfrak{h}_{q}^{*}$. Under the identification $\mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$ we have $\mathbf{Y}_{q}=\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}$. The extended Weyl group acts on $\mathfrak{h}_{q}^{*}$ by

$$
(\zeta, w) \lambda=w \lambda+\zeta
$$

for $\zeta \in \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}, w \in W$ and $\lambda \in \mathfrak{h}_{q}^{*}$, and also by the shifted action

$$
(\zeta, w) \cdot \lambda=w \cdot \lambda+\zeta=w(\lambda+\rho)-\rho+\zeta
$$

Two elements of $\mathfrak{h}_{q}^{*}$ are $\hat{W}$-linked if they lie in the same orbit of the shifted $\hat{W}$-action.
Following the notation in 37, we define

$$
\boldsymbol{\Delta}_{[\lambda]}=\left\{\alpha \in \boldsymbol{\Delta} \mid q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}\right\} .
$$

Here we are writing $q_{\alpha}^{(\lambda, \mu)}$ to denote $q^{\left(\lambda, d_{\alpha} \mu\right)}$ for $\mu \in \mathbf{P}$. Note that $\boldsymbol{\Delta}_{[\mu]}=\boldsymbol{\Delta}_{[\lambda]}$ if $\mu \in \lambda+\mathbf{P}$, so we may equivalently characterize $\boldsymbol{\Delta}_{[\lambda]}$ by

$$
\boldsymbol{\Delta}_{[\lambda]}=\left\{\alpha \in \boldsymbol{\Delta} \mid q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}\right\}
$$

Next we define

$$
\hat{W}_{[\lambda]}=\{\hat{w} \in \hat{W} \mid \hat{w} \lambda-\lambda \in \mathbf{Q}\} .
$$

Note that if $\mu=\lambda+\nu$ with $\nu \in \mathbf{P}$ then for any $\hat{w}=(\zeta, w) \in \hat{W}_{[\lambda]}$ we have

$$
(\zeta, w) \mu-\mu=(w \lambda+\zeta-\lambda)+(w \nu-\nu)=((\zeta, w) \lambda-\lambda)+(w \nu-\nu) \in \mathbf{Q}
$$

It follows that $\hat{W}_{[\mu]}=\hat{W}_{[\lambda]}$ whenever $\mu \in \lambda+\mathbf{P}$, and therefore

$$
\hat{W}_{[\lambda]}=\{\hat{w} \in W \mid \hat{w} \cdot \lambda-\lambda \in \mathbf{Q}\} .
$$

We define $W_{[\lambda]}$ as the image of $\hat{W}_{[\lambda]}$ under the canonical projection $\hat{W} \rightarrow W$. Note that $\hat{W}_{[\lambda]} \cap\left(\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee} \rtimes\{e\}\right)$ is trivial, so the projection map $\hat{W}_{[\lambda]} \rightarrow W_{[\lambda]}$ is in fact an isomorphism. Explicitly, we have

$$
\begin{aligned}
W_{[\lambda]} & =\left\{w \in W \left\lvert\, w \lambda-\lambda \in \mathbf{Q}+\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}\right.\right\} \\
& =\left\{w \in W \left\lvert\, w \cdot \lambda-\lambda \in \mathbf{Q}+\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}\right.\right\} .
\end{aligned}
$$

In the next proposition, we write $E$ for the $\mathbb{R}$-span of the root system $\boldsymbol{\Delta} \subset \mathfrak{h}^{*}$. For $\lambda \in \mathfrak{h}^{*}$ we write $\lambda=\operatorname{Re}(\lambda)+i \operatorname{Im}(\lambda)$ where $\operatorname{Re}(\lambda), \operatorname{Im}(\lambda)$ belong to $E$. Similarly, we decompose $\lambda \in \mathfrak{h}_{q}^{*}$, under the understanding that $\operatorname{Im}(\lambda)$ is only defined modulo $\hbar^{-1} \mathbf{Q}^{\vee}$.

Proposition 4.5. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then $\boldsymbol{\Delta}_{[\lambda]}$ is a root system in its $\mathbb{R}$-span $E(\lambda) \subset E$, where $E(\lambda)$ is equipped with the inner product induced from $E$. Moreover $W_{[\lambda]}$ is the Weyl group of $\boldsymbol{\Delta}_{[\lambda]}$.
Proof. In order to verify that $\boldsymbol{\Delta}_{[\lambda]}$ is a root system in $E(\lambda)$ it is enough to check $s_{\beta} \boldsymbol{\Delta}_{[\lambda]} \subset \boldsymbol{\Delta}_{[\lambda]}$ for all $\beta \in \boldsymbol{\Delta}_{[\lambda]}$. So let $\alpha \in \boldsymbol{\Delta}_{[\lambda]}$ and observe that $\left(s_{\beta} \alpha\right)^{\vee}=s_{\beta} \alpha^{\vee}$ since the action of $s_{\beta}$ on $E$ is isometric. Therefore

$$
q_{\alpha}^{\left(\lambda,\left(s_{\beta} \alpha\right)^{\vee}\right)}=q_{\alpha}^{\left(\lambda, s_{\beta} \alpha^{\vee}\right)}=q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)-\left(\lambda, \beta^{\vee}\right)\left(\beta, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}
$$

as desired, using that both $\alpha$ and $\beta$ are contained in $\boldsymbol{\Delta}_{[\lambda]}$. Since $q_{\alpha}=q_{s_{\beta} \alpha}$ this shows $s_{\beta} \alpha \in \boldsymbol{\Delta}_{[\lambda]}$.

In order to prove that $W_{[\lambda]}$ is the Weyl group of $\boldsymbol{\Delta}_{[\lambda]}$ we proceed in a similar way as in Section 3.4 in [37]. We show first that $\alpha \in \boldsymbol{\Delta}$ satisfies $\alpha \in \boldsymbol{\Delta}_{[\lambda]}$ iff $s_{\alpha} \in W_{[\lambda]}$. Indeed, we have $s_{\alpha} \cdot \lambda-\lambda=-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha$ in $\mathfrak{h}_{q}^{*}$, and the condition $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}$ is equivalent to $-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha \in \mathbf{Q}$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$. Thus, the Weyl group of $\Delta_{[\lambda]}$ is contained in $W_{[\lambda]}$, and to complete the proof it suffices to show that $W_{[\lambda]}$ is generated by the reflections it contains.

We first consider the case $\lambda \in E$. We introduce the affine Weyl group $W_{a}=$ $\mathbf{Q} \rtimes W$, where $\mathbf{Q}$ acts upon $E$ by translations and $W$ by the standard Weyl group action. Note that an element $w \in W$ belongs to $W_{[\lambda]}$ if and only if $(\beta, w) \lambda=\lambda$ for some $\beta \in \mathbf{Q}$. By Theorem 4.8 of [36] the subgroup of $W_{a}$ which fixes any $\lambda \in E$ is generated by its reflections, and the result follows.

Now let $\lambda \in \mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$ be arbitrary, and lift it to an element $\lambda_{0}+i \lambda_{1} \in \mathfrak{h}^{*}$ with $\lambda_{0}, \lambda_{1} \in E$. An element $w \in W$ belongs to $W_{[\lambda]}$ if and only if

$$
w \lambda_{0}-\lambda_{0} \in \mathbf{Q} \quad \text { and } \quad w \lambda_{1}-\lambda_{1} \in \frac{1}{2} \hbar^{-1} \mathbf{Q}^{\vee}
$$

By the previous case, the first condition is equivalent to $w \in W_{\left[\lambda_{0}\right]}$, which is the Weyl group of the root system $\boldsymbol{\Delta}_{\left[\lambda_{0}\right]}$ in the subspace $E\left(\lambda_{0}\right)$.

Consider the rescaled coroot system

$$
\boldsymbol{\Delta}^{\prime}=\left\{\left.\frac{1}{2} \hbar^{-1} \alpha^{\vee} \right\rvert\, \alpha \in \boldsymbol{\Delta}_{\left[\lambda_{0}\right]}\right\} \subset E\left(\lambda_{0}\right)
$$

It is a root system with the same Weyl group $W_{\left[\lambda_{0}\right]}$. We write $\mathbf{Q}^{\prime}$ for the lattice it generates and $W_{a}^{\prime}=\mathbf{Q}^{\prime} \rtimes W_{\left[\lambda_{0}\right]}$ for the associated affine Weyl group. Let us decompose $\lambda_{1}$ as

$$
\lambda_{1}=\lambda_{1}^{\prime}+\lambda_{1}^{\prime \prime} \in E\left(\lambda_{0}\right) \oplus E\left(\lambda_{0}\right)^{\perp}
$$

Since $W_{\left[\lambda_{0}\right]}$ fixes $E\left(\lambda_{0}\right)^{\perp}$, we see that if $w \in W_{\left[\lambda_{0}\right]}$ then the above condition on $\lambda_{1}$ is equivalent to

$$
w \lambda_{1}-\lambda_{1}=w \lambda_{1}^{\prime}-\lambda_{1}^{\prime} \in \frac{1}{2} \hbar^{-1} \mathbf{Q}^{\vee} \cap E\left(\lambda_{0}\right)=\mathbf{Q}^{\prime}
$$

and therefore $(\gamma, w) \lambda_{1}^{\prime}=\lambda_{1}^{\prime}$ for some $\gamma \in \mathbf{Q}^{\prime}$. As before, the subgroup of $W_{a}^{\prime}$ fixing $\lambda_{1}^{\prime}$ is generated by its reflections. Thus $W_{[\lambda]}$ is generated by its reflections, and the result follows.

Let us now introduce the concept of dominant and antidominant weights. We recall that we use the convention $\mathbb{N}=\{1,2, \ldots\}$ and $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$.
Definition 4.6. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then
a) $\lambda$ is dominant if $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{-\mathbb{N}}$ for all $\alpha \in \boldsymbol{\Delta}^{+}$.
b) $\lambda$ is antidominant if $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{N}}$ for all $\alpha \in \boldsymbol{\Delta}^{+}$.

We remark that $-\rho$ is both dominant and antidominant. Note that $\lambda \in \mathfrak{h}_{q}^{*}$ is not dominant iff there exists some $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$, or equivalently, such that $\left(\lambda+\rho, \alpha^{\vee}\right)=-m+\frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$ for some $m \in \mathbb{N}$, where we are using the notation $\hbar_{\alpha}=d_{\alpha} \hbar$. Similarly, $\lambda \in \mathfrak{h}_{q}^{*}$ is not antidominant iff there exists some $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$, or equivalently, such that $\left(\lambda+\rho, \alpha^{\vee}\right)=$ $m+\frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$ for some $m \in \mathbb{N}$.

We remark that the terminology introduced in Definition 4.6 is in tension with standard terminology used for dominant integral weights. More precisely, $\lambda \in \mathbf{P}$ is dominant in the sense of Definition $4.6 \mathrm{iff}\left(\lambda+\rho, \alpha^{\vee}\right) \geq 0$ for all $\alpha \in \boldsymbol{\Delta}^{+}$, whereas $\lambda$ is dominant integral if $\left(\lambda, \alpha^{\vee}\right) \geq 0$ for all $\alpha \in \boldsymbol{\Delta}^{+}$. We shall refer to weights in $\mathbf{P}^{+}$as dominant integral weights, which means that being dominant and integral is not the same thing as being dominant integral.

Let us introduce some further notation for reflections in the extended Weyl group $\hat{W}=\mathbf{Y}_{q} \rtimes W$, where we recall that $\mathbf{Y}_{q}=\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}$. If $k \in \mathbb{Z}$ and $\alpha \in \boldsymbol{\Delta}_{[\lambda]}$, we write $s_{k, \alpha}=\left(\frac{k}{2} i \hbar^{-1} \alpha^{\vee}, s_{\alpha}\right) \in \hat{W}$. Explicitly, this element acts on $\nu \in \mathfrak{h}_{q}^{*}$ by

$$
s_{k, \alpha} \cdot \nu=s_{\alpha} \cdot \nu+\frac{k}{2} i \hbar^{-1} \alpha^{\vee} .
$$

Note that $s_{k, \alpha}=s_{k+2 m, \alpha}$ for all $m \in \mathbb{Z}$, so we shall frequently parametrize $s_{k, \alpha}$ by $k \in \mathbb{Z}_{2}$.

In the sequel we will use the notation $\lambda \leq \mu$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ to say that $\mu-\lambda$ is congruent to an element of $\mathbf{Q}^{+}$modulo $\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$. In other words, this corresponds to the natural order relation in the quotient $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ of $\mathfrak{h}_{q}^{*}$.
Proposition 4.7. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then $\lambda$ is antidominant if and only if one of the following equivalent conditions hold.
a) $(\lambda+\rho, \alpha) \leq 0$ in $\mathbb{C} / \frac{1}{2} i \hbar^{-1} \mathbb{Z}$ for all $\alpha \in \Delta_{[\lambda]}^{+}$, that is, the real part of $(\lambda+\rho, \alpha)$ is non-positive, and the imaginary part of $(\lambda+\rho, \alpha)$ is contained in $\frac{1}{2} \hbar^{-1} \mathbb{Z}$.
b) $\lambda \leq s_{\alpha} \cdot \lambda$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ for all $\alpha \in \boldsymbol{\Delta}_{[\lambda]}^{+}$.
c) $\lambda \leq w . \lambda$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ for all $w \in W_{[\lambda]}$.
d) If $\hat{w} \in \hat{W}_{[\lambda]}$ satisfies $\hat{w} . \lambda \leq \lambda$ in $\mathfrak{h}_{q}^{*}$ then $\hat{w}=e$.

Proof. Recall that $\alpha \in \Delta_{[\lambda]}$ if and only if $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}$. Therefore $\lambda$ is antidominant if and only if for every $\alpha \in \Delta_{[\lambda]}^{+}$we have in fact $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}_{0}}$. This is equivalent to condition $a$ ).

Now we prove the equivalence of the four listed conditions.
$a) \Leftrightarrow b$ ) For any root $\alpha \in \boldsymbol{\Delta}^{+}$we have

$$
s_{\alpha} \cdot \lambda=s_{\alpha}(\lambda+\rho)-\rho=\lambda-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha=\lambda-(\lambda+\rho, \alpha) \alpha^{\vee} .
$$

This shows the desired equivalence.

## $c) \Rightarrow b$ ) is trivial.

$b) \Rightarrow c$ ) We use induction on the length of $w \in W_{[\lambda]}$. For $w=e$ the claim obviously holds. Hence assume $w=v s_{i}$ for some $v \in W_{[\lambda]}$ with $l(v)<l(w)$ and $s_{i}$ the reflection associated to some simple root $\alpha_{i}$ in $\Delta_{[\lambda]}$. Note that, in this case, $w \alpha<0$. We have

$$
\lambda-w \cdot \lambda=(\lambda-v \cdot \lambda)+v\left(\lambda-s_{i} \cdot \lambda\right),
$$

where in the second term $v$ is acting by the unshifted action. The first term satisfies $\lambda-v \cdot \lambda \leq 0$ by our inductive hypothesis. For the second term we obtain

$$
v\left(\lambda-s_{i} \cdot \lambda\right)=w\left(s_{i} \cdot \lambda-\lambda\right)=-\left(\lambda+\rho, \alpha_{i}^{\vee}\right) w \alpha_{i} \leq 0
$$

as well.
$c) \Rightarrow d$ ) Assume $\hat{w}=\left(\beta^{\vee}, w\right)$ satisfies $\hat{w} . \lambda \leq \lambda$. We have

$$
\hat{w} \cdot \lambda-\lambda=w \cdot \lambda-\lambda+\frac{1}{2} i \hbar^{-1} \beta^{\vee}
$$

so that $w \cdot \lambda \leq \lambda$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$. Hence condition $\left.c\right)$ implies $w=e . \operatorname{Now}\left(\beta^{\vee}, e\right) \cdot \lambda=$ $\lambda+\frac{1}{2} i \hbar^{-1} \beta^{\vee} \leq \lambda$ yields $\beta^{\vee}=0$.
$d) \Rightarrow a)$ Fix $\alpha \in \boldsymbol{\Delta}_{[\lambda]}^{+}$and consider the affine reflection $s_{k, \alpha}=\left(k \alpha^{\vee}, s_{\alpha}\right)$. Since $s_{k, \alpha} \in \hat{W}_{[\lambda]}$ we automatically have

$$
-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha+\frac{k}{2} i \hbar^{-1} \alpha^{\vee}=s_{k, \alpha} \cdot \lambda-\lambda \in \mathbf{Q}
$$

inside $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$, that is, $\left(\lambda+\rho, \alpha^{\vee}\right) \alpha \in \mathbf{Q} \subset \mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$. In particular, $(\operatorname{Im}(\lambda)+\rho, \alpha) \in \frac{1}{2} i \hbar^{-1} \mathbb{Z}$. If $\left(\operatorname{Re}(\lambda)+\rho, \alpha^{\vee}\right)>0$ then we get $s_{k, \alpha} \cdot \lambda<\lambda$ for suitable choice of $k$, which is impossible by $d$ ). Hence $\left(\operatorname{Re}(\lambda)+\rho, \alpha^{\vee}\right) \leq 0$.

This finishes the proof.
An analogous result holds for dominant weights.
Proposition 4.8. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then $\lambda$ is dominant if and only if one of the following equivalent conditions hold.
a) $(\lambda+\rho, \alpha) \geq 0$ in $\mathbb{C} / \frac{1}{2} i \hbar^{-1} \mathbb{Z}$ for all $\alpha \in \Delta_{[\lambda]}^{+}$, that is, the real part of $(\lambda+\rho, \alpha)$ is non-negative, and the imaginary part of $(\lambda+\rho, \alpha)$ is contained in $\frac{1}{2} \hbar^{-1} \mathbb{Z}$.
b) $\lambda \geq s_{\alpha} \cdot \lambda$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ for all $\alpha \in \boldsymbol{\Delta}_{[\lambda]}^{+}$.
c) $\lambda \geq w . \lambda$ in $\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$ for all $w \in W_{[\lambda]}$.
d) If $\hat{w} \in \hat{W}_{[\lambda]}$ satisfies $\hat{w} . \lambda \geq \lambda$ in $\mathfrak{h}_{q}^{*}$ then $\hat{w}=e$.

Proof. This is a direct translation of the proof of Proposition 4.7
4.2. Submodules of Verma modules. In this section we examine the existence of submodules of Verma modules. We shall discuss in particular an analogue of Verma's Theorem and a necessary and sufficient condition for the irreducibility of Verma modules.

The socle $\operatorname{Soc}(M)$ of a module $M$ is the sum of all simple submodules of $M$. Recall from Theorem 2.134 that the algebra $U_{q}\left(\mathfrak{n}_{-}\right)$is Noetherian without zerodivisors. Since $M(\lambda)$ for $\lambda \in \mathfrak{h}_{q}^{*}$ is a free $U_{q}\left(\mathfrak{n}_{-}\right)$-module, the following result follows from general facts, see Section 4.1 in [37].

Lemma 4.9. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Any two nonzero submodules of $M(\lambda)$ have a nonzero intersection.

Proof. Assume $M, N \subset M(\lambda)$ are nonzero submodules. Then $M \supset U_{q}\left(\mathfrak{n}_{-}\right) m \cdot v_{\lambda}$ and $N \supset U_{q}\left(\mathfrak{n}_{-}\right) n \cdot v_{\lambda}$ for some nonzero elements $m, n \in U_{q}\left(\mathfrak{n}_{-}\right)$. Since $U_{q}\left(\mathfrak{n}_{-}\right)$is Noetherian and has no zero divisors, the left ideals $U_{q}\left(\mathfrak{n}_{-}\right) n$ and $U_{q}\left(\mathfrak{n}_{-}\right) m$ must have nontrivial intersection, see Section 4.1 in 37.

We recall that $V(\mu)$ denotes the unique simple quotient of the Verma module $M(\mu)$.

Lemma 4.10. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then the socle of $M(\lambda)$ is of the form

$$
\operatorname{Soc}(M(\lambda)) \cong V(\mu) \cong M(\mu)
$$

for a unique weight $\mu \leq \lambda$.

Proof. According to Lemma 4.9, the socle of $M(\lambda)$ must be simple, therefore of the form $V(\mu)$ for some $\mu \in \mathfrak{h}_{q}^{*}$. From the weight space structure of $M(\lambda)$ it is immediate that $\mu \leq \lambda$. Moreover $V(\mu) \subset M(\lambda)$ is necessarily a Verma module since $M(\lambda)$ is free as a $U_{q}\left(\mathfrak{n}_{-}\right)$-module. Hence $V(\mu) \cong M(\mu)$.

Let us remark that since $M(\lambda)$ has finite length it is not hard to check that $\operatorname{Soc}(M(\lambda))=M(\mu) \subset V$ for any submodule $V \subset M(\lambda)$.

We shall now study more general Verma submodules of $M(\lambda)$. Recall the affine reflections $s_{k, \alpha_{i}}$ defined before Proposition 4.7 .
Lemma 4.11. Let $\lambda \in \mathfrak{h}_{q}^{*}$ and assume $s_{k, \alpha_{i}} \cdot \lambda \leq \lambda$ for some $1 \leq i \leq N$ and $k \in \mathbb{Z}_{2}$. Then there exists an embedding of $M\left(s_{k, \alpha_{i}} \cdot \lambda\right)$ into $M(\lambda)$.

Proof. Note that

$$
\lambda-s_{k, \alpha_{i}} \cdot \lambda=\left(\lambda+\rho, \alpha_{i}^{\vee}\right) \alpha_{i}-\frac{k}{2} i \hbar^{-1} \alpha_{i}^{\vee},
$$

so the assumption $s_{k, \alpha_{i}} \cdot \lambda \leq \lambda$ implies

$$
\begin{aligned}
& \operatorname{Re}\left(\lambda+\rho, \alpha_{i}^{\vee}\right) \in \mathbb{N}_{0} \\
& \operatorname{Im}\left(\lambda, \alpha_{i}^{\vee}\right)=\operatorname{Im}\left(\lambda+\rho, \alpha_{i}^{\vee}\right) \equiv \frac{k}{2} \hbar^{-1} d_{i}^{-1} \quad\left(\bmod \hbar^{-1} d_{i}^{-1} \mathbb{Z}\right)
\end{aligned}
$$

Put $m=\operatorname{Re}\left(\lambda+\rho, \alpha_{i}^{\vee}\right)=\operatorname{Re}\left(\lambda, \alpha_{i}^{\vee}\right)+1$. We claim that the vector $F_{i}^{m} v_{\lambda}$ is primitive. Indeed, for $j \neq i$ we have

$$
E_{j} F_{i}^{m} v_{\lambda}=F_{i}^{m} E_{j} v_{\lambda}=0
$$

while for $j=i$, Lemma 2.36 gives

$$
\begin{aligned}
E_{i} F_{i}^{m} \cdot v_{\lambda} & =F_{i}^{m} E_{i} v_{\lambda}+[m]_{q} F_{i}^{m-1} \frac{q_{i}^{-m+1} K_{i}-q_{i}^{m-1} K_{i}^{-1}}{q_{i}-q_{i}^{-1}} \cdot v_{\lambda} \\
& =[m]_{q} \frac{q^{-d_{i} \operatorname{Re}\left(\lambda, \alpha_{i}^{\vee}\right)} q^{\left(\lambda, \alpha_{i}\right)}-q^{d_{i} \operatorname{Re}\left(\lambda, \alpha_{i}^{\vee}\right)} q^{-\left(\lambda, \alpha_{i}\right)}}{q_{i}-q_{i}^{-1}} F_{i}^{m-1} \cdot v_{\lambda} \\
& =[m]_{q} \frac{q^{-i \operatorname{Im}\left(\lambda, \alpha_{i}\right)}-q^{i \operatorname{Im}\left(\lambda, \alpha_{i}\right)}}{q_{i}-q_{i}^{-1}} F_{i}^{m-1} \cdot v_{\lambda} \\
& =0 .
\end{aligned}
$$

The weight of $F_{i}^{m} \cdot v_{\lambda}$ is

$$
\lambda-\operatorname{Re}\left(\lambda+\rho, \alpha_{i}^{\vee}\right) \alpha_{i}=s_{i} \cdot \lambda+\operatorname{Im}\left(\lambda+\rho, \alpha_{i}^{\vee}\right) \alpha_{i}=s_{k, \alpha_{i}} \cdot \lambda \in \mathfrak{h}_{q}^{*} .
$$

Hence we obtain an embedding as desired.
Let us recall some definitions related to the Weyl group $W$, see Appendix A. 1 in 41. For $w \in W$ set

$$
S(w)=\left\{\alpha \in \boldsymbol{\Delta}^{+} \mid w \alpha \in \boldsymbol{\Delta}^{-}\right\}=\boldsymbol{\Delta}^{+} \cap w^{-1} \boldsymbol{\Delta}^{-} .
$$

If $u, v \in W$ and $\alpha \in \boldsymbol{\Delta}^{+}$we write $u \stackrel{\alpha}{\leftarrow} v$ or simply $u \leftarrow v$ if $u=s_{\alpha} v$ and $l(u)=l(v)-1$. In this case one has $\alpha \in S\left(v^{-1}\right)$. The Bruhat order on $W$ is defined by saying that $u \leq v$ if $u=v$ or if there is a chain $u=w_{1} \leftarrow \cdots \leftarrow w_{n}=v$. As usual we write $u<v$ if $u \leq v$ and $u \neq v$.

Lemma 4.12. Let $\mu \in \mathbf{P}^{+}$and assume $u, v \in W$ are such that $u \leq v$ for the Bruhat order. Then there exists an embedding of $M(v . \mu)$ into $M(u . \mu)$.
Proof. We use induction on the length of $v$. The case $l(v)=0$, corresponding to $v=e$ is trivial. For the inductive step assume $s_{i} v<v$ for some $i$. Then

$$
s_{i} \cdot(v \cdot \mu)-v \cdot \mu=s_{i} v(\mu+\rho)-v(\mu+\rho)=-\left(v(\mu+\rho), \alpha_{i}^{\vee}\right)=-\left(\mu+\rho, v^{-1} \alpha_{i}^{\vee}\right)>0,
$$

which means $v . \mu \leq s_{i} .(v . \mu)$. Hence $M(v . \mu)$ is a submodule of $M\left(s_{i} v . \mu\right)$ according to Lemma 4.11.

Properties of the Bruhat order imply that we have either $u \leq s_{i} v$ or $s_{i} u \leq s_{i} v$, see for instance Proposition A.1.7 in [41.

In the first case we obtain an embedding $M\left(s_{i} v . \mu\right) \subset M(u . \mu)$ by our inductive hypothesis since $s_{i} v$ has length $l(v)-1$. Combining this with the embedding $M(v . \mu) \subset M\left(s_{i} v . \mu\right)$ obtained above yields the claim in this situation.

In the second case we may assume $s_{i} u<u$, since otherwise we are again in the previous case. Consider the embedding $\pi: M(v . \mu) \rightarrow M\left(s_{i} v . \mu\right) \rightarrow M\left(s_{i} u . \mu\right)$ obtained from the inductive hypothesis. Let $x$ be a highest weight vector for $M(v . \mu)$. Note that $K_{i} \cdot x=q^{\left(\alpha_{i}, v \cdot \mu\right)} x$ with

$$
\left(\alpha_{i}, v \cdot \mu\right)=\left(v^{-1}\left(\alpha_{i}\right), \mu+\rho\right)-\left(\alpha_{i}, \rho\right)<0
$$

Therefore, repeated application of Lemma 2.36 shows that $E_{i}^{r} F_{i}^{r} \cdot x$ is a nonzero multiple of $x$ for all $r \in \mathbb{N}_{0}$. On the other hand, let $y$ be a highest weight vector for $M\left(s_{i} u . \mu\right)$, and note from the proof of Lemma 4.11 that a highest weight vector of the submodule $M(u . \mu) \subset M\left(s_{i} u . \mu\right)$ is given by $F_{i}^{m} y$ for some $m \in \mathbb{N}$. Since $\pi(x) \in U_{q}\left(\mathfrak{n}_{-}\right) \cdot y$, repeated application of the Serre relations shows that for $r \gg 0$ we have $F_{i}^{r} \pi(x) \in U_{q}\left(\mathfrak{n}_{-}\right) F_{i}^{m} \cdot y=M(u . \mu)$. Therefore, $\pi\left(E_{i}^{r} F_{i}^{r} \cdot x\right) \in M(u . \mu)$ and hence $\pi$ maps $M(v . \mu)$ into $M(u . \mu)$, as desired.
Definition 4.13. Let $\mu, \lambda \in \mathfrak{h}_{q}^{*}$. We say that $\mu \uparrow \lambda$ if $\mu=\lambda$ or if there exists a chain of positive roots $\alpha_{1}, \ldots, \alpha_{r} \in \boldsymbol{\Delta}^{+}$and $k_{1}, \ldots, k_{r} \in \mathbb{Z}$ such that

$$
\mu=s_{k_{1}, \alpha_{1}} \cdots s_{k_{r}, \alpha_{r}} \cdot \lambda<s_{k_{2}, \alpha_{2}} \cdots s_{k_{r}, \alpha_{r}} \cdot \lambda<\cdots<s_{k_{r}, \alpha_{r}} \cdot \lambda<\lambda
$$

We say that $\mu$ is strongly linked to $\lambda$ if $\mu \uparrow \lambda$.
Note that $s_{k, \alpha} \cdot \nu<\nu$ for some $k \in \mathbb{Z}$ if and only if

$$
q_{\alpha}^{\left(\nu+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}
$$

We are now ready to prove the following analogue of Verma's Theorem, compare section 4.4.9 in 41 and Section 4.7 in 37.

Theorem 4.14. Let $\mu, \lambda \in \mathfrak{h}_{q}^{*}$. If $\mu$ is strongly linked to $\lambda$ then $M(\mu) \subset M(\lambda)$, in particular $[M(\lambda): V(\mu)] \neq 0$.
Proof. In order to prove the claim it is enough to consider the case $\mu=s_{k, \alpha} \cdot \lambda$ for some $\alpha \in \boldsymbol{\Delta}^{+}$with $q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$.

For $\alpha \in \boldsymbol{\Delta}^{+}$and $n \in \mathbb{N}$ consider the sets

$$
\Lambda_{n, \alpha}=\left\{\lambda \in \mathfrak{h}_{q}^{*} \mid q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)}= \pm q_{\alpha}^{n}\right\}
$$

and

$$
X_{n, \alpha}=\left\{\lambda \in \mathfrak{h}_{q}^{*} \mid \operatorname{Hom}_{U_{q}(\mathfrak{g})}(M(\lambda-n \alpha), M(\lambda)) \neq 0\right\} .
$$

Note that $X_{n, \alpha} \subset \Lambda_{n, \alpha}$. Our aim is to show $X_{n, \alpha}=\Lambda_{n, \alpha}$.
We begin by showing that $\mathbf{P} \cap \Lambda_{n, \alpha} \subset X_{n, \alpha}$. Let $\lambda \in \mathbf{P} \cap \Lambda_{n, \alpha}$, and choose $w \in W$ such that $\mu=w^{-1} s_{\alpha} \cdot \lambda \in \mathbf{P}^{+}$. Then also $w^{-1} s_{\alpha} \cdot \lambda+\rho \in \mathbf{P}^{+}$and

$$
\left(w^{-1} s_{\alpha} \cdot \lambda+\rho, w^{-1} \alpha^{\vee}\right)=\left(w^{-1} s_{\alpha}(\lambda+\rho), w^{-1} \alpha^{\vee}\right)=-\left(\lambda+\rho, \alpha^{\vee}\right)=-n
$$

which means $w^{-1} \alpha \in \boldsymbol{\Delta}^{-}$. This implies $w>s_{\alpha} w$, so we obtain $M\left(s_{\alpha} \cdot \lambda\right)=$ $M(w . \mu) \subset M\left(s_{\alpha} w \cdot \mu\right)=M(\lambda)$ by Lemma 4.12 Hence $\lambda \in X_{n, \alpha}$, and we conclude $\mathbf{P} \cap \Lambda_{n, \alpha} \subset X_{n, \alpha}$.

To complete the proof, we use a Zariski density argument. If $B=\mathbb{C}\left[x_{1}, \ldots, x_{d}\right] / I$ is a commutative algebra then the algebraic variety $\operatorname{Spm}(B)$ is the set of all points $x=\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{C}^{d}$ such that $f\left(x_{1}, \ldots, x_{d}\right)=0$ for all $f \in I$. Observe that $\mathfrak{h}_{q}^{*}$ can be identified with the variety $\operatorname{Spm}(B)$ of $B=U_{q}(\mathfrak{h})$ such that $\lambda \in \mathfrak{h}_{q}^{*}$ corresponds to the point of $\operatorname{Spm}(B)$ given by the character $\chi_{\lambda}$ on $B$. Clearly, $\Lambda_{n, \alpha}$ is a Zariski closed subspace.

We claim that $X_{n, \alpha} \subset \mathfrak{h}_{q}^{*}$ is also Zariski closed. Indeed, for each $\gamma \in \mathbf{Q}^{+}$fix a basis $Y_{1}^{\gamma}, \ldots, Y_{r}^{\gamma}$ of $U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$. From the defining relations of $U_{q}(\mathfrak{g})$ it is clear that we can find Laurent polynomials $p_{i j}^{k}$ in the generators $K_{1}, \ldots, K_{N}$ such that

$$
\left[E_{k}, Y_{i}^{\gamma}\right]=\sum_{j} Y_{j}^{\gamma-\alpha_{k}} p_{i j}^{k}
$$

Now consider $Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\gamma}$ and write $Y=\sum c_{i} Y_{i}^{\gamma}$. Then we have

$$
E_{k} Y \cdot v_{\lambda}=\left[E_{k}, Y\right] \cdot v_{\lambda}=\sum_{i, j} c_{i} Y_{j}^{\gamma-\alpha_{k}} p_{i j}^{k} \cdot v_{\lambda}=\sum_{i, j} c_{i} \chi_{\lambda}\left(p_{i j}^{k}\right) Y_{j}^{\gamma-\alpha_{k}} \cdot v_{\lambda}
$$

Since $M(\lambda)$ is a free $U_{q}\left(\mathfrak{n}_{-}\right)$-module it follows that $Y \cdot v_{\lambda}$ is the highest weight vector for a submodule $M(\lambda-\gamma) \subset M(\lambda)$ iff $\sum_{i} c_{i} \chi_{\lambda}\left(p_{i j}^{k}\right)=0$ for all $k, j$. Thus $\lambda \in X_{n, \alpha}$ if and only if there exists a nontrivial kernel of the linear map

$$
\left(c_{i}\right)_{i} \mapsto\left(\sum_{i} c_{i} \chi_{\lambda}\left(p_{i j}^{k}\right)\right)_{j, k}
$$

whose coefficients are polynomial in the character $\chi_{\lambda}$. The existence of such a kernel is determined by the vanishing of the determinants of minors of the corresponding matrix $\left(\chi_{\lambda}\left(p_{i j}^{k}\right)\right)_{(j, k), i}$. Applying this to $\gamma=n \alpha$ we conclude that $X_{n, \alpha}$ is an algebraic subset of $\operatorname{Spm}(B)$.

According to our above considerations $X_{n, \alpha} \cap \mathbf{P}=\Lambda_{n, \alpha} \cap \mathbf{P}$. Since $\mathbf{P} \cap \Lambda_{n, \alpha} \subset$ $\Lambda_{n, \alpha}$ is Zariski dense we conclude $X_{n, \alpha}=\Lambda_{n, \alpha}$ as desired.

As a consequence of Theorem 4.14 we obtain the following characterization of simple Verma modules, compare Section 17.4 in 18.

Theorem 4.15. Let $\lambda \in \mathfrak{h}_{q}^{*}$. The Verma module $M(\lambda)$ is simple iff $\lambda$ is antidominant.

Proof. If $\lambda$ is not antidominant there exists an $\alpha \in \boldsymbol{\Delta}^{+}$such that $\left(\lambda+\rho, \alpha^{\vee}\right) \in$ $m+\frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$ for some $m \in \mathbb{N}$, where as before we use the notation $\hbar_{\alpha}=d_{\alpha} \hbar$. In this case $s_{k, \alpha} \cdot \lambda<\lambda$ for suitable $k$, and according to Theorem 4.14 there exists an embedding $M\left(s_{k, \alpha} \cdot \lambda\right) \hookrightarrow M(\lambda)$. In particular, $M(\lambda)$ is not irreducible.

Conversely, assume that $\lambda$ is antidominant. Then due to Proposition 4.7 the weight $\lambda$ is minimal in its $\hat{W}_{[\lambda]}$-orbit. By Harish-Chandra's Theorem 2.128, all irreducible subquotients of $M(\lambda)$ must be of the form $V(\mu)$ for some $\mu \leq \lambda$ in the


Let us also characterize projective Verma modules, compare Section 8.2 in 37.
Proposition 4.16. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then the following conditions are equivalent.
a) $M(\lambda)$ is a projective object in $\mathcal{O}$.
b) If $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(M(\lambda), M(\mu)) \neq 0$ for $\mu \geq \lambda$ then $\lambda=\mu$.
c) $\lambda$ is dominant.

Proof. $a) \Rightarrow b$ ) Assume $f: M(\lambda) \rightarrow M(\mu)$ is a nonzero homomorphism and $\mu>\lambda$. Note that $f$ is injective and set $M=M(\mu) / f(I(\lambda))$, where $I(\lambda)$ is the maximal proper submodule in $M(\lambda)$. Then $f$ induces an embedding $V(\lambda) \subset M$, and hence a surjection $M^{\vee} \rightarrow V(\lambda)$. Since $M(\lambda)$ is projective we get a nonzero map $M(\lambda) \rightarrow$ $M^{\vee}$ lifting the canonical projection $M(\lambda) \rightarrow V(\lambda)$, or equivalently, a nonzero map $M \rightarrow M(\lambda)^{\vee}$. This induces a nonzero map $M(\mu) \rightarrow M(\lambda)^{\vee}$. This is impossible, since the $\mu$-weight space of $M(\lambda)^{\vee}$ is trivial.
$b) \Rightarrow c$ ) Assume $\lambda$ is not dominant. Then according to Proposition 4.8 there exists some $\mu>\lambda$ such that $\lambda \uparrow \mu$, and hence an embedding $M(\lambda) \rightarrow M(\mu)$ by Theorem 4.14 This contradicts condition $b$ ).
$c) \Rightarrow a)$ Assume that $\pi: M \rightarrow N$ is a surjective morphism in $\mathcal{O}$ and let $f$ : $M(\lambda) \rightarrow N$ be given. We may assume that $f$ is nonzero. Moreover, since the centre acts by $\xi_{\lambda}$ on $M(\lambda)$ the same is true for the action of $Z U_{q}(\mathfrak{g})$ on $f(M(\lambda))$. Using primary decomposition we may assume that $Z-\xi_{\lambda}(Z)$ acts nilpotently on $M$ and $N$ for all $Z \in Z U_{q}(\mathfrak{g})$.

Let $v \in M$ be a vector of weight $\lambda$ such that $\pi(v)=f\left(v_{\lambda}\right)$ and let $V=U_{q}\left(\mathfrak{n}_{+}\right) \cdot v \subset$ $M$ be the $U_{q}\left(\mathfrak{n}_{+}\right)$-submodule of $M$ generated by $v$. Since $M$ is in $\mathcal{O}$ the space $V$ is finite dimensional. Choose a primitive vector $v_{\mu} \in V$, for some weight $\mu \geq \lambda$. Then $\xi_{\lambda}=\xi_{\mu}$, from which we conclude that $\mu$ and $\lambda$ are $\hat{W}$-linked. Due to dominance of $\lambda$ this means $\mu=\lambda$. Hence $v$ itself is a primitive vector, which means that there exists a unique homomorphism $F: M(\lambda) \rightarrow M$ such that $F\left(v_{\lambda}\right)=v$. Clearly $F$ is a lift for $f$ as desired.
4.3. The Shapovalov determinant. In this section we study the Shapovalov form for $U_{q}(\mathfrak{g})$. This form and its determinant are important tools in the study of Verma modules. We refer to [32] for the analysis of Shapovalov forms in greater generality.

Let us recall from Lemma 2.16 that the involutive algebra anti-automorphism $\tau$ of $U_{q}(\mathfrak{g})$ keeps $U_{q}(\mathfrak{h})$ pointwise fixed and interchanges $U_{q}\left(\mathfrak{b}_{+}\right)$and $U_{q}\left(\mathfrak{b}_{-}\right)$. Recall also that the Harish-Chandra map is the linear map $\mathcal{P}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{h})$ given by $\hat{\epsilon} \otimes \mathrm{id} \otimes \hat{\epsilon}$ with respect to the triangular decomposition $U_{q}(\mathfrak{g}) \cong U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{+}\right)$, see Proposition 2.14 .

We shall call the bilinear form $\mathrm{Sh}: U_{q}\left(\mathfrak{n}_{-}\right) \times U_{q}\left(\mathfrak{n}_{-}\right) \rightarrow U_{q}(\mathfrak{h})$ defined by

$$
\operatorname{Sh}(X, Y)=\mathcal{P}(\tau(X) Y)
$$

the Shapovalov form for $U_{q}(\mathfrak{g})$. One checks that $\mathcal{P} \tau=\mathcal{P}$, and using $\tau^{2}=\mathrm{id}$ this implies immediately that $\operatorname{Sh}$ is symmetric. Moreover we have $\operatorname{Sh}(X, Y)=0$ if $X, Y$ are of different weight.

We denote the restriction of Sh to the weight space $U_{q}\left(\mathfrak{n}_{-}\right)_{-\mu}$ for $\mu \in \mathbf{Q}^{+}$by $\mathrm{Sh}_{\mu}$. In the following, we will use the determinant of the form $\mathrm{Sh}_{\mu}$ as follows. Fix a basis $x_{1}, \ldots, x_{n_{\mu}}$ of $U_{q}\left(\mathfrak{n}_{-}\right)_{-\mu}$, and denote by $\operatorname{det}\left(\mathrm{Sh}_{\mu}\right)$ the determinant of the matrix $\left(\operatorname{Sh}_{\mu}\left(x_{i}, x_{j}\right)\right) \in M_{n_{\mu}}\left(U_{q}(\mathfrak{h})\right)$. This only depends on the choice of basis up to multiplication by a nonzero scalar in $\mathbb{C}$, which we shall disregard in the following discussion. Moreover, by inspecting the definition of $\tau$ and the commutation relations for $E_{i}$ and $F_{j}$, one sees that the Shapovalov determinant $\operatorname{det}\left(\mathrm{Sh}_{\mu}\right)$ is in fact contained in the subalgebra of $U_{q}(\mathfrak{h})$ generated by the elements $K_{j}^{ \pm 1}$ for $j=1, \ldots, N$.

Let $\lambda \in \mathfrak{h}_{q}^{*}$. The contravariant bilinear form on $M(\lambda)$ is defined as the unique bilinear form $\operatorname{Sh}^{\lambda}: M(\lambda) \times M(\lambda) \rightarrow \mathbb{C}$ satisfying $\operatorname{Sh}^{\lambda}\left(v_{\lambda}, v_{\lambda}\right)=1$ and

$$
\operatorname{Sh}^{\lambda}(\tau(X) \cdot v, w)=\operatorname{Sh}^{\lambda}(v, X \cdot w)
$$

for all $v, w \in M(\lambda)$ and $X \in U_{q}(\mathfrak{g})$. Different weight spaces of $M(\lambda)$ are orthogonal with respect to the form, that is, we have $\operatorname{Sh}^{\lambda}\left(M(\lambda)_{\mu}, M(\lambda)_{\nu}\right)=0$ for $\mu \neq \nu$. Notice that

$$
\operatorname{Sh}^{\lambda}\left(X \cdot v_{\lambda}, Y \cdot v_{\lambda}\right)=\chi_{\lambda}(\operatorname{Sh}(X, Y))
$$

for all $X, Y \in U_{q}\left(\mathfrak{n}_{-}\right)$, where we recall that $\chi_{\lambda}\left(K_{\mu}\right)=q^{(\lambda, \mu)}$.
The radical of $\mathrm{Sh}^{\lambda}$ is the subspace $R^{\lambda} \subset M(\lambda)$ consisting of all $u$ satisfying $\operatorname{Sh}^{\lambda}(u, v)=0$ for all $v \in M(\lambda)$.
Lemma 4.17. Let $\lambda \in \mathfrak{h}_{q}^{*}$. The radical of $\mathrm{Sh}^{\lambda}$ agrees with the maximal proper submodule $I(\lambda)$ of $M(\lambda)$.
Proof. From the invariance property of $\mathrm{Sh}^{\lambda}$ it is clear that the radical $R^{\lambda}$ is a submodule of $M(\lambda)$. It is also clear that the highest weight vector $v_{\lambda}$ is not contained in
$R^{\lambda}$, and hence $R^{\lambda} \subset I(\lambda)$. Assume that the quotient $M(\lambda) / R^{\lambda}$ is not simple. Then $M(\lambda) / R^{\lambda}$ must contain a primitive vector, that is, a nonzero vector $v$ of weight $\lambda-\mu$ for some $\mu \in \mathbf{Q}^{+} \backslash\{0\}$ which is annihilated by $U_{q}\left(\mathfrak{n}_{+}\right) \cap \operatorname{ker}(\hat{\epsilon})$. This implies

$$
\operatorname{Sh}^{\lambda}\left(v, U_{q}\left(\mathfrak{n}_{-}\right) \cdot v_{\lambda}\right)=\operatorname{Sh}^{\lambda}\left(U_{q}\left(\mathfrak{n}_{+}\right) \cdot v, v_{\lambda}\right)=0
$$

and hence $v=0$ by nondegeneracy of the induced form on $M(\lambda) / R^{\lambda}$. This is a contradiction, so that $M(\lambda) / R^{\lambda}$ must be simple. Hence we obtain $R^{\lambda}=I(\lambda)$ as claimed.

Instead of working with the form $\operatorname{Sh}(X, Y)$ it is sometimes technically more convenient to consider the modified form $\mathcal{S}: U_{q}\left(\mathfrak{n}_{-}\right) \times U_{q}\left(\mathfrak{n}_{-}\right) \rightarrow U_{q}(\mathfrak{h})$ given by

$$
\mathcal{S}(X, Y)=\mathcal{P}(\Omega(X) Y)
$$

where $\Omega$ is the algebra anti-homomorphism from Lemma 2.15. As before, if $\nu \in \mathbf{Q}^{+}$ we write $\mathcal{S}_{\nu}$ for the restriction of $\mathcal{S}$ to $U_{q}(\mathfrak{h})_{-\nu}$. The determinant of $\mathrm{Sh}_{\nu}$ differs from the one of $\mathcal{S}_{\nu}$ only by an invertible element of $U_{q}(\mathfrak{h})$.
Lemma 4.18. Let $\nu \in \mathbf{Q}^{+}$and $X, Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}$. Then

$$
\mathcal{S}_{\nu}(X, Y) \in \sum_{\substack{\beta, \gamma \in \mathbf{Q}^{+} \\ \beta+\gamma=\nu}} \mathbb{C} K_{\beta-\gamma} .
$$

Proof. We may assume without loss of generality that both $X$ and $Y$ are monomials in the generators $F_{1}, \ldots, F_{N}$. Let us proceed by induction on the height $h t(\nu)=$ $\nu_{1}+\cdots+\nu_{N}$ of $\nu=\nu_{1} \alpha_{1}+\cdots+\nu_{N} \alpha_{N}$. Note that for $h t(\nu)=0$ the claim is obvious.

Fix $m \geq 0$ and assume that the claim holds for all terms of height $m$. Let $X, Y \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}$ be monomials in $F_{1}, \ldots, F_{N}$ with $h t(\nu)=m+1$, and write $X=F_{i} Z$ for suitable $i$ and $Z \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu+\alpha_{i}}$. Let $r$ be the total number of factors $F_{i}$ appearing in the monomial $Y$. If $1 \leq k \leq r$ then for the $k$-th occurrence of $F_{i}$ in $Y$ we decompose $Y=Y_{k}^{(a)} F_{i} Y_{k}^{(b)}$, where $Y_{k}^{(a)} Y_{k}^{(b)}$ are monomials in the generators $F_{1}, \ldots, F_{N}$ containing a total number of factors $F_{i}$ one less than for $Y$. We obtain

$$
\mathcal{S}_{\nu}(X, Y)=\sum_{k=1}^{r} \mathcal{P}\left(\Omega(Z) Y_{k}^{(a)}\left[E_{i}, F_{i}\right] Y_{k}^{(b)}\right) \in \sum_{k=1}^{r}\left(\mathbb{C} K_{i}+\mathbb{C} K_{i}^{-1}\right) \mathcal{P}\left(\Omega(Z) Y_{k}^{(a)} Y_{k}^{(b)}\right)
$$

The latter is contained in

$$
\left(\mathbb{C} K_{i}+\mathbb{C} K_{i}^{-1}\right) \sum_{\beta, \gamma \in \mathbf{Q}^{+}, \beta+\gamma=\nu-\alpha_{i}} \mathbb{C} K_{\beta-\gamma}=\sum_{\beta, \gamma \in \mathbf{Q}^{+}, \beta+\gamma=\nu} \mathbb{C} K_{\beta-\gamma}
$$

according to our inductive hypothesis. This yields the claim.
Let us enumerate the positive roots of $\mathfrak{g}$ again as $\beta_{1}, \ldots, \beta_{n}$. Recall that the Kostant partition function $P: \mathbf{Q} \rightarrow \mathbb{N}_{0}$ is given by

$$
P(\nu)=\left|\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu\right\}\right| .
$$

Lemma 4.19. We have an equality of weights

$$
\operatorname{dim}\left(U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}\right) \nu=\sum_{j=1}^{n} \sum_{m=1}^{\infty} P\left(\nu-m \beta_{j}\right) \beta_{j}
$$

for any $\nu \in \mathbf{Q}^{+}$.
Proof. According to the PBW-Theorem 2.67 the space $U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}$ is spanned by all PBW-vectors $F_{\beta_{1}}^{r_{1}} \cdots F_{\beta_{n}}^{r_{n}}$ such that $r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu$. Therefore,

$$
\operatorname{dim}\left(U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}\right) \nu=\sum_{\substack{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \\ \text { with } \\ r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu}} r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}
$$

Separating the coefficients of $\beta_{j}$ in this sum gives

$$
\begin{aligned}
& \sum_{j=1}^{n} \sum_{m=1}^{\infty} \mid\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu \text { with } r_{j}=m\right\} \mid m \beta_{j} \\
& \quad=\sum_{j=1}^{n} \sum_{m=1}^{\infty} \mid\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu \text { with } r_{j} \geq m\right\} \mid \beta_{j} \\
& \quad=\sum_{j=1}^{n} \sum_{m=1}^{\infty}\left|\left\{\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{N}_{0}^{n} \mid r_{1} \beta_{1}+\cdots+r_{n} \beta_{n}=\nu-m \beta_{j}\right\}\right| \beta_{j} \\
& \quad=\sum_{j=1}^{n} \sum_{m=1}^{\infty} P\left(\nu-m \beta_{j}\right) \beta_{j},
\end{aligned}
$$

as claimed.
We will also need a result from commutative algebra. Let $B \cong \mathbb{C}\left[x_{1}, \ldots, x_{d}\right] / I$ be a finitely generated commutative algebra over $\mathbb{C}$. Recall that the algebraic variety $\operatorname{Spm}(B)$ of $B$ is the set of all points $p=\left(p_{1}, \ldots, p_{d}\right)$ in $\mathbb{C}^{d}$ such that $f\left(p_{1}, \ldots, p_{d}\right)=0$ for all $f \in I$. The elements of $B$ can be viewed as polynomial functions on $\operatorname{Spm}(B)$, and we write $b_{p}$ for the value of $b \in B$ at $p \in \operatorname{Spm}(B)$.

If $y(x) \in B[x]$ is a polynomial we write $y(0) \in B$ for its image under evaluation at 0 , and we use the same notation for matrices with entries in $B[x]$.

The following two Lemmas are taken from [32].
Lemma 4.20. Let $B$ be an integral domain and $Y \in M_{n}(B[x])$ for some $n \in \mathbb{N}$. Then there exist $0 \leq k \leq n$, matrices $M_{1}, M_{2} \in M_{n}(B)$ with nonzero determinants, a matrix $M \in M_{n}(B[x])$ and a nonzero element $b \in B$ such that

$$
M_{1} Y M_{2}=x M+b D_{k}
$$

where $D_{k}=\operatorname{diag}(1, \ldots, 1,0, \ldots, 0)$ is the diagonal matrix projecting onto the first $k$ coordinates.

Proof. Let $\operatorname{Quot}(B)$ be the field of fractions of $B$. By linear algebra there exist invertible matrices $C_{1}, C_{2} \in M_{n}(\operatorname{Quot}(B))$ such that

$$
C_{1} Y(0) C_{2}=D_{k}
$$

for some $0 \leq k \leq n$. Let $b_{1}, b_{2}$ be nonzero elements such that $M_{1}=b_{1} C_{1}$ and $M_{2}=$ $b_{2} C_{2}$ are contained in $M_{n}(B)$. Write $Y=Y(0)+x Y^{\prime}$ for suitable $Y^{\prime} \in M_{n}(B(x))$. If we set $b=b_{1} b_{2}$ and $M=M_{1} Y^{\prime} M_{2}$ then the claim follows.

The rank of a matrix $Y$ with entries in an integral domain $B$ is denoted by $r k(Y)$; by definition this is the usual rank of $Y$ where $Y$ is viewed as a matrix over the field of fractions $\operatorname{Quot}(B)$.
Lemma 4.21. Let $B$ be an integral domain which is at the same time a finitely generated commutative algebra over $\mathbb{C}$, and let $n \in \mathbb{N}$. If there exists $0 \leq r \leq n$ such that $Y(x)=\left(y_{i j}(x)\right) \in M_{n}(B[x])$ satisfies $r k\left(Y(0)_{p}\right) \leq r$ for all points $p$ in a nonempty Zariski-open subset of the affine variety $\operatorname{Spm}(B)$ of $B$, then $\operatorname{det}(Y(x))=$ $x^{n-r} b$ for some $b \in B[x]$.

Proof. According to Lemma 4.20 there exists $0 \leq k \leq n$ such that $M_{1} Y M_{2}=x M+$ $b D_{k}$ for matrices $M_{1}, M_{2}$ and $b \in B$ such that $\operatorname{det}\left(M_{1}\right), \operatorname{det}\left(M_{2}\right)$ are nonzero. Let $V$ be a non-empty Zariski-open set of $\operatorname{Spm}(B)$ such that $\operatorname{det}\left(M_{1}\right)_{p} \neq 0, \operatorname{det}\left(M_{2}\right)_{p} \neq$ $0, b_{p} \neq 0$ and $r k\left(Y(0)_{p}\right) \leq r$ for all $p \in V$. This exists by assumption since $\operatorname{Spm}(B)$ is irreducible. Since $r k\left(Y(0)_{p}\right) \leq r$ for $p \in V$ we get $k \leq r$. Hence

$$
\operatorname{det}\left(M_{1}\right) \operatorname{det}(Y) \operatorname{det}\left(M_{2}\right)=x^{n-r} c
$$

for some $c \in B[x]$. Since $\operatorname{det}\left(M_{1}\right)$, $\operatorname{det}\left(M_{2}\right) \in B$ and $B$ is an integral domain we conclude $\operatorname{det}(Y) \in x^{n-r} B[x]$.

For the following result compare Theorem 1.9 in [20] and Theorem 8.1 in [32].
Theorem 4.22. For $\nu \in \mathbf{Q}^{+}$, the Shapovalov determinant $\operatorname{det}\left(\operatorname{Sh}_{\nu}\right)$ of $U_{q}(\mathfrak{g})$ is given, up to multiplication by an invertible element of $U_{q}(\mathfrak{h})$, by

$$
\operatorname{det}\left(\mathrm{Sh}_{\nu}\right)=\prod_{\beta \in \boldsymbol{\Delta}^{+}} \prod_{m=1}^{\infty}\left(q_{\beta}^{2\left(\rho, \beta^{\vee}\right)} K_{\beta}-q_{\beta}^{2 m} K_{\beta}^{-1}\right)^{P(\nu-m \beta)}
$$

where $P$ is the Kostant partition function.
Proof. Note first that if $\nu \in \mathbf{Q}^{+}$is fixed, then for any $\beta \in \boldsymbol{\Delta}^{+}$the expression $P(\nu-m \beta)$ is zero for large values of $m$. Therefore the right hand side of the asserted formula is in fact a finite product.

As explained before Lemma 4.18, it suffices to prove the claim for the form $\mathcal{S}_{\nu}$ instead of $\mathrm{Sh}_{\nu}$.

Let $D$ denote the dimension of $U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu}$ and fix a basis $x_{1}, \ldots, x_{D}$ for this space. From Lemma 4.18 we have

$$
\mathcal{S}_{\nu}\left(x_{i}, x_{j}\right) \in \sum_{\beta, \gamma \in \mathbf{Q}^{+}, \beta+\gamma=\nu} \mathbb{C} K_{\beta-\gamma},
$$

and so the determinant $\operatorname{det}\left(\mathcal{S}_{\nu}\right)$, which is an order $D$ polynomial in these terms, is contained in the linear subspace

$$
L_{\nu}=\sum_{\beta, \gamma \in \mathbf{Q}^{+}, \beta+\gamma=D \nu} \mathbb{C} K_{\beta-\gamma} \subset U_{q}(\mathfrak{h}) .
$$

For all $1 \leq j \leq n$ and $m \in \mathbb{N}$ the polynomials

$$
q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}
$$

have mutually distinct irreducible factors. According to Lemma 4.19, the double product in the theorem is contained in $L_{\nu}$ as well. Therefore it suffices to show $\operatorname{det}\left(\mathcal{S}_{\nu}\right) \neq 0$ and that each term $\left(q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}\right)^{P\left(\nu-m \beta_{j}\right)} \operatorname{divides} \operatorname{det}\left(S_{\nu}\right)$.

Let $V \subset \mathfrak{h}_{q}^{*}$ be the affine subvariety of $\mathfrak{h}_{q}^{*}$ defined by $\operatorname{det}\left(\mathcal{S}_{\nu}\right)=0$. Then $\lambda \in V$ if and only if

$$
\chi_{\lambda}\left(\operatorname{det}\left(\operatorname{Sh}\left(x_{i}, x_{j}\right)_{i j}\right)\right)=\operatorname{det}\left(\operatorname{Sh}^{\lambda}\left(x_{i} \cdot v_{\lambda}, x_{j} \cdot v_{\lambda}\right)_{i j}\right)=0
$$

By Lemma 4.17 this implies that $M(\lambda)$ is not simple, so by Theorem $4.15 \lambda$ is not antidominant. Thus

$$
\begin{aligned}
\chi_{\lambda}\left(q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}\right) & =q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} q^{\left(\lambda, \beta_{j}\right)}-q_{\beta_{j}}^{2 m} q^{-\left(\lambda, \beta_{j}\right)} \\
& =q^{-\left(\lambda, \beta_{j}\right)}\left(q_{\beta_{j}}^{2\left(\rho+\lambda, \beta_{j}^{\vee}\right)}-q_{\beta_{j}}^{2 m}\right)=0
\end{aligned}
$$

for some $\beta_{j} \in \boldsymbol{\Delta}^{+}$and some $m \in \mathbb{N}$. It follows that $V$ is a subset of the union of varieties defined by the zero sets of the polynomials

$$
q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}
$$

for $j=1, \ldots, n$ and $m \in \mathbb{N}$.
Using that $\operatorname{det}\left(\mathcal{S}_{\nu}\right)$ is contained in $L_{\nu}$, and hence a linear combination of terms of the form $K_{2 \beta-D \nu}$ for $\beta \in \mathbf{Q}^{+}$, we conclude that there exists an element $f \in$ $\mathbb{C}\left[K_{1}^{ \pm 1}, \ldots, K_{N}^{ \pm 1}\right]$ which is invertible on $V$ such that

$$
\operatorname{det}\left(\mathcal{S}_{\nu}\right)=f \prod_{j=1}^{n} \prod_{m=1}^{\infty}\left(q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}\right)^{N\left(\nu, \beta_{j}, m\right)}
$$

for certain exponents $N\left(\nu, \beta_{j}, m\right) \in \mathbb{N}_{0}$. It follows in particular that $\operatorname{det}\left(\mathcal{S}_{\nu}\right)$ is nonzero. In order to finish the proof it suffices to show $N\left(\nu, \beta_{j}, m\right)=P\left(\nu-m \beta_{j}\right)$ for all $j=1, \ldots, n$ and $m \in \mathbb{N}$.

Fix $1 \leq j \leq n$ and $m \in \mathbb{N}$, and choose $w \in W$ and $1 \leq i \leq N$ such that $\beta_{j}=w \alpha_{i}$. Consider the algebra $A=\mathbb{C}\left[K_{w \alpha_{1}}^{ \pm 1}, \ldots, K_{w \alpha_{N}}^{ \pm 1}\right]$. Moreover set

$$
B=\mathbb{C}\left[K_{w \alpha_{1}}^{ \pm 1}, \ldots, K_{w \alpha_{i-1}}^{ \pm 1}, K_{w \alpha_{i}}, K_{w \alpha_{i+1}}^{ \pm 1}, \ldots, K_{w \alpha_{N}}^{ \pm 1}\right]
$$

If we put $x=q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}$ then $A=B[x]$. Let $Y=\left(\mathcal{S}_{\nu}\left(x_{i}, x_{j}\right)\right) \in$ $M_{D}(A)=M_{D}(B[x])$, and write $Y(0) \in M_{D}(B)$ for the image of $Y$ under the map induced by evaluation at 0 .

If $\lambda \in \mathfrak{h}_{q}^{*}$ is an element in the variety of $A /(x) \cong B$ then we have

$$
\chi_{\lambda}\left(q_{\beta_{j}}^{2\left(\rho, \beta_{j}^{\vee}\right)} K_{\beta_{j}}-q_{\beta_{j}}^{2 m} K_{\beta_{j}}^{-1}\right)=0 .
$$

By a calculation similar to that above, this implies

$$
\left(\lambda+\rho, \beta_{j}^{\vee}\right)=m+\frac{k}{2} i \hbar_{\beta_{j}}^{-1}
$$

for some $k \in \mathbb{Z}$, and so $s_{k, \beta_{j}} \cdot \lambda=\lambda-m \beta_{j}<\lambda$. According to Theorem 4.14 there exists a submodule $M\left(\lambda-m \beta_{j}\right) \subset M(\lambda)$. This submodule is contained in $I(\lambda)$, and hence the radical of $\mathcal{S}_{\nu}$ evaluated at $\lambda$ contains a subspace of dimension

$$
\operatorname{dim}\left(M\left(\lambda-m \beta_{j}\right)_{\lambda-\nu}\right)=\operatorname{dim}\left(U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu+m \beta_{j}}\right)=P\left(\nu-m \beta_{j}\right)
$$

In other words, the rank of $Y(0)$ evaluated at a point $p$ of the variety of $B=A /(x)$ satisfies $r k\left(Y(0)_{p}\right) \leq D-P\left(\nu-m \beta_{j}\right)$. Hence $\operatorname{det}(Y)=x^{P\left(\nu-m \beta_{j}\right)} b$ for some $b \in B$ according to Lemma 4.21. In particular, $x^{P\left(\nu-m \beta_{j}\right)}$ is a factor of $\operatorname{det}\left(S_{\nu}\right)$. This finishes the proof.
4.4. Jantzen filtration and the BGG Theorem. In this section we discuss the Jantzen filtration and the BGG Theorem for $U_{q}(\mathfrak{g})$, giving us information about the composition factors of Verma modules.

We shall first formulate the Jantzen filtration. Consider $B=\mathbb{C}\left[T, T^{-1}\right]$, that is, the algebra of Laurent polynomials with coefficients in $\mathbb{C}$. Informally, we will think of $T$ as $s^{t}$ where $s \in \mathbb{C}$ such that $s^{L}=q$ and $t$ is an indeterminate. The ring $B$ is a principal ideal domain, and we write $\mathbb{L}$ for its field of quotients. Then $\mathbb{L}$ and $q \in \mathbb{L}^{\times}$satisfy our general assumptions in the discussion of the quantized universal enveloping algebra in Chapter 2 . Let us write $U_{q}^{\mathbb{L}}(\mathfrak{g})$ for the quantized universal enveloping algebra defined over $\mathbb{L}$. If $\lambda \in \mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$ is a weight with respect to the ground field $\mathbb{C}$, we define a character $\chi_{\lambda_{T}}: U_{q}^{\mathbb{L}}(\mathfrak{h}) \rightarrow \mathbb{L}$ by the formula

$$
\chi\left(K_{\mu}\right)=q^{(\mu, \lambda)} T^{L(\mu, \rho)}=q^{(\mu, \lambda+\rho t)}
$$

where the second equality is obtained by formally writing $T=s^{t}$.
Let $\mathcal{M}$ be a free module of finite rank over $B$. We write $M=\mathcal{M} \otimes_{B} \mathbb{C}$ for the vector space induced from the evaluation homomorphism $\epsilon: B \rightarrow \mathbb{C}, \epsilon(f)=f(1)$. If $S: \mathcal{M} \times \mathcal{M} \rightarrow B$ is a symmetric $B$-bilinear form let us set

$$
\mathcal{M}^{i}=\left\{x \in \mathcal{M} \mid S(x, \mathcal{M}) \subset(T-1)^{i} B\right\}
$$

and similarly $M^{i}=\mathcal{M}^{i} \otimes_{B} \mathbb{C}$ for all $i$. For any $x \in B$ let $v(x) \in \mathbb{N}_{0}$ be the largest number $n$ such that $x$ can be written in the form $x=y(T-1)^{n}$ for some $y \in B$.

With this notation in place we have the following result, which is a special case of the Lemma in Section 5.6 of 37.

Lemma 4.23. Let $\mathcal{M}$ be a free module of finite rank over $B=\mathbb{C}\left[T, T^{-1}\right]$. Assume that $S: \mathcal{M} \times \mathcal{M} \rightarrow B$ is a nondegenerate symmetric $B$-bilinear form on $\mathcal{M}$, and
let $\operatorname{det}(S)$ be its determinant with respect to some basis of $\mathcal{M}$. Then the following holds.
a) We have $v(\operatorname{det}(S))=\sum_{i>0} \operatorname{dim}_{\mathbb{C}}\left(M^{i}\right)$.
b) For each $i \geq 0$ the map $S_{i}: \mathcal{M}^{i} \times \mathcal{M}^{i} \rightarrow B$ given by

$$
S_{i}(x, y)=(T-1)^{-i} S(x, y)
$$

is well-defined and induces a nondegenerate $B$-bilinear form on $M^{i} / M^{i+1}$ with values in $\mathbb{C}$.

Proof. We follow the treatment in [37, adapted to the special case at hand for the convenience of the reader.
a) Assume that $\mathcal{M}$ is free of rank $r$. The dual module $\mathcal{M}^{*}=\operatorname{Hom}_{B}(\mathcal{M}, B)$ is again free of rank $r$, as is the submodule $\mathcal{M}^{\vee} \subset \mathcal{M}^{*}$ consisting of all linear functionals of the form $x^{\vee}$ where $x^{\vee}(y)=S(x, y)$ for $x \in \mathcal{M}$. Using the structure theory for modules over principal ideal domains we find a basis $e_{1}, \ldots, e_{r}$ of $\mathcal{M}$ and elements $d_{1}, \ldots, d_{r} \in B$ such that $d_{i} e^{i}$ is a basis of $\mathcal{M}^{\vee}$, where $e^{1}, \ldots, e^{r}$ of $\mathcal{M}^{*}$ is the dual basis defined by $e^{i}\left(e_{j}\right)=\delta_{i j}$. We then obtain $\operatorname{det}(S)=d_{1} \cdots d_{r}$ up to an invertible scalar. Moreover, there is another basis $f_{1}, \ldots f_{r}$ of $\mathcal{M}$ such that $f_{i}^{\vee}=d_{i} e^{i}$. If $f=\sum a_{j} f_{j} \in \mathcal{M}$ and $n_{j}=v\left(d_{j}\right)$ we get $f \in \mathcal{M}^{i}$ iff $v\left(S\left(e_{j}, f\right)\right) \geq i$ for all $j$ iff $v\left(a_{j}\right) \geq i-n_{j}$ for all $j$. Hence $\mathcal{M}^{i}$ is spanned by the elements $f_{j}$ for which $i \leq n_{j}$ and the $(T-1)^{i-n_{j}} f_{j}$ for which $i>n_{j}$. In particular $M^{i}=\mathcal{M}^{i} \otimes_{B} \mathbb{C}=0$ for sufficiently large $i$. Moreover we obtain

$$
v(\operatorname{det}(S))=\sum_{j=1}^{r} n_{j}=\sum_{i>0}\left|\left\{j \mid i \leq n_{j}\right\}\right|=\sum_{i>0} \operatorname{dim}\left(M^{i}\right)
$$

as desired.
b) By construction, the form $S_{i}$ takes values in $B \subset \mathbb{L}$. We need to check that it descends to a form on $M^{i}$. For this consider $x=(T-1) y \in \mathcal{M}^{i}$ and compute

$$
S_{i}\left(x, \mathcal{M}^{i}\right) \subset(T-1)^{-i} S\left(x, \mathcal{M}^{i}\right) \subset(T-1)^{-i+1}\left(\mathcal{M}, \mathcal{M}^{i}\right) \subset(T-1) B
$$

so that $S_{i}\left(x, \mathcal{M}^{i}\right)=0$ in $B \otimes_{B} \mathbb{C}=\mathbb{C}$. Hence $S^{i}$ induces a bilinear form $M^{i} \times M^{i} \rightarrow$ $\mathbb{C}$. In order to compute the radical $R^{i} \subset M^{i}$ of the latter notice that $M^{i+1} \subset R^{i}$. Moreover, the coset of $f_{j}$ as above is contained in $R^{i}$ iff $i<n_{j}$. Since the $f_{j}$ with $i \leq n_{j}$ form a basis of $M^{i}$ we see that the form is nondegenerate on $M^{i} / M^{i+1}$, so that $R^{i}=M^{i+1}$.

If $M$ is a $U_{q}(\mathfrak{g})$-module then a bilinear form on $M$ will be called contravariant if

$$
(\tau(X) \cdot m, n)=(m, X \cdot n)
$$

for all $x \in U_{q}(\mathfrak{g})$ and $m, n \in M$.
Theorem 4.24 (Jantzen filtration). Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then there exist a filtration

$$
M(\lambda)=M(\lambda)^{0} \supset M(\lambda)^{1} \supset M(\lambda)^{2} \supset \cdots
$$

of $M(\lambda)$ with $M(\lambda)^{i}=0$ for $i$ large, such that the following conditions hold.
a) Each nonzero quotient $M(\lambda)^{i} / M(\lambda)^{i+1}$ has a nondegenerate contravariant bilinear form.
b) $M(\lambda)^{1}=I(\lambda)$ is the maximal submodule of $M(\lambda)$.
c) (Jantzen Sum Formula) The formal characters of the modules $M(\lambda)^{i}$ satisfy

$$
\sum_{i>0} \operatorname{ch}\left(M(\lambda)^{i}\right)=\sum_{\substack{\alpha \in \Delta^{+}, k \in \mathbb{Z}_{2} \\ s_{k, \alpha} \cdot \lambda<\lambda}} \operatorname{ch}\left(M\left(s_{k, \alpha} \cdot \lambda\right)\right)
$$

Proof. We work over $B=\mathbb{C}\left[T, T^{-1}\right]$ and its field of quotients $\mathbb{L}$ as above. Given $\lambda \in \mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$ consider the character $\chi_{\lambda_{T}}$ where $\lambda_{T}=\lambda+t \rho$. We claim that $M\left(\lambda_{T}\right)$ is a simple $U_{q}^{\mathbb{L}}(\mathfrak{g})$-module. Indeed, by Theorem 2.128 any submodule of $M\left(\lambda_{T}\right)$ must have highest weight in the same $\hat{W}$-linkage class as $\lambda_{T}$. But if $\hat{w}=(\zeta, w) \in \hat{W}$ is nontrivial then

$$
\hat{w} \cdot(\lambda+t \rho)-(\lambda+t \rho)=(w \lambda+w \rho-\lambda-\rho+\zeta)+t(w \rho-\rho) \notin \mathbf{Q},
$$

so the $\hat{W}$-linkage class of $\lambda_{T}$ is trivial. Hence the unique contravariant bilinear form on $M\left(\lambda_{T}\right)$ with values in $\mathbb{L}$ such that $\left(v_{\lambda}, v_{\lambda}\right)=1$ is nondegenerate.

Using the PBW Theorem 2.67 we obtain from the $B$-form $U_{q}^{B}(\mathfrak{g})=B \otimes U_{q}(\mathfrak{g})$ a $B$-form $\mathcal{M}\left(\lambda_{T}\right)$ of the Verma module $M\left(\lambda_{T}\right)$ in which all weight subspaces are free of finite rank. For $\mu \in \mathbf{Q}^{+}$define

$$
\mathcal{M}\left(\lambda_{T}\right)_{\lambda_{T}-\mu}^{i}=\left\{x \in \mathcal{M}\left(\lambda_{T}\right)_{\lambda_{T}-\mu} \mid\left(x, \mathcal{M}\left(\lambda_{T}\right)_{\lambda_{T}-\mu}\right) \subset(T-1)^{i} B\right\}
$$

and

$$
\mathcal{M}\left(\lambda_{T}\right)^{i}=\sum_{\mu \in \mathbf{Q}^{+}} \mathcal{M}\left(\lambda_{T}\right)_{\lambda_{T}-\mu}^{i} .
$$

It is straightforward to check that $\mathcal{M}\left(\lambda_{T}\right)^{i}$ is a $U_{q}^{B}(\mathfrak{g})$-submodule of $\mathcal{M}\left(\lambda_{T}\right)$, and that these submodules form a decreasing filtration.

Setting $T=1$ yields a decreasing filtration $M(\lambda)^{i}=\mathcal{M}\left(\lambda_{T}\right)^{i} /(T-1) \mathcal{M}\left(\lambda_{T}\right)^{i}$ of $M(\lambda)$ such that $M^{0}(\lambda)=M(\lambda)$. Thanks to Lemma 4.23 the quotients of this filtration acquire nondegenerate contravariant bilinear forms. Since $M(\lambda)$ has finite length we see that $M(\lambda)^{i}=0$ for $i \gg 0$. This proves part $a$ ).

For part $b$ ) we only need to observe that the contravariant form on $M(\lambda) / M(\lambda)^{1}$ is nondegenerate, and therefore $M(\lambda)^{1}=I(\lambda)$ by Lemma 4.17,

It remains to prove the Jantzen Sum Formula in part $c$ ). Consider $\nu \in \mathbf{Q}^{+}$and denote the determinant of the Shapovalov form of $\mathcal{M}\left(\lambda_{T}\right)$ on the $\lambda_{T}-\nu$ weight space by $\operatorname{det}\left(\mathrm{Sh}_{\nu}\right)$. Since $B$ contains $\mathbb{C}$, the formula for the Shapovalov determinant in Theorem 4.22 continues to hold over $U_{q}^{B}(\mathfrak{g})$. More precisely, we obtain

$$
\chi_{\lambda_{T}}\left(\operatorname{det}\left(\operatorname{Sh}_{\nu}\right)\right)=\prod_{\alpha \in \boldsymbol{\Delta}+} \prod_{m=1}^{\infty}\left(q^{2(\lambda+\rho+t \rho, \alpha)}-q^{m(\alpha, \alpha)}\right)^{P(\nu-m \alpha)}
$$

up to an invertible element of $B$. Applying $v$ to the term

$$
x=q^{2(\lambda+\rho+t \rho, \alpha)}-q^{m(\alpha, \alpha)}=q^{2(\lambda+\rho, \alpha)} T^{2 L(\rho, \alpha)}-q^{m(\alpha, \alpha)}
$$

gives 0 unless $q^{m(\alpha, \alpha)}=q^{2(\lambda+\rho, \alpha)}$, or equivalently, unless $\left(\lambda+\rho, \alpha^{\vee}\right)=m$ modulo $\frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$, where as usual $\hbar_{\alpha}=d_{\alpha} \hbar$. In this case we get $v(x)=1$. The contribution of the $(\lambda-\nu)$-weight space to the valuation is therefore $P\left(\nu-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha\right)$, where $P$ denotes Kostant's partition function. Using Lemma 4.23 we obtain

$$
\begin{aligned}
\sum_{i>0} \operatorname{ch}\left(M(\lambda)^{i}\right) & =\sum_{\nu \in \mathbf{Q}^{+}} \sum_{\substack{\alpha \in \Delta^{+}, k \in \mathbb{Z}_{2} \\
s_{k, \alpha} \cdot \lambda<\lambda}} P\left(\nu-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha\right) e^{\lambda-\nu} \\
& =\sum_{\substack{\alpha \in \Delta^{+}, k \in \mathbb{Z}_{2} \\
s_{k, \alpha} \cdot \lambda<\lambda}} \sum_{\nu \in \mathbf{Q}^{+}} P(\nu) e^{\lambda-\left(\lambda+\rho, \alpha^{\vee}\right) \alpha-\nu} \\
& =\sum_{\substack{\alpha \in \Delta^{+}, k \in \mathbb{Z}_{2} \\
s_{k}, \alpha}} \operatorname{ch}\left(M\left(s_{k, \alpha} \cdot \lambda\right)\right)
\end{aligned}
$$

as desired.

Notice that the Jantzen filtration reduces to the trivial filtration $M(\lambda)=M(\lambda)^{0} \supset$ $M(\lambda)^{1}=0$ in the case that $M(\lambda)$ is simple. The Jantzen sum formula does not provide any information in this case.

Let $\mu, \lambda \in \mathfrak{h}_{q}^{*}$. Recall that $\mu$ is strongly linked to $\lambda$, written $\mu \uparrow \lambda$, if $\mu=\lambda$ or if there exists a chain of positive roots $\alpha_{1}, \ldots, \alpha_{r} \in \boldsymbol{\Delta}^{+}$and $k_{1}, \ldots k_{r} \in \mathbb{Z}_{2}$ such that

$$
\mu=s_{k_{1}, \alpha_{1}} \cdots s_{k_{r}, \alpha_{r}} \cdot \lambda<s_{k_{2}, \alpha_{2}} \cdots s_{k_{r}, \alpha_{r}} \cdot \lambda<\cdots<s_{k_{r}, \alpha_{r}} \cdot \lambda<\lambda
$$

Using the Jantzen filtration we shall now prove an analogue of the BGG Theorem, compare Section 5.1 in 37.
Theorem 4.25 (The BGG Theorem). Let $\mu, \lambda \in \mathfrak{h}_{q}^{*}$. Then $[M(\lambda): V(\mu)] \neq 0$ iff $\mu$ is strongly linked to $\lambda$.
Proof. From Theorem 4.14 we know that $\mu \uparrow \lambda$ implies $[M(\lambda): V(\mu)] \neq 0$.
For the converse let us use the Jantzen filtration and induction on the number $k$ of weights $\mu$ linked to $\lambda$ satisfying $\mu \leq \lambda$. If $k=1$ then $\lambda$ is minimal in its linkage class, so there is nothing to prove. Assume now that the claim is proved for all weights and some $k$. Suppose $[M(\lambda): V(\mu)]>0$ for $\mu<\lambda$. This means $\left[M(\lambda)^{1}: V(\mu)\right]>0$ for the first step $M(\lambda)^{1}$ in the Jantzen filtration of $M(\lambda)$. The sum formula in Theorem 4.24 forces $\left[M\left(s_{k, \alpha} \cdot \lambda\right): V(\mu)\right]>0$ for some $\alpha \in \boldsymbol{\Delta}_{[\lambda]}^{+}, k \in \mathbb{Z}_{2}$. By our inductive hypothesis, there exist $\alpha_{1}, \ldots, \alpha_{r} \in \boldsymbol{\Delta}^{+}, k_{1}, \ldots, k_{r} \in \mathbb{Z}_{2}$ such that

$$
\mu=s_{k_{1}, \alpha_{1}} \cdots s_{k_{r}, \alpha_{r}} s_{k, \alpha} \cdot \lambda<s_{k_{2}, \alpha_{2}} \cdots s_{k_{r}, \alpha_{r}} s_{k, \alpha} \cdot \lambda<\cdots<s_{k_{r}, \alpha_{r}} s_{k, \alpha} \cdot \lambda<s_{k, \alpha} \cdot \lambda
$$

Appending this chain with $s_{k, \alpha} \cdot \lambda<\lambda$ yields $\mu \uparrow \lambda$ as desired.
4.5. The PRV determinant. In this section we discuss the Parthasarathy-Ranga Rao-Varadarajan determinants of $U_{q}(\mathfrak{g})$. In the classical setting they were introduced in [62]. For more information on the quantum case we refer to 41].
4.5.1. The spaces $F \operatorname{Hom}(M, N)$. Before discussing the PRV-determinants we will need a couple of preparations regarding the spaces $F \operatorname{Hom}(M, N)$, which we now describe.

Let $M, N$ be $U_{q}(\mathfrak{g})$-modules. The space of $\mathbb{C}$-linear maps $\operatorname{Hom}(M, N)$ becomes a $U_{q}(\mathfrak{g})$-module by setting

$$
(X \rightarrow T)(m)=X_{(1)} \cdot T\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)
$$

for $T \in \operatorname{Hom}(M, N), X \in U_{q}(\mathfrak{g})$ and $m \in M$. We will refer to this as the adjoint action of $U_{q}(\mathfrak{g})$. We denote by $F \operatorname{Hom}(M, N)$ the locally finite part of $\operatorname{Hom}(M, N)$ with respect to the adjoint action.

We can also define a $U_{q}(\mathfrak{g})$-bimodule structure on $\operatorname{Hom}(M, N)$ by

$$
(Y \cdot T \cdot Z)(m)=Y \cdot T(Z \cdot m)
$$

for $Y, Z \in U_{q}(\mathfrak{g}), T \in \operatorname{Hom}(M, N), m \in M$. By restriction, $F \operatorname{Hom}(M, N)$ becomes an $F U_{q}(\mathfrak{g})$-bimodule. Indeed, notice that

$$
\begin{aligned}
X \rightarrow(Y \cdot T \cdot Z)(m) & =X_{(1)} Y \cdot T\left(Z \hat{S}\left(X_{(2)}\right) \cdot m\right) \\
& =\left(X_{(1)} \rightarrow Y\right) \cdot\left(X_{(2)} \rightarrow T\right)\left(\left(X_{(3)} \rightarrow Z\right) \cdot m\right)
\end{aligned}
$$

for all $m \in M$. Hence if $Y, Z \in F U_{q}(\mathfrak{g})$ and $T \in F \operatorname{Hom}(M, N)$, then $Y \cdot T \cdot Z$ is again contained in $F \operatorname{Hom}(M, N)$.

The $F U_{q}(\mathfrak{g})$-bimodule structure on $F \operatorname{Hom}(M, N)$ is compatible with the adjoint $U_{q}(\mathfrak{g})$-action in the following sense.
Definition 4.26. Let $V$ be an $F U_{q}(\mathfrak{g})$-bimodule, with left and right actions denoted by $X \cdot v$ and $v \cdot X$ for $X \in F U_{q}(\mathfrak{g})$ and $v \in V$, respectively. We say that a left
module structure of $U_{q}(\mathfrak{g})$ on $V$, written $X \rightarrow v$ for $X \in U_{q}(\mathfrak{g})$ and $v \in V$, is compatible if

$$
\left(X_{(1)} \rightarrow v\right) \cdot X_{(2)}=X \cdot v
$$

for all $X \in F U_{q}(\mathfrak{g})$ and $v \in V$. Equipped with such a structure, $V$ will be called a $U_{q}(\mathfrak{g})$-compatible $F U_{q}(\mathfrak{g})$-bimodule.

Note that the formula in Definition 4.26 makes sense since $F U_{q}(\mathfrak{g})$ is a left coideal, see Lemma 2.112. Morally, the compatibility condition can be written as

$$
X \rightarrow v=X_{(1)} \cdot v \cdot \hat{S}\left(X_{(2)}\right)
$$

however, the right hand side of this formula might not be well-defined, even if we consider $X \in F U_{q}(\mathfrak{g})$. Nevertheless, inspired by this formula, we shall always refer to a compatible action of $U_{q}(\mathfrak{g})$ on an $F U_{q}(\mathfrak{g})$-bimodule as the adjoint action.

Next, we introduce similar structures associated to the linear dual $(M \otimes N)^{*}$, where again $M$ and $N$ are in category $\mathcal{O}$. Recall the algebra antiautomorphism and coalgebra automorphism $\tau$ of $U_{q}(\mathfrak{g})$ from Lemma 2.16 . We introduce a $U_{q}(\mathfrak{g})$ module structure on $(M \otimes N)^{*}$ by

$$
(X \rightarrow \varphi)(m \otimes n)=\varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m \otimes \tau\left(X_{(1)}\right) \cdot n\right)
$$

for $X \in U_{q}(\mathfrak{g}), \varphi \in(M \otimes N)^{*}$ and $m \otimes n \in M \otimes N$. Again, we refer to this as the adjoint action of $U_{q}(\mathfrak{g})$ on $(M \otimes N)^{*}$. We also have a $U_{q}(\mathfrak{g})$-bimodule structure on $(M \otimes N)^{*}$ given by

$$
(Y \cdot \varphi \cdot Z)(m \otimes n)=\varphi(Z \cdot m \otimes \tau(Y) \cdot n),
$$

for $Y, Z \in U_{q}(\mathfrak{g})$.
We denote by $F\left((M \otimes N)^{*}\right)$ the locally finite part of $(M \otimes N)^{*}$ with respect to the adjoint action of $U_{q}(\mathfrak{g})$ defined above. The following lemma shows that by restricting the above actions, $F\left((M \otimes N)^{*}\right)$ becomes a $U_{q}(\mathfrak{g})$-compatible $F U_{q}(\mathfrak{g})$ bimodule in the sense of Definition 4.26

Lemma 4.27. Let $M, N$ be in category $\mathcal{O}$. Then there exists an isomorphism of $F U_{q}(\mathfrak{g})$-bimodules

$$
F \operatorname{Hom}\left(M, N^{\vee}\right) \stackrel{\cong}{\leftrightarrows} F\left((M \otimes N)^{*}\right),
$$

which is $U_{q}(\mathfrak{g})$-linear for the adjoint actions denoted by $\rightarrow$ above. Explicitly, the isomorphism is the restriction of the natural map $\gamma: \operatorname{Hom}\left(M, N^{*}\right) \rightarrow(M \otimes N)^{*}$ defined by

$$
\gamma(T)(m \otimes n)=T(m)(n)
$$

for $T \in \operatorname{Hom}\left(M, N^{*}\right)$ and $m \in M, n \in N$.
Proof. To begin with, let us show that $F \operatorname{Hom}\left(M, N^{\vee}\right)=F \operatorname{Hom}\left(M, N^{*}\right)$. Here, we are equipping $N^{*}$ with the obvious extension of the $U_{q}(\mathfrak{g})$-action on $N^{\vee}$, namely

$$
(X \cdot f)(n)=f(\tau(X) \cdot n), \quad f \in N^{*}, X \in U_{q}(\mathfrak{g}), n \in N
$$

Let $T \in F \operatorname{Hom}\left(M, N^{*}\right)$. For $K \in U_{q}(\mathfrak{h})$, we have

$$
K \cdot(T(m))=\left(K_{(1)} \rightarrow T\right)\left(K_{(2)} \cdot m\right)
$$

Since $T$ is locally finite and $m \in M$ is contained in a finite sum of weight spaces, we see that $T(m)$ generates a finite dimensional $U_{q}(\mathfrak{h})$-submodule of $N^{*}$ and so must belong to $N^{\vee}$.

Now consider the linear map $\gamma: \operatorname{Hom}\left(M, N^{*}\right) \rightarrow(M \otimes N)^{*}$ defined above. General facts about tensor products imply that $\gamma$ is a linear isomorphism. Since

$$
\begin{aligned}
(X \rightarrow \gamma(T))(m \otimes n) & =\gamma(T)\left(\hat{S}\left(X_{(2)}\right) \cdot m \otimes \tau\left(X_{(1)}\right) \cdot n\right) \\
& =T\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)\left(\tau\left(X_{(1)}\right) \cdot n\right) \\
& =\left(X_{(1)} \cdot T\left(\hat{S}\left(X_{(2)} \cdot m\right)\right)(n)\right. \\
& =\gamma(X \rightarrow T)(m \otimes n)
\end{aligned}
$$

for $X \in U_{q}(\mathfrak{g}), m \in M, n \in N$ we see that $\gamma$ is $U_{q}(\mathfrak{g})$-linear and so restricts to an isomorphism on the locally finite parts.

Finally, for any $Y, Z \in U_{q}(\mathfrak{g}), T \in \operatorname{Hom}\left(M, N^{*}\right)$ and $m \otimes n \in M \otimes N$ we have

$$
\begin{aligned}
(Y \cdot \gamma(T) \cdot Z)(m \otimes n) & =\gamma(T)(Z \cdot m \otimes \tau(Y) \cdot n) \\
& =T(Z \cdot m)(\tau(Y) \cdot n) \\
& =(Y \cdot T(Z \cdot m))(n) \\
& =\gamma(Y \cdot T \cdot Z)(m \otimes n) .
\end{aligned}
$$

Since $F \operatorname{Hom}\left(M, N^{\vee}\right)$ is invariant for the left and right actions of $F U_{q}(\mathfrak{g})$, we deduce that the same is true for $F\left((M \otimes N)^{*}\right)$, and $\gamma: F \operatorname{Hom}\left(M, N^{\vee}\right) \rightarrow F\left((M \otimes N)^{*}\right)$ is an isomorphism of $F U_{q}(\mathfrak{g})$-bimodules.

Consider the automorphism $\theta=\tau \hat{S}=\hat{S}^{-1} \tau$. It is an algebra homomorphism and a coalgebra antihomomorphism. Note also that $\theta$ is involutive, since $\theta^{2}=$ $\tau \hat{S} \hat{S}^{-1} \tau=\tau^{2}=\mathrm{id}$.

Lemma 4.28. Let $M, N$ be in category $\mathcal{O}$. Then the fip map $M \otimes N \rightarrow N \otimes M$ induces a linear isomorphism

$$
\alpha: F\left((M \otimes N)^{*}\right) \rightarrow F\left((N \otimes M)^{*}\right)
$$

such that

$$
\alpha(Y \cdot \varphi \cdot Z)=\tau(Z) \cdot \alpha(\varphi) \cdot \tau(Y), \quad \alpha(X \rightarrow \varphi)=\theta(X) \rightarrow \alpha(\varphi)
$$

for all $Y, Z \in F U_{q}(\mathfrak{g})$ and $X \in U_{q}(\mathfrak{g})$.
Similarly, there exists a linear isomorphism

$$
\beta: F \operatorname{Hom}(M, N) \rightarrow F \operatorname{Hom}\left(N^{\vee}, M^{\vee}\right)
$$

such that

$$
\beta(Y \cdot T \cdot Z)=\tau(Z) \cdot \beta(T) \cdot \tau(Y), \quad \beta(X \rightarrow T)=\theta(X) \rightarrow \beta(T)
$$

for all $Y, Z \in F U_{q}(\mathfrak{g})$ and $X \in U_{q}(\mathfrak{g})$.
Proof. We define $\alpha:(M \otimes N)^{*} \rightarrow(N \otimes M)^{*}$ by $\alpha(\varphi)(n \otimes m)=\varphi(m \otimes n)$. Clearly $\alpha$ is a linear isomorphism. To check that this isomorphism is compatible with the locally finite parts we compute

$$
\begin{aligned}
\theta(X) \rightarrow \alpha(\varphi)(n \otimes m) & =\alpha(\varphi)\left(\hat{S}\left(\theta\left(X_{(1)}\right)\right) \cdot n \otimes \tau\left(\theta\left(X_{(2)}\right)\right) \cdot m\right) \\
& =\alpha(\varphi)\left(\tau\left(X_{(1)}\right) \cdot n \otimes \hat{S}\left(X_{(2)}\right) \cdot m\right) \\
& =\varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m \otimes \tau\left(X_{(1)}\right) \cdot n\right) \\
& =\alpha(X \rightarrow \varphi)(n \otimes m)
\end{aligned}
$$

Hence $\alpha$ restricts to an isomorphism $F\left((M \otimes N)^{*}\right) \rightarrow F\left((N \otimes M)^{*}\right)$. Moreover we have

$$
\begin{aligned}
\alpha(Y \cdot \varphi \cdot Z)(n \otimes m) & =\varphi(Z \cdot m \otimes \tau(Y) \cdot n) \\
& =\alpha(\varphi)(\tau(Y) \cdot n \otimes Z \cdot m) \\
& =(\tau(Z) \cdot \alpha(\varphi) \cdot \tau(Y))(n \otimes m)
\end{aligned}
$$

for all $Y, Z \in F U_{q}(\mathfrak{g})$.
In order to prove the second assertion it suffices to construct an isomorphism $\beta: F \operatorname{Hom}\left(M, N^{\vee}\right) \rightarrow F \operatorname{Hom}\left(N, M^{\vee}\right)$ with the claimed properties. This can be done by combining the map $\alpha$ from the first part of the proof with the isomorphism $\gamma$ from Lemma 4.27 .
4.5.2. Conditions for $F \operatorname{Hom}(M, N)=0$. In this subsection we use Gelfand-Kirillov dimension as a tool to derive sufficient conditions for $F \operatorname{Hom}(M, N)=0$ for certain modules $M, N \in \mathcal{O}$. For background on the Gelfand-Kirillov dimension we refer to [14.

Let $A$ be an algebra over $\mathbb{C}$ and let $V \subset A$ be a linear subspace. We write $V^{n}$ for the linear subspace generated by all $n$-fold products $a_{1} \cdots a_{n}$ with $a_{1}, \ldots, a_{n} \in V$, in addition we set $V^{0}=\mathbb{C}$. Assume that $A$ is finitely generated and that $V$ is a finite dimensional generating subspace, so that $\bigcup_{n=0}^{\infty} V^{n}=A$. Moreover let $M$ be a finitely generated $A$-module with generating set $M^{0}$, so that $\bigcup_{n=0}^{\infty} M^{n}=M$ where $M^{n}=V^{n} \cdot M^{0}$. Then the Gelfand-Kirillov dimension of $M$ over $A$ is defined by

$$
d_{A}(M)=\limsup _{n \rightarrow \infty} \frac{\log \left(\operatorname{dim}\left(M^{n}\right)\right)}{\log (n)}
$$

It is not hard to check that this does not depend on the choice of the generating subspaces $V$ and $M^{0}$.

Let us collect some general facts regarding the GK dimension.
Lemma 4.29. Let $A$ be a finitely generated algebra.
a) If $0 \rightarrow K \rightarrow E \rightarrow Q \rightarrow 0$ is an extension of finitely generated $A$-modules then $d_{A}(K) \leq d_{A}(E)$ and $d_{A}(Q) \leq d_{A}(E)$.
b) If $I \subset A$ is a left ideal containing an element $a \in I$ which is not a right zero divisor then $d_{A}(A / I) \leq d_{A}(A)-1$.

Proof. a) Pick a generating subspace $K^{0}$ for $K$ and extend it to a generating subspace $E^{0}$ for $E$. Then $K^{n} \subset E^{n}$ for all $n$ and hence $\operatorname{dim}\left(K^{n}\right) \leq \operatorname{dim}\left(E^{n}\right)$. Similarly, if $\pi: E \rightarrow Q$ denotes the quotient map then $Q^{0}=\pi\left(E^{0}\right)$ is a generating subspace for $Q$, and we have $\operatorname{dim}\left(Q^{n}\right) \leq \operatorname{dim}\left(E^{n}\right)$ for all $n$. This yields the claim.
b) We follow the proof of Theorem 3.4 in [14]. Without loss of generality we may assume that $d_{A}(A)$ is finite. Let $V \subset A$ be a finite dimensional generating subspace containing 1. For each $n$ let $D_{n} \subset V^{n}$ be a complement of $V^{n} \cap I$. If $\pi: A \rightarrow A / I$ is the quotient map then we get $\pi\left(D_{n}\right)=\pi\left(V^{n}\right)$.

We claim that $D_{n}+D_{n} a+\cdots D_{n} a^{m}$ is a direct sum for all $m \in \mathbb{N}$. Indeed, from $x_{0}+x_{1} a+\cdots+x_{m} a^{m}=0$ with $x_{j} \in D_{n}$ for all $j$ we get $\pi\left(x_{0}\right)=0$ because $a \in I$. Hence $x_{0}=0$, and since $a$ is not a right zero divisor we deduce $x_{1}+x_{2} a+\cdots+$ $x_{m} a^{m}=0$. Therefore the assertion follows by induction.

Next observe $D_{n}+D_{n} a+\cdots D_{n} a^{n} \subset V^{2 n}$ so that $\operatorname{dim}\left(V^{2 n}\right) \geq n \operatorname{dim}\left(D_{n}\right)=$ $n \operatorname{dim}\left(\pi\left(V^{n}\right)\right)$. Since $W=V^{2}$ is again a generating subspace for $A$ and $W^{n}=V^{2 n}$ we conclude

$$
d_{A}(A)=\limsup _{n \rightarrow \infty} \frac{\log \left(\operatorname{dim}\left(V^{2 n}\right)\right)}{\log (n)} \geq \limsup _{n \rightarrow \infty} \frac{\log \left(n \operatorname{dim}\left(\pi\left(V^{n}\right)\right)\right)}{\log (n)}=1+d_{A}(A / I)
$$

as desired.

We will be interested in the case that $A=U_{q}\left(\mathfrak{n}_{-}\right)$or $A=U_{q}(\mathfrak{b})$ and $M$ is a $U_{q}(\mathfrak{g})$-module contained in $\mathcal{O}$, viewed as an $A$-module. Note that $d_{A}(M)$ will be the same for both choices of $A$, and we will write $d(M)=d_{A}(M)$ in either case.

In the next lemma, recall that $w_{0}$ denotes the longest element of the Weyl group.
Lemma 4.30. Let $A=U_{q}\left(\mathfrak{n}_{-}\right)$.
a) If $\lambda \in \mathfrak{h}_{q}^{*}$ then $d(M(\lambda))=l\left(w_{0}\right)$.
b) If $Q$ is a proper quotient of a Verma module then $d(Q)<l\left(w_{0}\right)$.
c) If $M$ is in $\mathcal{O}$ and $\mu \in \mathbf{P}^{+}$we have $d(M \otimes V(\mu))=d(M)$.

Proof. a) Every Verma module is a free $A$-module of rank 1. Hence the claim can be obtained by invoking a filtration of $A$ as in the proof of Proposition 2.134, taking into account Satz 5.5 in [14].
b) This follows again from the fact that every Verma module is a free $A$-module of rank 1 combined with $A$ having no zero-divisors and part $b$ ) of Lemma 4.29 .
c) We use that $M$, being in $\mathcal{O}$, is finitely generated as an $A$-module. If $V \subset A$ is the linear span of 1 and the generators $F_{1}, \ldots, F_{N}$ then $V$ is a generating subspace of $A$. Let $M^{0}$ be a finite dimensional generating subspace of $M$ over $A$. Then $M^{0} \otimes V(\mu)$ is a generating subspace for $M \otimes V(\mu)$, and we have

$$
V^{n} \cdot\left(M^{0} \otimes V(\mu)\right) \subset V^{n} \cdot M^{0} \otimes V(\mu)=M^{n} \otimes V(\mu),
$$

which implies $d(M \otimes V(\mu)) \leq d(M)$. If $v^{\mu} \in V(\mu)$ is a lowest weight vector then $M \otimes v^{\mu}$ is isomorphic to $M$ as an $A$-module, so that $d(M \otimes V(\mu)) \geq d(M)$. Hence we get $d(M \otimes V(\mu))=d(M)$ as desired.

Lemma 4.31. For $M, N$ in $\mathcal{O}$, the following are equivalent:
a) $F \operatorname{Hom}(M, N)=0$.
b) $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(V(\mu) \otimes M, N)=0$ for every $\mu \in \mathbf{P}^{+}$.
c) $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(M, V(\mu) \otimes N)=0$ for every $\mu \in \mathbf{P}^{+}$.

Proof. The map $\kappa: \operatorname{Hom}(M, N) \otimes V(\mu)^{*} \rightarrow \operatorname{Hom}(V(\mu) \otimes M, N)$ defined by

$$
\kappa(T \otimes f)(v \otimes m)=f(v) T(m)
$$

is a $U_{q}(\mathfrak{g})$-linear isomorphism

$$
\begin{aligned}
(X \rightarrow \kappa(T \otimes f))(v \otimes m) & =f\left(\hat{S}\left(X_{(3)}\right) \cdot v\right) X_{(1)} \cdot T\left(\hat{S}\left(X_{(2)}\right) \cdot m\right) \\
& =\left(X_{(1)} \rightarrow T\right)(m)\left(X_{(2)} \rightarrow f\right)(v) .
\end{aligned}
$$

Therefore, if $\operatorname{Hom}(M, N)$ contains a finite dimensional $U_{q}(\mathfrak{g})$-submodule of highest weight $\mu$ then $\operatorname{Hom}(V(\mu) \otimes M, N)$ contains a trivial submodule, and conversely. An element of $\operatorname{Hom}(V(\mu) \otimes M, N)$ spans a trivial submodule if and only if it is $U_{q}(\mathfrak{g})$-linear. This proves that $\left.a\right)$ and $b$ ) are equivalent.

A similar argument proves the equivalence of $a$ ) and $c$ ).
Note that $V(\mu) \otimes M$ can be replaced by $M \otimes V(\mu)$ in $b$ ) and $c$ ) of the above lemma, since they are isomorphic as $U_{q}(\mathfrak{g})$-modules.

Proposition 4.32. Let $M, N$ be in category $\mathcal{O}$.
a) If $d(M)<d(K)$ for every simple submodule $K$ of $N$ we have $F \operatorname{Hom}(M, N)=0$.
b) If $d(N)<d(Q)$ for every simple quotient $Q$ of $M$ we have $F \operatorname{Hom}(M, N)=0$.

Proof. a) By Lemma 4.31, it suffices to show $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(M \otimes V(\mu), N)=0$ for all $\mu \in \mathbf{P}^{+}$. Let $f: M \otimes V(\mu) \rightarrow N$ be a nonzero $U_{q}(\mathfrak{g})$-linear map. According to part $c$ ) of Lemma 4.30 we have $d(M \otimes V(\mu))=d(M)$, and we have $d(f(M \otimes$ $V(\mu)) \leq d(M \otimes V(\mu))=d(M)<d(K)$ for all simple submodules $K \subset N$ by assumption. On the other hand, if $K \subset f(M \otimes V(\mu))$ is a simple submodule then
$d(K) \leq d(f(M \otimes V(\mu))$ by Lemma 4.29. This is a contradiction, thus giving the claim.
b) In a similar fashion it is enough to show $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(M, V(\mu) \otimes N)=0$ for all $\mu \in \mathbf{P}^{+}$. Let $f: M \rightarrow V(\mu) \otimes N$ be a nonzero $U_{q}(\mathfrak{g})$-linear map. Using $V(\mu) \otimes N \cong N \otimes V(\mu)$ we have $d(N)=d(V(\mu) \otimes N)$ according to part $c)$ of Lemma 4.30, and hence $d(V(\mu) \otimes N)<d(Q) \leq d(f(M))$ for every simple quotient $Q$ of $f(M)$ by assumption. In addition, $d(f(M)) \leq d(V(\mu) \otimes N)$ by Lemma 4.29 because $f(M) \subset V(\mu) \otimes N$ is a submodule. Again we obtain a contradiction.

As a consequence we arrive at the following result.
Proposition 4.33. Let $\lambda \in \mathfrak{h}_{q}^{*}$. If $Q$ is a proper quotient of a Verma module then $F \operatorname{Hom}(Q, M(\lambda))=0$. Similarly, if $M(\lambda)$ is simple then $F \operatorname{Hom}(M(\lambda), Q)=0$.

Proof. If $Q$ is a proper quotient of a Verma module then $d(Q)<l\left(w_{0}\right)$ according to Lemma 4.30. In particular, we have $d(Q)<d(K)$ for the unique simple submodule $K=\operatorname{Soc}(M(\lambda)) \subset M(\lambda)$, see Lemma 4.10. Hence the first assertion follows from Proposition $4.32 a)$. Similarly, the second claim follows from Proposition 4.32 b).
4.5.3. Multiplicities in $F \operatorname{Hom}(M, N)$. If $V$ is any $U_{q}(\mathfrak{g})$-module and $\lambda \in \mathfrak{h}_{q}^{*}$, then $V \otimes M(\lambda)$ is a free $U_{q}\left(\mathfrak{n}_{-}\right)$-module. To see this, let $V_{\tau}$ denote $V$ equipped with the trivial action of $U_{q}\left(\mathfrak{n}_{-}\right)$and observe that the isomorphism $V_{\tau} \otimes M(\lambda) \cong V \otimes M(\lambda)$ defined by

$$
v \otimes Y \cdot v_{\lambda} \mapsto Y_{(1)} \cdot v \otimes Y_{(2)} \cdot v_{\lambda}
$$

for $v \in V, Y \in U_{q}\left(\mathfrak{n}_{-}\right)$is $U_{q}\left(\mathfrak{n}_{-}\right)$-linear.
Lemma 4.34. Let $\lambda \in \mathfrak{h}_{q}^{*}$ and $\nu \in \mathbf{P}^{+}$. Then there exists a finite decreasing filtration

$$
V(\nu) \otimes M(\lambda)=M_{0} \supset M_{1} \supset \cdots \supset M_{k} \supset 0
$$

with quotients isomorphic to $M(\lambda+\gamma)$, where $\gamma$ runs over all weights of $V(\nu)$ counted with multiplicity.

Proof. We can filter $V(\nu)=V_{0} \supset V_{1} \supset \cdots V_{k} \supset 0$ as a $U_{q}\left(\mathfrak{b}_{+}\right)$-module by onedimensional quotients $\mathbb{C}_{\gamma}$ where $U_{q}\left(\mathfrak{b}_{+}\right)$acts on $\mathbb{C}_{\gamma}$ by the character $\chi_{\gamma}$. Using the above observations, tensoring this filtration with $M(\lambda)$ yields the claim.

Recall that if $M$ is an integrable $U_{q}(\mathfrak{g})$-module and $\nu \in \mathbf{P}^{+}$we write $[M: V(\nu)]$ for the multiplicity of $V(\nu)$ in $M$.

Proposition 4.35. Let $\lambda, \eta \in \mathfrak{h}_{q}^{*}$ and $\nu \in \mathbf{P}^{+}$. The the following properties hold.
a) We always have

$$
\left[F\left((M(\lambda) \otimes M(\eta))^{*}\right): V(\nu)\right]=\operatorname{dim}\left(V(\nu)_{\eta-\lambda}\right)
$$

b) If $M(\eta)$ is simple then

$$
[F \operatorname{Hom}(M(\lambda), M(\eta)): V(\nu)]=\operatorname{dim}\left(V(\nu)_{\eta-\lambda}\right)
$$

c) If $M(\lambda)$ is projective then

$$
[F \operatorname{Hom}(M(\lambda), M(\eta)): V(\nu)]=\operatorname{dim}\left(V(\nu)_{\eta-\lambda}\right) .
$$

Proof. a) Recall that the appropriate $U_{q}(\mathfrak{g})$-module structure on $(M(\lambda) \otimes M(\eta))^{*}$ is given by

$$
(X \rightarrow \varphi)(m \otimes n)=\varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m \otimes \tau\left(X_{(1)}\right) \cdot n\right)
$$

for $X \in U_{q}(\mathfrak{g}), \varphi \in(M(\lambda) \otimes M(\eta))^{*}$ and $m \otimes n \in M(\lambda) \otimes M(\eta)$. This can be rewritten as

$$
(X \rightarrow \varphi)(m \otimes n)=\varphi(\hat{S}(X) \cdot(m \otimes n))
$$

if we define the $U_{q}(\mathfrak{g})$-action on $M(\lambda) \otimes M(\eta)$ by

$$
X \cdot(m \otimes n)=X_{(1)} \cdot m \otimes \hat{S} \tau\left(X_{(2)}\right) \cdot n
$$

Similarly, let us define a $U_{q}(\mathfrak{g})$-action on $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ by

$$
X \cdot(Y \otimes Z)=X_{(1)} Y \otimes \hat{S} \tau\left(X_{(2)}\right) Z
$$

for $X, Y, Z \in U_{q}(\mathfrak{g})$. Using the triangular decomposition, see Theorem 2.14, one can check that this action induces an isomorphism

$$
\begin{aligned}
& U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})}\left(U_{q}\left(\mathfrak{b}_{+}\right)\right.\left.\otimes U_{q}\left(\mathfrak{b}_{+}\right)\right) \\
& X \otimes(Y \otimes Z) \mapsto X \cdot(Y \otimes Z) \otimes U_{q}(\mathfrak{g}) \\
& X \otimes(Y \otimes Z)
\end{aligned}
$$

of left $U_{q}(\mathfrak{g})$-modules.
We obtain isomorphisms of left $U_{q}(\mathfrak{g})$-modules as follows

$$
\begin{aligned}
(M(\lambda) \otimes M(\eta))^{*} & \cong \operatorname{Hom}_{U_{q}(\mathfrak{b}+)} \otimes U_{q}(\mathfrak{b}+) \\
& \left(U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g}),\left(\mathbb{C}_{\lambda} \otimes \mathbb{C}_{\eta}\right)^{*}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{b}+)} \otimes U_{q}(\mathfrak{b}+) \\
& \left.\left.\cong U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})}\left(U_{q}\left(\mathfrak{b}_{+}\right) \otimes U_{q}(\mathfrak{b}+)\right)\right),\left(\mathbb{C}_{\lambda} \otimes \mathbb{C}_{\eta}\right)^{*}\right) \\
& \left(U_{q}(\mathfrak{g}),\left(\mathbb{C}_{\lambda} \otimes \mathbb{C}_{\eta}\right)^{*}\right),
\end{aligned}
$$

where the Hom spaces are spaces of morphisms of right modules. In the last line, the right $U_{q}(\mathfrak{h})$-action on $\left.\mathbb{C}_{\lambda} \otimes \mathbb{C}_{\eta}\right)$ is given by
$((\phi \otimes \psi) \cdot H)(v \otimes w)=(\phi \otimes \psi)\left(\chi_{\lambda}\left(H_{(1)}\right) v \otimes \chi_{\eta}\left(\hat{S} \tau\left(H_{(2)}\right)\right) w\right)=\chi_{\lambda-\eta}(H)(\phi \otimes \psi)(v \otimes w)$, so that the second factor is isomorphic to $\mathbb{C}_{\lambda-\mu}^{*}$ as a right $U_{q}(\mathfrak{h})$-module. Thus

$$
(M(\lambda) \otimes M(\eta))^{*} \cong\left(U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})} \mathbb{C}_{\lambda-\mu}\right)^{*}
$$

We now have

$$
\begin{aligned}
\operatorname{Hom}_{U_{q}(\mathfrak{g})}(V(\nu), & \left.\left(U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})} \mathbb{C}_{\lambda-\eta}\right)^{*}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(V(\nu) \otimes\left(U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})} \mathbb{C}_{\lambda-\eta}\right), \mathbb{C}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(\left(U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})} \mathbb{C}_{\lambda-\eta}\right) \otimes V(\nu), \mathbb{C}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{h})} \mathbb{C}_{\lambda-\eta}, V(\nu)^{*}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{h})}\left(\mathbb{C}_{\lambda-\eta}, V(\nu)^{*}\right) \\
& \cong \operatorname{Hom}_{U_{q}(\mathfrak{h})}\left(\mathbb{C}_{\eta-\lambda}, V(\nu)\right) .
\end{aligned}
$$

This yields the first claim.
b) If $M(\eta)$ is simple we have $M(\eta)^{\vee} \cong V(\eta) \cong M(\eta)$. Hence Lemma 4.27 yields

$$
F\left((M(\lambda) \otimes M(\eta))^{*}\right) \cong F\left(\left(M(\lambda) \otimes M(\eta)^{\vee}\right)^{*}\right) \cong F \operatorname{Hom}(M(\lambda), M(\eta)),
$$

and part $a$ ) implies $[F \operatorname{Hom}(M(\lambda), M(\eta)): V(\nu)]=\operatorname{dim}(V(\nu))_{\eta-\lambda}$ for all $\nu \in \mathbf{P}^{+}$.
$c)$ Using Frobenius reciprocity we obtain

$$
\begin{aligned}
{[F \operatorname{Hom}(M(\lambda),} & M(\eta)): V(\nu)] \\
& =\operatorname{dim} \operatorname{Hom}_{U_{q}(\mathfrak{g})}(V(\nu), \operatorname{Hom}(M(\lambda), M(\eta))) \\
& =\operatorname{dim} \operatorname{Hom}_{U_{q}(\mathfrak{g})}(V(\nu) \otimes M(\lambda), M(\eta)) \\
& =\operatorname{dim} \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(M(\lambda), V(\nu)^{*} \otimes M(\eta)\right)
\end{aligned}
$$

By Lemma 4.34, the module $V(\nu)^{*} \otimes M(\eta)$ admits a finite length filtration with quotients isomorphic to $M(\eta+\gamma)$, where $\gamma$ runs over all weights of $V(\nu)^{*}$ counted with multiplicity. If $M(\lambda)$ is projective, this yields a corresponding filtration of $\operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(M(\lambda), V(\nu)^{*} \otimes M(\eta)\right)$, and therefore

$$
[F \operatorname{Hom}(M(\lambda), M(\eta)): V(\nu)]=\sum_{\gamma \in \mathbf{P}\left(V(\nu)^{*}\right)} \operatorname{dim} \operatorname{Hom}_{U_{q}(\mathfrak{g})}(M(\lambda), M(\eta+\gamma))
$$

where $\mathbf{P}\left(V(\nu)^{*}\right)$ denotes the weights of $V(\nu)^{*}$ counted with multiplicity. Using Proposition 4.16 we have

$$
\operatorname{dim} \operatorname{Hom}_{U_{q}(\mathfrak{g})}(M(\lambda), M(\eta+\gamma))=\delta_{\lambda, \eta+\gamma} .
$$

We therefore conclude that

$$
[F \operatorname{Hom}(M(\lambda), M(\eta)): V(\nu)]=\operatorname{dim}\left(V(\nu)_{\lambda-\eta}^{*}\right)=\operatorname{dim}\left(V(\nu)_{\eta-\lambda}\right) .
$$

Note that Proposition 4.35 implies in particular

$$
\left[F\left((M(\lambda) \otimes M(\eta))^{*}\right): V(\nu)\right]=0
$$

for all $\nu \in \mathbf{P}^{+}$if $\eta-\lambda$ is not contained in $\mathbf{P}$. That is, we have $F\left((M(\lambda) \otimes M(\eta))^{*}\right)=0$ in this case.
4.5.4. Hilbert-Poincaré series for the locally finite part of $U_{q}(\mathfrak{g})$. In this subsection we collect further auxiliary considerations needed for the description of the PRV determinant. We follow closely the treatment in 41.

Let us first recall that the height of a weight $\mu \in \mathbf{P}$ is defined by $h t(\mu)=$ $c_{1}+\cdots+c_{N} \in \frac{1}{2} \mathbb{Z}$ if $\mu=c_{1} \alpha_{1}+\cdots+c_{N} \alpha_{N}$, and that $h t(\mu) \geq 0$ for $\mu \in \mathbf{P}^{+}$. For our purposes below it will be notationally convenient to work with the degree of $\mu$ defined by $\operatorname{deg}(\mu)=2 h t(\mu)=h t(2 \mu)$ instead. The advantage of deg over $h t$ is that the former takes only integral values for $\mu \in \mathbf{P}$.

We define an $\mathbb{N}_{0}$-filtration of the vector space $F U_{q}(\mathfrak{g})$ by

$$
\mathcal{F}^{k}\left(F U_{q}(\mathfrak{g})\right)=\bigoplus_{\substack{\mu \in \mathbf{P}^{+} \\ \operatorname{deg}(\mu) \leq k}} U_{q}(\mathfrak{g}) \rightarrow K_{2 \mu}
$$

for $k \in \mathbb{N}_{0}$, and refer to this as the degree filtration of $F U_{q}(\mathfrak{g})$. In fact, this is essentially the filtration of $\mathcal{O}\left(G_{q}\right)$ used in the proof of Theorem 2.154, transported to $F U_{q}(\mathfrak{g})$ via the isomorphism from Proposition 2.116. We note that the degree filtration is not compatible with the algebra structure of $F U_{q}(\mathfrak{g})$ in an obvious way.

The associated graded components of the degree filtration are

$$
g r_{k}\left(F U_{q}(\mathfrak{g})\right)=\mathcal{F}^{k}\left(F U_{q}(\mathfrak{g})\right) / \mathcal{F}^{k-1}\left(F U_{q}(\mathfrak{g})\right)
$$

observing that $\mathcal{F}^{-1}\left(F U_{q}(\mathfrak{g})\right)=0$. We note that the graded components $g r_{k}\left(F U_{q}(\mathfrak{g})\right)$ are finite dimensional for all $k \in \mathbb{N}_{0}$. Using the isomorphism $F U_{q}(\mathfrak{g}) \cong \mathbb{H} \otimes Z U_{q}(\mathfrak{g})$ in Theorem 2.154 we obtain an induced $\mathbb{N}_{0}$-filtration of the vector space $\mathbb{H} \cong \mathbb{H} \otimes 1 \subset$ $F U_{q}(\mathfrak{g})$. We shall write

$$
\mathbb{H}_{k}=\left(\mathcal{F}^{k}\left(F U_{q}(\mathfrak{g})\right) \cap \mathbb{H}\right) /\left(\mathcal{F}^{k-1}\left(F U_{q}(\mathfrak{g})\right) \cap \mathbb{H}\right)
$$

for the corresponding graded components.
As for any filtration with finite dimensional graded components, we may define associated Hilbert-Poincaré series as the generating function of the corresponding graded dimensions as follows.

Definition 4.36. Let $\mu \in \mathbf{P}^{+}$. With the notation as above, the $\mu$-Hilbert-Poincaré series of $F U_{q}(\mathfrak{g})$ and $\mathbb{H}$ are the formal power series defined by

$$
h_{\mu}^{F U_{q}(\mathfrak{g})}(z)=\sum_{k=0}^{\infty}\left[g r_{k}\left(F U_{q}(\mathfrak{g})\right): V(\mu)\right] z^{k}, \quad h_{\mu}^{\mathbb{H}}(z)=\sum_{k=0}^{\infty}\left[\mathbb{H}_{k}: V(\mu)\right] z^{k},
$$

respectively.

Recall from the proof of Theorem 2.113 that $U_{q}(\mathfrak{g}) \rightarrow K_{2 \lambda}$ is isomorphic to $\operatorname{End}\left(V\left(-w_{0} \lambda\right)\right)^{*} \cong\left(V(\lambda)^{*} \otimes V(\lambda)\right)^{*} \cong V(\lambda) \otimes V(\lambda)^{*} \cong \operatorname{End}(V(\lambda))$ as a $U_{q}(\mathfrak{g})-$ module, where we are using the fact that $V \otimes W \cong W \otimes V$ for any finite dimensional $U_{q}(\mathfrak{g})$-modules $V, W$. Therefore we can also write

$$
h_{\mu}(z)=\sum_{\lambda \in \mathbf{P}^{+}}[\operatorname{End}(V(\lambda)): V(\mu)] z^{\operatorname{deg}(\lambda)}
$$

In the remainder of this subsection we shall derive a formula for the formal derivative of $h_{\mu}^{\mathbb{H}}(z)$ at $z=1$, presented in Proposition 4.42 further below.

Recall that if $M$ is in category $\mathcal{O}$ and $M=M_{0} \supset M_{1} \supset \cdots \supset M_{n}=0$ a filtration with simple subquotients as in Lemma 4.2, then $[M: V(\mu)]$ is the number of subquotients $M_{i} / M_{i+1}$ isomorphic to $V(\mu)$.
Lemma 4.37. Let $\mu, \lambda \in \mathbf{P}^{+}$. Then

$$
[\operatorname{End}(V(\lambda)): V(\mu)]=\sum_{v, w \in W}(-1)^{l(v)+l(w)} P(v \cdot \lambda-w \cdot \lambda+\mu)
$$

where $P$ denotes Kostant's partition function.
Proof. If $V(-\lambda) \cong V(\lambda)^{*}$ denotes the integrable simple $U_{q}(\mathfrak{g})$-module with lowest weight $-\lambda$, we have $\operatorname{End}(V(\lambda)) \cong V(\lambda) \otimes V(-\lambda) \cong V(-\lambda) \otimes V(\lambda)$. Using Lemma 4.34 and Proposition 4.4 we therefore obtain

$$
\begin{aligned}
{[\operatorname{End}(V(\lambda)): V(\mu)] } & =[V(-\lambda) \otimes V(\lambda): V(\mu)] \\
& =\sum_{w \in W}(-1)^{l(w)}[V(-\lambda) \otimes M(w \cdot \lambda): V(\mu)] \\
& =\sum_{w \in W} \sum_{\nu \in \mathbf{P}(V(-\lambda))}(-1)^{l(w)}[M(w \cdot \lambda+\nu): V(\mu)]
\end{aligned}
$$

where in the last line the sum is over the weights $\nu$ of $V(-\lambda)$ counted with multiplicities. Since $\mu \in \mathbf{P}^{+}$we have $[M(w \cdot \lambda+\nu): V(\mu)]=1$ if $\nu=\mu-w \cdot \lambda$ and $[M(w \cdot \lambda+\nu): V(\mu)]=0$ otherwise by Theorem 2.43, so that we arrive at

$$
\begin{aligned}
{[\operatorname{End}(V(\lambda)): V(\mu)] } & =\sum_{w \in W}(-1)^{l(w)} \operatorname{dim}\left(V(-\lambda)_{\mu-w \cdot \lambda}\right) \\
& =\sum_{w \in W}(-1)^{l(w)} \operatorname{dim}\left(V(\lambda)_{w \cdot \lambda-\mu}\right) \\
& =\sum_{v, w \in W}(-1)^{l(v)+l(w)} P(v \cdot \lambda-w \cdot \lambda+\mu)
\end{aligned}
$$

as claimed, using that $\operatorname{dim}\left(V(-\lambda)_{\nu}\right)=\operatorname{dim}\left(V(\lambda)_{-\nu}\right)$ for all weights $\nu$ and Proposition 4.4 again.

Let us write the group ring $\mathbb{C}[\mathbf{P}]$ of the abelian group $\mathbf{P}$ additively, with basis $e^{\lambda}$ for $\lambda \in \mathbf{P}$.

Definition 4.38. We define

$$
\begin{aligned}
Q^{F U_{q}(\mathfrak{g})}(z) & =\sum_{w \in W}(-1)^{l(w)} e^{w .0} \prod_{j=1}^{N} \frac{1}{1-z^{\operatorname{deg}\left(\varpi_{j}\right)} e^{w \varpi_{j}-\varpi_{j}}} \\
Q^{\mathbb{H}}(z) & =\sum_{w \in W}(-1)^{l(w)} e^{w .0} \prod_{j=1}^{N} \frac{1-z^{\operatorname{deg}\left(\varpi_{j}\right)}}{1-z^{\operatorname{deg}\left(\varpi_{j}\right)} e^{w \varpi_{j}-\varpi_{j}}}
\end{aligned}
$$

both viewed as elements of the function field $\mathbb{F}(z)$, where $\mathbb{F}$ is the field of quotients of the integral domain $\mathbb{C}[\mathbf{P}]$.

We note that expanding the geometric series in Definition 4.38 we can write

$$
\begin{aligned}
Q^{F U_{q}(\mathfrak{g})}(z) & =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{w \in W}(-1)^{l(w)} e^{w \cdot \lambda-\lambda} z^{\operatorname{deg}(\lambda)} \\
Q^{\mathbb{H}}(z) & =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{w \in W}(-1)^{l(w)} e^{w \cdot \lambda-\lambda} z^{\operatorname{deg}(\lambda)} \prod_{j=1}^{N}\left(1-z^{\operatorname{deg}\left(\varpi_{j}\right)}\right)
\end{aligned}
$$

as formal power series with coefficients in $\mathbb{C}[\mathbf{P}]$.
In the next lemma, we will need to consider power series with coefficients belonging to infinite formal series in the $e^{\lambda}$ of the type introduced in Section 4.1. That is, we will be considering formal sums of the form

$$
f(z)=\sum_{n=0}^{\infty} \sum_{\lambda \in \mathfrak{h}_{q}^{*}} f_{n}(\lambda) e^{\lambda} z^{n}
$$

where for each fixed $n$ the support of $f_{n}: \mathfrak{h}_{q}^{*} \rightarrow \mathbb{Z}$ is contained in a finite union of sets of the form $\nu-\mathbf{Q}^{+}$for $\nu \in \mathfrak{h}_{q}^{*}$. As in Section 4.1. such series admit a well-defined convolution product.

Lemma 4.39. Let $\mu \in \mathbf{P}^{+}$and $h_{\mu}(z), h_{\mu}^{\mathbb{H}}(z)$ be the Poincaré-Hilbert series for $F U_{q}(\mathfrak{g})$ and $\mathbb{H}$, respectively. Then
a) $h_{\mu}^{F U_{q}(\mathfrak{g})}(z)$ is the coefficient of $e^{0}$ in $\operatorname{ch}(V(\mu)) Q^{F U_{q}(\mathfrak{g})}(z)$.
b) $h_{\mu}^{\mathbb{H}}(z)$ is the coefficient of $e^{0}$ in $\operatorname{ch}(V(\mu)) Q^{\mathbb{H}}(z)$.

Here $Q^{F U_{q}(\mathfrak{g})}(z)$ and $Q^{\mathbb{H}}(z)$ are viewed as formal power series.
Proof. a) Recall from Section 4.1 that we defined the formal series

$$
p=\operatorname{ch}(M(0))=\sum_{\nu \in \mathbf{P}} P(\nu) e^{-\nu}
$$

Using Proposition 4.4 we can write

$$
\begin{aligned}
\operatorname{ch}(V(\mu)) Q^{F U_{q}(\mathfrak{g})}(z) & =\sum_{w \in W}(-1)^{l(w)} p e^{w \cdot \mu} Q^{F U_{q}(\mathfrak{g})}(z) \\
& =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{v, w \in W}(-1)^{l(v)+l(w)} p e^{w \cdot \mu+v \cdot \lambda-\lambda} z^{\operatorname{deg}(\lambda)} \\
& =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{w \in W}(-1)^{l(w)} \operatorname{ch}(V(\lambda)) e^{w(\mu+\rho)-\rho-\lambda} z^{\operatorname{deg}(\lambda)}
\end{aligned}
$$

For each $n \in \mathbb{N}_{0}$, the coefficient of $z^{n}$ is the above series is a finite formal sum, so we may consider the action of the Weyl group upon it, given by $w\left(e^{\lambda}\right)=e^{w \lambda}$. Moreover, the $e^{0}$ term in each summand is invariant under the Weyl group action, so the coefficient of $e^{0}$ in the above sum is the same as the coefficient of $e^{0}$ in

$$
\begin{aligned}
\sum_{\lambda \in \mathbf{P}+} & \sum_{w \in W}(-1)^{l(w)} \operatorname{ch}(V(\lambda)) e^{\mu+\rho-w^{-1}(\rho+\lambda)} z^{\operatorname{deg}(\lambda)} \\
& =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{w \in W}(-1)^{l(w)} \operatorname{ch}(V(\lambda)) e^{\mu-w^{-1} \cdot \lambda} z^{\operatorname{deg}(\lambda)} \\
& =\sum_{\lambda \in \mathbf{P}^{+}} \sum_{v, w \in W}(-1)^{l(v)+l(w)} p e^{v \cdot \lambda} e^{\mu-w^{-1} \cdot \lambda} z^{\operatorname{deg}(\lambda)} \\
& =\sum_{\nu \in \mathbf{P}} \sum_{\lambda \in \mathbf{P}^{+}} \sum_{v, w \in W}(-1)^{l(v)+l(w)} P(\nu) e^{v \cdot \lambda-w^{-1} \cdot \lambda+\mu-\nu} z^{\operatorname{deg}(\lambda)}
\end{aligned}
$$

where in the second equality we have again used Proposition 4.4. Replacing $w$ by $w^{-1}$ in the sum and using Lemma 4.37. we calculate the coefficient of $e^{0}$ to be

$$
\begin{aligned}
\sum_{\lambda \in \mathbf{P}^{+}} \sum_{v, w \in W}(-1)^{l(v)+l(w)} P & (v \cdot \lambda-w \cdot \lambda+\mu) z^{\operatorname{deg}(\lambda)} \\
& =\sum_{\lambda \in \mathbf{P}^{+}}[\operatorname{End}(V(\lambda)): V(\mu)] z^{\operatorname{deg}(\lambda)}
\end{aligned}
$$

From the formula immediately after Definition 4.36, this is $h_{\mu}(z)$.
b) Using Theorem 2.120 it is easy to see that the centre $Z U_{q}(\mathfrak{g})$ has HilbertPoincaré series

$$
h^{Z U_{q}(\mathfrak{g})}(z)=\prod_{j=1}^{N}\left(\sum_{k=0}^{\infty} z^{k \operatorname{deg}\left(\varpi_{j}\right)}\right)
$$

with respect to the degree filtration of $F U_{q}(\mathfrak{g})$, and therefore

$$
h^{Z U_{q}(\mathfrak{g})}(z) \prod_{j=1}^{N}\left(1-z^{\operatorname{deg}\left(\varpi_{j}\right)}\right)=e^{0}
$$

Due to Theorem 2.154 we therefore get

$$
h_{\mu}^{\mathbb{H}}(z)=h_{\mu}^{\mathbb{H}}(z) h^{Z U_{q}(\mathfrak{g})}(z) \prod_{j=1}^{N}\left(1-z^{\operatorname{deg}\left(\varpi_{j}\right)}\right)=h_{\mu}^{F U_{q}(\mathfrak{g})}(z) \prod_{j=1}^{N}\left(1-z^{\operatorname{deg}\left(\varpi_{j}\right)}\right)
$$

Hence the assertion follows from $a$ ).
Lemma 4.40. The derivative of the rational function $Q^{\mathbb{H}}(z)$ defined above satisfies

$$
\left(\partial_{z} Q^{\mathbb{H}}\right)(1)=\sum_{j=1}^{N} \frac{e^{-\alpha_{j}}}{1-e^{-\alpha_{j}}} \operatorname{deg}\left(\varpi_{j}\right)=\sum_{j=1}^{N} \sum_{n=1}^{\infty} e^{-n \alpha_{j}} \operatorname{deg}\left(\varpi_{j}\right) .
$$

Proof. For every $\lambda \in \mathbf{P}^{+}$the stabilizer over $\lambda$ with respect to the action of $W$ is generated by the simple reflections it contains, see Theorem 1.12 (a) of 36. In particular, the stabilizer of $\varpi_{j}$ is the subgroup generated by all $s_{i}$ for $i \neq j$. Hence for each $w \in W$ with $l(w)>1$ there are at least two fundamental weights $\varpi_{j}$ for which $w \varpi_{j} \neq \varpi_{j}$. As a consequence, the product

$$
\prod_{j=1}^{N} \frac{1-z^{\operatorname{deg}\left(\varpi_{j}\right)}}{1-z^{\operatorname{deg} \varpi_{j}} e^{w \varpi_{j}-\varpi_{j}}}
$$

vanishes at $z=1$ to at least order 2 when $l(w)>1$.
It follows that only the summands with $l(w)=1$ in the definition of $Q^{\mathbb{H}}(z)$ contribute to $\left(\partial_{z} Q^{\mathbb{H}}\right)(1)$. Using $s_{i} .0=-\alpha_{i}$ and $s_{i} \varpi_{j}=\varpi_{j}-\delta_{i j} \alpha_{i}$ we therefore obtain

$$
\left(\partial_{z} Q^{\mathbb{H}}\right)(1)=\sum_{j=1}^{N} \frac{e^{-\alpha_{j}}}{1-e^{-\alpha_{j}}} \operatorname{deg}\left(\varpi_{j}\right)
$$

as claimed. Expanding the geometric series on the right hand side of this formula yields the second equality.

Lemma 4.41. Let $\mu \in \mathbf{P}^{+}$and $n \in \mathbb{N}$. Then we have

$$
\sum_{j=1}^{N} \operatorname{dim}\left(V(\mu)_{n \alpha_{j}}\right) \operatorname{deg}\left(\varpi_{j}\right)=\frac{1}{2} \sum_{\alpha \in \boldsymbol{\Delta}^{+}} \operatorname{dim}\left(V(\mu)_{n \alpha}\right) \operatorname{deg}(\alpha)
$$

Proof. We begin with the case where $\mathfrak{g}$ is a simple Lie algebra, so that the root system $\boldsymbol{\Delta}$ is irreducible. In this case, any two roots of the same length are conjugate under the Weyl group action, see Lemma C in Section 10.4 of [35], so the decomposition of $\boldsymbol{\Delta}$ into $W$-orbits is given by $\boldsymbol{\Delta}=\boldsymbol{\Delta}_{s} \cup \boldsymbol{\Delta}_{l}$, where $\boldsymbol{\Delta}_{s}$ is the set of short roots, meaning roots of minimal length, and $\boldsymbol{\Delta}_{l}$ is its complement, the possibly empty set of long roots. We shall show that the contributions of all roots of a given length on both sides of the claimed formula agree.

More precisely, denote by $\boldsymbol{\Delta}_{s}^{+}$and $\boldsymbol{\Delta}_{l}^{+}$the sets of short and long roots in $\boldsymbol{\Delta}^{+}$, respectively, and let $\Sigma_{s}=\boldsymbol{\Delta}_{s}^{+} \cap \Sigma$ and $\Sigma_{l}=\boldsymbol{\Delta}_{l}^{+} \cap \Sigma$ be the sets of short simple roots and long simple roots. Since the dimension of weight spaces is constant on Weyl group orbits we have $\operatorname{dim}\left(V(\mu)_{n \alpha_{j}}\right)=\operatorname{dim}\left(V(\mu)_{n \alpha}\right)$ for any $\alpha_{j} \in \Sigma_{s}$ and $\alpha \in \boldsymbol{\Delta}_{s}^{+}$, or $\alpha_{j} \in \Sigma_{l}$ and $\alpha \in \boldsymbol{\Delta}_{l}^{+}$. Hence it suffices to show

$$
\sum_{\alpha_{j} \in \Sigma_{s}} \varpi_{j}=\frac{1}{2} \sum_{\alpha \in \Delta_{s}^{+}} \alpha, \quad \sum_{\alpha_{j} \in \Sigma_{l}} \varpi_{j}=\frac{1}{2} \sum_{\alpha \in \boldsymbol{\Delta}_{l}^{+}} \alpha
$$

For the first equality, write $\rho_{s}$ for the right hand side and notice that a simple reflection $s_{j}$ satisfies $s_{j} \rho_{s}=\rho_{s}-\alpha_{j}$ if $\alpha_{j} \in \Sigma_{s}$, and $s_{j} \rho_{s}=\rho_{s}$ otherwise. Hence $\left(\alpha_{j}^{\vee}, \rho_{s}\right)=1$ for $\alpha_{j} \in \Sigma_{s}$ and $\left(\alpha_{j}^{\vee}, \rho_{s}\right)=0$ otherwise. However, the same relations characterize the sum on the left hand side.

The second equality can be proved in the same way, or by using the first formula and the fact that the sum of all fundamental weights equals the half-sum of all positive roots.

Finally, if $\boldsymbol{\Delta}$ is not irreducible, then the two sums in the Lemma can be decomposed into sums corresponding to each of the irreducible components, and the result follows.

Assembling the above results we obtain the following formula.
Proposition 4.42. Let $\mu \in \mathbf{P}^{+}$. Then we have

$$
\left(\partial_{z} h_{\mu}^{\mathbb{H}}\right)(1)=\frac{1}{2} \sum_{n=1}^{\infty} \sum_{\alpha \in \boldsymbol{\Delta}^{+}} \operatorname{dim}\left(V(\mu)_{n \alpha}\right) \operatorname{deg}(\alpha) .
$$

Proof. According to Lemma 4.39 we know that $\left(\partial_{z} h_{\mu}^{\mathbb{H}}\right)(1)$ equals the coefficient of $e^{0}$ in $\operatorname{ch}(V(\mu))\left(\partial_{z} Q^{\mathbb{H}}\right)(1)$. Due to Lemma 4.40 this coefficient is given by

$$
\sum_{j=1}^{N} \sum_{n=1}^{\infty} \operatorname{dim}\left(V(\mu)_{n \alpha_{j}}\right) \operatorname{deg}\left(\varpi_{j}\right) .
$$

Hence the claim follows from Lemma 4.41.
4.5.5. The quantum PRV determinant. According to Theorem 2.154 there exists a $U_{q}(\mathfrak{g})$-invariant linear subspace $\mathbb{H} \subset F U_{q}(\mathfrak{g})$ such that the multiplication map $\mathbb{H} \otimes Z U_{q}(\mathfrak{g}) \rightarrow F U_{q}(\mathfrak{g})$ is a $U_{q}(\mathfrak{g})$-linear isomorphism. For $\mu \in \mathbf{P}^{+}$let

$$
\mathbb{H}^{\mu} \cong \bigoplus_{j=1}^{m} V(\mu)
$$

be the $\mu$-isotypical component of $\mathbb{H}$. It is also shown in Theorem 2.154 that the multiplicity $m$ is given by $m=[\mathbb{H}: V(\mu)]=\operatorname{dim}\left(V(\mu)_{0}\right)$. Choose a basis $v_{1}, \ldots, v_{m}$ of the zero weight space of $V(\mu)$, and write $v_{i j} \in \mathbb{H}^{\mu}$ for the vector $v_{j}$ in the $i$-th copy of $V(\mu)$ with respect to the above identification. According to the remarks after Theorem 2.154, each of the copies of $V(\mu)$ in $\mathbb{H}^{\mu}$ can be assumed to be contained in a subspace of the form $U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu_{i}}$ for some $\nu_{1}, \ldots, \nu_{m} \in \mathbf{P}^{+}$.

If we identify $\mathbb{H}^{\mu}$ with $\mathbb{H}^{\mu} \otimes 1 \subset F U_{q}(\mathfrak{g})$ via the above isomorphism, then the PRV determinant of $U_{q}(\mathfrak{g})$ associated with $\mu$ is defined as the determinant of the
matrix $\mathcal{P}_{\mu}=\left(\mathcal{P}\left(v_{i j}\right)\right)$, where $\mathcal{P}: U_{q}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{h})$ denotes the Harish-Chandra map. Note that this determinant, which we $\operatorname{denote} \operatorname{by} \operatorname{det}\left(\mathcal{P}_{\mu}\right) \in U_{q}(\mathfrak{h})$, is independent of the choice of basis $v_{1}, \ldots, v_{m}$ up to an invertible scalar in $\mathbb{C}$. Our aim in this subsection is to compute $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$, at least up to multiplication by an invertible element of $U_{q}(\mathfrak{h})$. We start with a result on annihilators, see Lemma 7.1.10 in 41.

Lemma 4.43. Let $H \subset F U_{q}(\mathfrak{g})$ be a submodule with respect to the adjoint action, and let $\lambda \in \mathfrak{h}_{q}^{*}$. Then $\chi_{\lambda}(\mathcal{P}(H))=0$ iff $H \subset \operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda))$.
Proof. Recall that $\chi_{\lambda}$ denotes the character of $U_{q}(\mathfrak{h})$ given by $\chi_{\lambda}\left(K_{\beta}\right)=q^{(\lambda, \beta)}$. Let us write $N \subset V(\lambda)$ for the linear span of all weight spaces in $V(\lambda)$ apart from the highest weight space $V(\lambda)_{\lambda}=\mathbb{C} v_{\lambda}$.

We claim that $\chi_{\lambda}(\mathcal{P}(H))=0$ iff $H \cdot v_{\lambda} \subset N$. Indeed, if $H \cdot v_{\lambda} \subset N$ then the projection $\mathcal{P}(H)$ of $H$ onto $U_{q}(\mathfrak{h})=1 \otimes U_{q}(\mathfrak{h}) \otimes 1 \subset U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}(\mathfrak{h}) \otimes U_{q}\left(\mathfrak{n}_{+}\right)$ must satisfy $\chi_{\lambda}(\mathcal{P}(H))=0$ since it acts on $v_{\lambda}$ by the character $\chi_{\lambda}$. Conversely, if $\chi_{\lambda}(\mathcal{P}(H))=0$ then only terms in $H \cdot v_{\lambda}$ which lower weights survive, which means $H \cdot v_{\lambda} \subset N$.

Assume $\chi_{\lambda}(\mathcal{P}(H))=0$ and let $X \in H$ be a weight vector of weight $\mu$ with respect to the adjoint action. Then

$$
X F_{j}=q^{\left(\mu, \alpha_{j}\right)} K_{j}^{-1} X K_{j} F_{j}=q^{\left(\mu, \alpha_{j}\right)}\left(F_{j} X-\left(F_{j} \rightarrow X\right)\right)
$$

by definition of the adjoint action. We conclude $H U_{q}\left(\mathfrak{n}_{-}\right)=U_{q}\left(\mathfrak{n}_{-}\right) H$. Since $\chi_{\lambda}(\mathcal{P}(H))=0$ implies $H \cdot v_{\lambda} \subset N$ this implies

$$
H \cdot V(\lambda)=H U_{q}\left(\mathfrak{n}_{-}\right) \cdot v_{\lambda}=U_{q}\left(\mathfrak{n}_{-}\right) H \cdot v_{\lambda} \subset N
$$

In addition, because $H$ is ad-stable we have $U_{q}(\mathfrak{g}) H=H U_{q}(\mathfrak{g})$ and $U_{q}(\mathfrak{g}) H \cdot V(\lambda)=$ $H U_{q}(\mathfrak{g}) \cdot V(\lambda)=H \cdot V(\lambda)$. That is, the vector space $H \cdot V(\lambda) \subset V(\lambda)$ is a $U_{q}(\mathfrak{g})-$ submodule. Since $H \cdot V(\lambda)$ is contained in $N$ and $V(\lambda)$ is simple we conclude $H \cdot V(\lambda)=0$. That is, we have $H \subset \operatorname{ann}_{U_{q}(\mathfrak{g})}(V(\lambda))$, and therefore in particular $H \subset \operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda))$.

Conversely, if $H \subset \operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda))$ we obtain $H \cdot v_{\lambda}=0 \subset N$, and our initial argument implies $\chi_{\lambda}(\mathcal{P}(H))=0$.

We note that Lemma 4.43 implies in particular that $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$ is nonzero for any $\mu \in \mathbf{P}^{+}$. In fact, otherwise we would find a nonzero ad-stable subspace $H \subset \mathbb{H}^{\mu} \subset \mathbb{H}$ such that $\chi_{\lambda}(\mathcal{P}(H))=0$ for all $\lambda \in \mathfrak{h}_{q}^{*}$, and hence $H$ would act by zero on all irreducible modules $V(\lambda)$. This is impossible due to Theorem 2.101.

For $\alpha \in \boldsymbol{\Delta}^{+}$and $n \in \mathbb{N}$ let us define

$$
\Gamma_{n, \alpha}=\left\{\lambda \in \mathfrak{h}_{q}^{*} \mid q_{\alpha}^{\left(\lambda+\rho, \alpha^{\vee}\right)}=q_{\alpha}^{n} \text { and } q_{\beta}^{\left(\lambda+\rho, \beta^{\vee}\right)} \notin \pm q_{\beta}^{\mathbb{Z}} \text { for all } \beta \in \boldsymbol{\Delta}^{+}, \beta \neq \alpha\right\} .
$$

If $\lambda \in \Gamma_{n, \alpha}$ then this description implies in particular that $s_{\alpha} \cdot \lambda=s_{0, \alpha} \cdot \lambda$ is antidominant, see Definition 4.6. According to Theorem 4.15 it follows that $M\left(s_{0, \alpha} \cdot \lambda\right)$ is simple. Moreover the Jantzen sum formula from Theorem 4.24 shows $M(\lambda)^{i}=0$ for $i>1$ in this case and hence $M(\lambda)^{1}=M\left(s_{0, \alpha} \cdot \lambda\right)$. In particular $M(\lambda) / M\left(s_{0, \alpha} \cdot \lambda\right)$ is simple.

Lemma 4.44. Let $\lambda \in \Gamma_{n, \alpha}$. Then

$$
[F \operatorname{End}(V(\lambda)): V(\mu)]=\operatorname{dim}\left(V(\mu)_{0}\right)-\operatorname{dim}\left(V(\mu)_{n \alpha}\right)
$$

for all $\mu \in \mathbf{P}^{+}$.
Proof. Since $q_{\beta}^{\left(\lambda+\rho, \beta^{\vee}\right)} \notin \pm q_{\beta}^{-\mathbb{N}}$ for all $\beta \in \boldsymbol{\Delta}^{+}$by the definition of $\Gamma_{n, \alpha}$, it follows from Proposition 4.16 that $M(\lambda)$ is projective. Moreover $V(\lambda)=M(\lambda) / M\left(s_{0, \alpha} \cdot \lambda\right)$ is a proper quotient of $M(\lambda)$, so by Lemma 4.30 we have $d(V(\lambda))<d(M(\lambda))=$ $d\left(M\left(s_{0, \alpha} \cdot \lambda\right)\right)$. Therefore Proposition 4.32 b) shows that $F \operatorname{Hom}\left(M\left(s_{0, \alpha} \cdot \lambda\right), V(\lambda)\right)=$ 0 , and hence the map $F \operatorname{End}(V(\lambda), V(\lambda)) \rightarrow F \operatorname{End}(M(\lambda), V(\lambda))$ is an isomorphism.

Since $M(\lambda)$ is projective the functor $F \operatorname{Hom}(M(\lambda),-)$ is exact, so applying this functor to the short exact sequence

$$
0 \longrightarrow M\left(s_{0, \alpha} \cdot \lambda\right) \longrightarrow M(\lambda) \longrightarrow V(\lambda) \longrightarrow 0
$$

gives

$$
\begin{aligned}
{[F \operatorname{End}(V(\lambda), V(\lambda)): V(\mu)]=[ } & F \operatorname{Hom}(M(\lambda), M(\lambda)): V(\mu)] \\
& -\left[F \operatorname{Hom}\left(M(\lambda), M\left(s_{0, \alpha} \cdot \lambda\right)\right): V(\mu)\right] .
\end{aligned}
$$

Now Lemma 4.35 yields the claim, keeping in mind that $\operatorname{dim}\left(V(\mu)_{-n \alpha}\right)=\operatorname{dim}\left(V(\mu)_{n \alpha}\right)$ since $\pm n \alpha$ are in the same orbit of the Weyl group action.

Lemma 4.45. Let $\nu \in \mathbf{P}^{+}$. Then

$$
\mathcal{P}\left(U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu}\right) K_{-2 \nu} \quad \subset \sum_{\gamma \in \nu+\mathbf{P}\left(V\left(-w_{0} \nu\right)\right)} \mathbb{C} K_{-2 \gamma} \quad \subset \quad \mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right],
$$

where $\mathbf{P}\left(V\left(-w_{0} \nu\right)\right)$ denotes the set of weights of $V\left(-w_{0} \nu\right) \cong V(\nu)^{*}$.
Proof. Let us first show $\mathcal{P}\left(X \rightarrow K_{2 \nu}\right) K_{-2 \nu} \in \mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right]$ for any $X \in U_{q}(\mathfrak{g})$. For this it suffices to consider a monomial $X=E_{i_{1}} \cdots E_{i_{r}} K_{\lambda} F_{j_{1}} \cdots F_{j_{s}}$ with $1 \leq$ $i_{1}, \ldots, i_{r} \leq N, \lambda \in \mathbf{P}$ and $1 \leq j_{1}, \ldots, j_{s} \leq N$. Using the commutation relations in $U_{q}(\mathfrak{g})$ one checks that $F_{j_{1}} \cdots F_{j_{s}} \rightarrow K_{2 \nu}$ is a linear combination of monomials of the form $K_{2 \lambda} F_{j_{\sigma}(1)} \cdots F_{j_{\sigma}(s)}$ where $\sigma$ is a permutation of $1, \ldots, s$. The same is true after applying the adjoint action of $K_{\lambda}$. In order for $\mathcal{P}\left(X \rightarrow K_{2 \nu}\right)$ to be nonzero it is therefore necessary that $E_{i_{1}} \cdots E_{i_{r}}$ contains exactly as many generators $E_{k}$ as $F_{j_{1}} \cdots F_{j_{s}}$ contains generators $F_{k}$ for all $1 \leq k \leq N$. Our assertion follows now from

$$
E_{i} \rightarrow F_{j}=\left[E_{i}, F_{j}\right] K_{i}^{-1}=\frac{\delta_{i j}}{q_{i}-q_{i}^{-1}}\left(1-K_{i}^{-2}\right)
$$

for $1 \leq i, j \leq N$ and the fact that the adjoint action is compatible with multiplication.

In order to prove the Lemma we recall that the isomorphism $J: F U_{q}(\mathfrak{g}) \cong$ $\mathcal{O}\left(G_{q}\right)$ from Theorem 2.113 maps $U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu}$ onto $\operatorname{End}\left(V\left(-w_{0} \nu\right)\right)^{*}$. Since $J$ is compatible with the adjoint action on $F U_{q}(\mathfrak{g})$ and the coadjoint action on $\mathcal{O}\left(G_{q}\right)$ it follows that for $\mathcal{P}\left(X \rightarrow K_{2 \nu}\right)$ to be nonzero it is necessary that $E_{i_{1}} \cdots E_{i_{r}}$ is contained in $U_{q}\left(\mathfrak{n}_{+}\right)_{\gamma}$ for some $\gamma \in \mathbf{Q}^{+}$such that $-\nu+\gamma \in \mathbf{P}\left(V\left(-w_{0} \nu\right)\right)$. Combined with the above considerations this yields the claim.

As pointed out at the start of this subsection, the $j$-th copy of $V(\mu)$ in $\mathbb{H}^{\mu}$ can be assumed to be contained in a subspace of the form $U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu_{j}}$ for some $\nu_{1}, \ldots, \nu_{m} \in \mathbf{P}^{+}$. Hence if we write $\nu=\nu_{1}+\cdots+\nu_{m}$ then according to Lemma 4.45 it follows that $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$ is contained in $\mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right] K_{2 \nu} \subset U_{q}(\mathfrak{h})$. For technical reasons it will be convenient to remove the factor $K_{2 \nu}$ from $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$ in our considerations below, and work with $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)=\operatorname{det}\left(\mathcal{P}_{\mu}\right) K_{-2 \nu}$ instead. Thus we have $\operatorname{Det}\left(\mathcal{P}_{\mu}\right) \in \mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right] \subset \mathbb{C}[\mathbf{Q}]$ by construction.

Recall from Subsection 2.3.1 that we identify elements $\lambda \in \mathfrak{h}_{q}^{*}$ with the associated algebra characters $\chi_{\lambda}: U_{q}(\mathfrak{h}) \cong \mathbb{C}[\mathbf{P}] \rightarrow \mathbb{C}$. We may also restrict these to characters of $\mathbb{C}[\mathbf{Q}]$. For $\lambda \in \mathfrak{h}_{q}^{*}$ we denote by $\mathfrak{m}_{\lambda} \subset \mathbb{C}\left[K_{1}^{ \pm 1}, \ldots, K_{N}^{ \pm 1}\right]=\mathbb{C}[\mathbf{Q}]$ the kernel of $\chi_{\lambda}: \mathbb{C}[\mathbf{Q}] \rightarrow \mathbb{C}$. Given $f \in \mathbb{C}[\mathbf{Q}]$ we shall say that $\lambda$ is a zero of $f$ of order $\geq d$ if $f \in \mathfrak{m}_{\lambda}^{d}$ for some $d \in \mathbb{N}$. We also say that $\lambda$ is a zero of order $d$ if $f \in \mathfrak{m}_{\lambda}^{d}$ and $f \notin \mathfrak{m}_{\lambda}^{d+1}$.
Lemma 4.46. Let $\lambda \in \mathfrak{h}_{q}^{*}$ and $\mu \in \mathbf{P}^{+}$. Then $\lambda$ is a zero of $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ of order $\geq\left[\operatorname{ann}_{\mathbb{H}}(V(\lambda)): V(\mu)\right]$.

Proof. For each copy $V$ of $V(\mu)$ in $\operatorname{ann}_{\mathbb{H}}(V(\lambda))$ we have $\chi_{\lambda}(\mathcal{P}(V))=0$ by Lemma 4.43. In terms of the elements $v_{i j} \in \mathbb{H}^{\mu}$ defined at the start of this subsection this means that the rank of the matrix $\chi_{\lambda}\left(\mathcal{P}\left(v_{i j}\right)\right)$ satisfies $r k\left(\chi_{\lambda}\left(\mathcal{P}\left(v_{i j}\right)\right) \leq m-\right.$ $\left[\operatorname{ann}_{\mathbb{H}}(V(\lambda)): V(\mu)\right]$. Hence the same is true for the matrix $\chi_{\lambda}\left(\mathcal{P}\left(u_{i j}\right)\right)$ where $u_{i j}=v_{i j} K_{-2 \nu_{j}} \in \mathbb{C}\left[K_{1}^{-2}, \ldots K_{N}^{-2}\right]$. Since $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)=\operatorname{det}\left(\mathcal{P}\left(u_{i j}\right)\right)$ this yields the assertion.

Lemma 4.47. Let $\lambda \in \Gamma_{n, \alpha}$ and $\mu \in \mathbf{P}^{+}$. Then $\lambda$ is a zero of $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ of order $\geq \operatorname{dim}\left(V(\mu)_{n \alpha}\right)$.
Proof. According to our above observations we have $V(\lambda)=M(\lambda) / M\left(s_{0, \alpha} \cdot \lambda\right)$. Moreover the action of $F U_{q}(\mathfrak{g})$ on $V(\lambda)=M(\lambda) / M\left(s_{0, \alpha} \cdot \lambda\right)$ clearly defines an injection of $F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda))$ into $F \operatorname{Hom}(V(\lambda), V(\lambda))$. Hence
$\left[\mathbb{H} / \operatorname{ann}_{\mathbb{H}}(V(\lambda)): V(\mu)\right] \leq \operatorname{dim}\left(V(\mu)_{0}\right)-\operatorname{dim}\left(V(\mu)_{n \alpha}\right)=[\mathbb{H}: V(\mu)]-\operatorname{dim}\left(V(\mu)_{n \alpha}\right)$
by Lemma 4.44 We thus obtain

$$
\left[\operatorname{ann}_{\mathbb{H}}(V(\lambda)): V(\mu)\right]=[\mathbb{H}: V(\mu)]-\left[\mathbb{H} / \operatorname{ann}_{\mathbb{H}}(V(\lambda)): V(\mu)\right] \geq \operatorname{dim}\left(V(\mu)_{n \alpha}\right) .
$$

Therefore the assertion follows from Lemma 4.46
Lemma 4.48. Let $\mu \in \mathbf{P}^{+}$. For each $\alpha \in \boldsymbol{\Delta}^{+}$and $n \in \mathbb{N}$, the element

$$
\left(K_{\alpha}-q_{\alpha}^{2 n-2\left(\rho, \alpha^{\vee}\right)} K_{-\alpha}\right)^{\operatorname{dim}\left(V(\mu)_{n \alpha}\right)}
$$

divides $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$.
Proof. We shall show that $p^{\operatorname{dim}\left(V(\mu)_{n \alpha}\right)} \operatorname{divides} \operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ where

$$
p=1-q_{\alpha}^{2 n-\left(2 \rho, \alpha^{\vee}\right)} K_{\alpha}^{-2} \in \mathbb{C}[2 \mathbf{Q}] .
$$

Note first that in $\mathbb{C}[\mathbf{Q}]$ we have the factorization $p=p_{+} p_{-}$where

$$
p_{ \pm}=1 \pm q_{\alpha}^{n-\left(\rho, \alpha^{\vee}\right)} K_{\alpha}^{-1},
$$

and for $\lambda \in \Gamma_{n, \alpha}$ the formula

$$
1 \pm q_{\alpha}^{n-\left(\rho, \alpha^{\vee}\right)} K_{\alpha}^{-1}=1 \pm q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} K_{\alpha}^{-1}=1 \pm q^{(\lambda, \alpha)} K_{-\alpha}
$$

shows that $\chi_{\lambda}\left(p_{-}\right)=0$ and $\chi_{\lambda}\left(p_{+}\right) \neq 0$.
We claim that $p_{ \pm}$are irreducible elements in $\mathbb{C}[\mathbf{Q}]$ and that $\lambda$ is a zero of $p_{-}$of order 1. This is clear if $\alpha=\alpha_{i}$ is a simple root. For general $\alpha$ we can use the Weyl group action on $\mathbb{C}[\mathbf{Q}]$ to transform $p_{ \pm}$into a polynomial of the form $1 \pm q^{(\lambda, \alpha)} K_{\alpha_{i}}^{-1}$ for some simple root $\alpha_{i}$, which easily yields the claim in this case as well.

Consider the linear subspace $N_{\alpha}=\left\{\gamma \in \mathfrak{h}^{*} \mid(\gamma, \alpha)=0\right\}$ of $\mathfrak{h}^{*}$. The bilinear form (, ) on $\mathfrak{h}^{*}$ induces an orthogonal direct sum decomposition

$$
\mathfrak{h}^{*}=N_{\alpha} \oplus N_{\alpha}^{\perp},
$$

such that $\eta \in \mathfrak{h}^{*}$ corresponds to $\left(\eta-\frac{1}{2}\left(\eta, \alpha^{\vee}\right) \alpha, \frac{1}{2}\left(\eta, \alpha^{\vee}\right) \alpha\right)$. We shall write $\pi: \mathfrak{h}^{*} \rightarrow$ $N_{\alpha}$ for the canonical projection, given by

$$
\pi(\eta)=\eta-\frac{1}{2}\left(\eta, \alpha^{\vee}\right) \alpha
$$

Note that when $\eta \in 2 \mathbf{Q}$ we have $\frac{1}{2}\left(\eta, \alpha^{\vee}\right) \in \mathbb{Z}$, so that $\eta-\pi(\eta) \in \mathbb{Z} \alpha$ and $\pi(\eta) \in N_{\alpha} \cap \mathbf{Q}$. It follows that if we define $L_{\alpha}=\pi(2 \mathbf{Q}) \subset N_{\alpha} \cap \mathbf{Q}$ then every element of $\mathbb{C}[2 \mathbf{Q}]$ can be written in the form $\sum_{j=-l}^{l} g_{j} K_{\alpha}^{j}$ for some $l \geq 0$ and elements $g_{j} \in \mathbb{C}\left[L_{\alpha}\right]$.

In particular, we obtain such an expression for $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$. It follows that we can write

$$
\operatorname{Det}\left(\mathcal{P}_{\mu}\right)=K_{\alpha}^{l} \sum_{j=d}^{k} f_{j} p_{-}^{j},
$$

where each $f_{j}$ is contained in $\mathbb{C}\left[L_{\alpha}\right] \subset \mathbb{C}[\mathbf{Q}]$, and we have chosen $d \in \mathbb{N}_{0}$ to be the smallest integer with $f_{d} \neq 0$.

Consider the canonical embedding $\mathbb{C}\left[L_{\alpha}\right] \subset \mathbb{C}[\mathbf{Q}]$. Since the restriction of the bilinear form (, ) to $N_{\alpha}$ is nondegenerate, the assignment $\eta \mapsto \chi_{\eta}$ induces a surjection $\chi: N_{\alpha} \rightarrow \operatorname{Hom}\left(L_{\alpha}, \mathbb{C}^{\times}\right)$such that the diagram

is commutative. Here the right hand vertical map is induced by restriction.
For $n \in \mathbb{N}$ let us define

$$
\begin{aligned}
& Z_{n, \alpha}=\left\{\lambda \in \mathfrak{h}^{*} \mid\left(\lambda+\rho, \alpha^{\vee}\right)=n\right. \\
& \left.\quad \text { and }\left(\lambda+\rho, \beta^{\vee}\right) \notin \mathbb{Z}+\frac{1}{2} i \hbar_{\beta}^{-1} \mathbb{Z} \text { for all } \beta \in \boldsymbol{\Delta}^{+}, \beta \neq \alpha\right\},
\end{aligned}
$$

where we are using the notation $\hbar_{\beta}=d_{\beta} \hbar$. Note that under the surjection $\mathfrak{h}^{*} \rightarrow$ $\mathfrak{h}_{q}^{*} \cong \operatorname{Hom}\left(\mathbf{P}, \mathbb{C}^{\times}\right)$the set $Z_{n, \alpha}$ gets mapped to $\Gamma_{n, \alpha}$. The set $Z_{n, \alpha}$ is open and dense in the affine subspace

$$
\left\{\lambda \in \mathfrak{h}^{*} \mid\left(\lambda+\rho, \alpha^{\vee}\right)=n\right\},
$$

and it follows that $\pi\left(Z_{n, \alpha}\right)$ is open and dense in $N_{\alpha}$. Interpreting $\operatorname{Hom}\left(L_{\alpha}, \mathbb{C}^{\times}\right)$ as the set of characters of $\mathbb{C}\left[L_{\alpha}\right]$ it follows easily that we find $\lambda \in Z_{n, \alpha}$ such that $\chi_{\lambda}\left(f_{d}\right)$ is nonzero. Since the image of $\lambda$ in $\Gamma_{n, \alpha}$ is a zero of $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ of order $\geq \operatorname{dim}\left(V(\mu)_{n \alpha}\right)$ by Lemma 4.47, we conclude that $d \geq \operatorname{dim}\left(V(\mu)_{n \alpha}\right)$.

Finally, recall that $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ is contained in $\mathbb{C}[2 \mathbf{Q}]$, and therefore invariant under the automorphism of $\mathbb{C}[\mathbf{Q}]$ which maps $K_{j}$ to $-K_{j}$. It follows that $p_{+}^{d}$ divides $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ as well. We have thus shown that the polynomial $p^{d} \operatorname{divides} \operatorname{Det}\left(\mathcal{P}_{\mu}\right)$, and this finishes the proof.

The following result is essentially the content of Theorem 8.2.10 in 41.
Theorem 4.49. For $\mu \in \mathbf{P}^{+}$we have

$$
\operatorname{det}\left(\mathcal{P}_{\mu}\right)=\prod_{n \in \mathbb{N}} \prod_{\alpha \in \boldsymbol{\Delta}^{+}}\left(K_{\alpha}-q_{\alpha}^{2 n-2\left(\rho, \alpha^{\vee}\right)} K_{-\alpha}\right)^{\operatorname{dim}\left(V(\mu)_{n \alpha}\right)}
$$

up to multiplication by an invertible element of $U_{q}(\mathfrak{h})$.
Proof. Recall that we may choose the decomposition of $\mathbb{H}^{\mu}$ in such a way that the $i$-th copy of $V(\mu)$ is contained in $U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu_{i}}$ for some $\nu_{i} \in \mathbf{P}^{+}$for $i=1, \ldots, m$, and we define $\nu=\nu_{1}+\cdots+\nu_{m}$. Clearly it suffices to prove the assertion for $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)=\operatorname{det}\left(\mathcal{P}_{\mu}\right) K_{-2 \nu}$ instead of $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$.

According to Lemma 4.48 we have

$$
\operatorname{Det}\left(\mathcal{P}_{\mu}\right)=f \prod_{n \in \mathbb{N}} \prod_{\alpha \in \boldsymbol{\Delta}^{+}}\left(1-q_{\alpha}^{2\left(n-\left(\rho, \alpha^{\vee}\right)\right)} K_{\alpha}^{-2}\right)^{\operatorname{dim}\left(V(\mu)_{n \alpha}\right)}
$$

for some element $f \in \mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right]$. Our strategy is to use degree considerations to show that $f$ is actually an invertible scalar.

Let us first use the definition of deg to define a filtration on $\mathbb{C}\left[K_{1}^{-2}, \ldots, K_{N}^{-2}\right]$ whereby, for a linear combination $X=\sum_{j} c_{j} K_{-\eta_{j}}$ with $\eta_{j} \in 2 \mathbf{Q}^{+}$and nonzero coefficients $c_{j} \in \mathbb{C}$, we set $\operatorname{deg}(X)=\max _{j} \operatorname{deg}\left(\eta_{j}\right)$. By Lemma 4.45 each element of $\mathcal{P}\left(U_{q}(\mathfrak{g}) \rightarrow K_{2 \nu_{j}}\right) K_{-2 \nu_{j}}$ is a linear combination of monomials $K_{-2 \gamma}$ with $\gamma \in$ $\nu_{j}+\mathbf{P}\left(V\left(-w_{0} \nu_{j}\right)\right)$. Since the action of $-w_{0}$ on $\mathbf{P}$ preserves the set of positive roots
it is easy to see that $\operatorname{deg}\left(-2 w_{0} \nu_{j}\right)=\operatorname{deg}\left(2 \nu_{j}\right)$, so that each element $X \in \mathcal{P}\left(U_{q}(\mathfrak{g}) \rightarrow\right.$ $\left.K_{2 \nu_{j}}\right) K_{-2 \nu_{j}}$ satisfies

$$
\operatorname{deg}(X) \leq \operatorname{deg}\left(2 \nu_{j}\right)+\operatorname{deg}\left(-2 w_{0} \nu_{j}\right)=4 \operatorname{deg}\left(\nu_{j}\right)
$$

It follows that $\operatorname{deg}\left(\operatorname{Det}\left(\mathcal{P}_{\mu}\right)\right) \leq 4 \operatorname{deg}(\nu)$.
If we consider the Hilbert-Poincaré series

$$
h_{\mu}^{\mathbb{H}}(z)=\sum_{k=0}^{\infty}\left[\mathbb{H}_{k}: V(\mu)\right] z^{k}
$$

for $\mathbb{H}$ from Definition 4.36, then by the definition of the $\nu_{i}$ we have

$$
\left(\partial_{z} h_{\mu}^{\mathbb{H}}\right)(1)=\sum_{k=0}^{\infty} k\left[\mathbb{H}_{k}: V(\mu)\right]=\operatorname{deg}\left(\nu_{1}\right)+\cdots+\operatorname{deg}\left(\nu_{m}\right)=\operatorname{deg}(\nu) .
$$

According to Proposition 4.42 we therefore obtain

$$
\operatorname{deg}(\nu)=\frac{1}{2} \sum_{n \in \mathbb{N}} \sum_{\alpha \in \boldsymbol{\Delta}^{+}} \operatorname{dim}\left(V(\mu)_{n \alpha}\right) \operatorname{deg}(\alpha)
$$

This implies

$$
\operatorname{deg}\left(\prod_{n \in \mathbb{N}} \prod_{\alpha \in \boldsymbol{\Delta}^{+}}\left(1-q_{\alpha}^{2\left(n-\left(\rho, \alpha^{\vee}\right)\right)} K_{\alpha}^{-2}\right)^{\operatorname{dim}\left(V(\mu)_{n \alpha}\right)}\right)=4 \operatorname{deg}(\nu)
$$

Combining our above considerations yields

$$
4 \operatorname{deg}(\nu) \operatorname{deg}(f)=\operatorname{deg}\left(\operatorname{Det}\left(\mathcal{P}_{\mu}\right)\right) \leq 4 \operatorname{deg}(\nu)
$$

which implies $\operatorname{deg}(f)=0$. We conclude that $f$ is a scalar, which must be invertible since $\operatorname{Det}\left(\mathcal{P}_{\mu}\right)$ is nonzero. This finishes the proof.

We note that Joseph establishes a slightly stronger version of the formula for the PRV determinant given in Theorem 4.49. Namely, it is shown in Theorem 8.2.10 of 41 that the formula holds even up to multiplication by a nonzero scalar of the ground field, and not only up to an invertible element of $U_{q}(\mathfrak{h})$. We shall not need this stronger assertion in the sequel.

In fact, our main application of Theorem 4.49 is the following key result on annihilators.

Proposition 4.50. Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then the Verma module $M(\lambda)$ is simple iff

$$
\operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda)) \cap \mathbb{H}=0
$$

Proof. From our considerations in Lemma 4.17 we know that the canonical projection $M(\lambda) \rightarrow V(\lambda)$ has a nonzero kernel if and only if $\chi_{\lambda}\left(\operatorname{det}\left(\mathrm{Sh}_{\nu}\right)\right)=0$ for some Shapovalov determinant $\operatorname{det}\left(\mathrm{Sh}_{\nu}\right)$ with $\nu \in \mathbf{Q}^{+}$.

We claim that $\operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda)) \cap \mathbb{H} \neq 0$ iff $\chi_{\lambda}\left(\operatorname{det}\left(\mathcal{P}_{\mu}\right)\right)=0$ for some PRV determinant $\operatorname{det}\left(\mathcal{P}_{\mu}\right)$ with $\mu \in \mathbf{P}^{+}$. Indeed, consider the space $H=\operatorname{ann}_{F U_{q}(\mathfrak{g})}(V(\lambda)) \cap \mathbb{H}$. Then $H$ is invariant under the adjoint action and therefore $\chi_{\lambda}(\mathcal{P}(H))=0$ by Lemma 4.43. Hence if $H$ is nonzero we have $\chi_{\lambda}\left(\operatorname{det}\left(\mathcal{P}_{\mu}\right)\right)=0$ for some $\mu$. Conversely, if $\chi_{\lambda}\left(\operatorname{det}\left(\mathcal{P}_{\mu}\right)\right)=0$ there exist scalars $c_{1}, \ldots, c_{m}$, not all zero, such that $\sum_{i} c_{i} \chi_{\lambda}\left(\mathcal{P}\left(v_{i j}\right)\right)=0$ for all $j$. Let us write $V$ for the linear span of the vectors $\sum c_{i} v_{i j}$ for $j=1, \ldots, m$. Then $V$ is the weight zero subspace of a uniquely determined $U_{q}(\mathfrak{g})$-invariant subspace $L \subset \mathbb{H}^{\mu}$. Applying again Lemma 4.43 we have $L \subset H$, so $H$ is nonzero.

According to Theorem 4.49, we find that $\chi_{\lambda}\left(\operatorname{det}\left(\mathcal{P}_{\mu}\right)\right)$ is zero for some $\mu \in \mathbf{P}^{+}$ iff

$$
q_{\alpha}^{2\left(\alpha^{\vee}, \lambda+\rho\right)}-q_{\alpha}^{2 n}=0
$$

for some $\alpha \in \boldsymbol{\Delta}^{+}$and $n \in \mathbb{N}$. By Theorem 4.22, this corresponds precisely to the condition for the vanishing of $\chi_{\lambda}\left(\operatorname{det}\left(\mathrm{Sh}_{\nu}\right)\right)$ for some $\nu \in \mathbf{Q}^{+}$. This yields the claim.
4.6. Annihilators of Verma modules. This section is devoted to the Verma module annihilator Theorem of Joseph and Letzter [44], see also Theorem 8.3.9 in 41. We shall rely crucially on results obtained in Chapter 2 and the considerations in previous sections.

Let $\lambda \in \mathfrak{h}_{q}^{*}$ and consider the associated Verma module $M(\lambda)=U_{q}(\mathfrak{g}) \otimes_{U_{q}(\mathfrak{b})} \mathbb{C}_{\lambda}$, where we recall that $\mathbb{C}_{\lambda}$ denotes the $U_{q}(\mathfrak{b})$-module associated with the character $\chi_{\lambda}$. The canonical left action of elements in $U_{q}(\mathfrak{g})$ on $M(\lambda)$ defines an algebra homomorphism $\phi_{\lambda}: U_{q}(\mathfrak{g}) \rightarrow \operatorname{End}(M(\lambda))$.

The map $\phi_{\lambda}$ is $U_{q}(\mathfrak{g})$-linear with respect to the adjoint action

$$
\operatorname{ad}(X)(Y)=X \rightarrow Y=X_{(1)} Y \hat{S}\left(X_{(2)}\right)
$$

on $U_{q}(\mathfrak{g})$ and the action given by

$$
(X \cdot T)(m)=X_{(1)} \cdot T\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)
$$

on $\operatorname{End}(M(\lambda))$. In particular, $\phi_{\lambda}$ induces an algebra homomorphism $F U_{q}(\mathfrak{g}) \rightarrow$ $F \operatorname{End}(M(\lambda))$, which we again denote by $\phi_{\lambda}$.

We write $\operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \subset F U_{q}(\mathfrak{g})$ for the annihilator of $M(\lambda)$ viewed as a $F U_{q}(\mathfrak{g})$-module, that is, for the kernel of $\phi_{\lambda}: F U_{q}(\mathfrak{g}) \rightarrow F \operatorname{End}(M(\lambda))$.

Recall that $Z U_{q}(\mathfrak{g}) \subset F U_{q}(\mathfrak{g})$ denotes the centre of $U_{q}(\mathfrak{g})$. In a similar way we write $\operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda)) \subset Z U_{q}(\mathfrak{g})$ for the annihilator of $M(\lambda)$ viewed as a $Z U_{q}(\mathfrak{g})$ module.

Theorem 4.51 (Verma module Annihilator Theorem). Let $\lambda \in \mathfrak{h}_{q}^{*}$. Then

$$
\operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda))=F U_{q}(\mathfrak{g}) \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda))
$$

and the linear map $\phi_{\lambda}: F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \rightarrow F \operatorname{End}(M(\lambda))$ is an isomorphism.

Proof. We first claim that

$$
F U_{q}(\mathfrak{g})=\mathbb{H}+F U_{q}(\mathfrak{g}) \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda))
$$

where $\mathbb{H}$ is the subspace of $F U_{q}(\mathfrak{g})$ obtained in the Separation of Variables Theorem 2.154 Indeed, according to Theorem 2.154 we have $F U_{q}(\mathfrak{g})=\mathbb{H} \otimes Z U_{q}(\mathfrak{g})$. Moreover, recall that the centre $Z U_{q}(\mathfrak{g})$ acts on $M(\lambda)$ by the central character $\xi_{\lambda}$. In particular, we have $Z-\xi_{\lambda}(Z) 1 \in \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda))$ for all $Z \in Z U_{q}(\mathfrak{g})$. Hence we can write any element $h \otimes Z \in \mathbb{H} \otimes Z U_{q}(\mathfrak{g})$ in the form

$$
\xi_{\lambda}(Z) h \otimes 1+h \otimes\left(Z-\xi_{\lambda}(Z) 1\right) \in \mathbb{H}+F U_{q}(\mathfrak{g}) \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda))
$$

as desired.
Assume first that $M(\lambda)$ is simple. Then Proposition 4.50 implies

$$
\operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \cap \mathbb{H}=0
$$

It follows that the restriction of the map $F U_{q}(\mathfrak{g}) \rightarrow F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda))$ to $\mathbb{H}$ is an injective map $\mathbb{H} \rightarrow F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda))$. It is also surjective since $F U_{q}(\mathfrak{g})=\mathbb{H}+F U_{q}(\mathfrak{g}) \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda))$ and $F U_{q}(\mathfrak{g}) \operatorname{ann}_{Z U_{q}(\mathfrak{g})}(M(\lambda)) \subset \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda))$. Therefore, we have an isomorphism

$$
F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \cong \mathbb{H}
$$

Still assuming that $M(\lambda)$ is simple, Proposition 4.35 implies

$$
[F \operatorname{End}(M(\lambda)): V(\nu)]=\operatorname{dim}\left(V(\nu)_{0}\right)
$$

for any $\nu \in \mathbf{P}^{+}$, where $[N: V(\nu)]$ denotes the multiplicity of $V(\nu)$ inside $N$ and $V(\nu)_{0}$ is the zero weight space of $V(\nu)$. From Separation of Variables in Theorem 2.154 we know that $[\mathbb{H}: V(\nu)]=\operatorname{dim}\left(V(\nu)_{0}\right)$ as well. By comparing the multiplicities of all isotypical components it follows that the inclusion map

$$
\mathbb{H} \cong F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \rightarrow F \operatorname{End}(M(\lambda))
$$

is an isomorphism. This finishes the proof in the case that $M(\lambda)$ is simple.
Now consider an arbitrary $\lambda \in \mathfrak{h}_{q}^{*}$. Then according to Lemma 4.10 there exists $\lambda^{\prime} \leq \lambda$ such that $M\left(\lambda^{\prime}\right) \subset M(\lambda)$ and $M\left(\lambda^{\prime}\right)$ is simple. Due to Proposition 4.50 we have $\operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \cap \mathbb{H} \subset \operatorname{ann}_{F U_{q}(\mathfrak{g})}\left(M\left(\lambda^{\prime}\right)\right) \cap \mathbb{H}=0$. Hence we obtain

$$
F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(\lambda)) \cong \mathbb{H}
$$

in the same way as above. Consider the commutative diagram

induced by the inclusion $M\left(\lambda^{\prime}\right) \subset M(\lambda)$. Using Proposition 4.33 and exactness of the Hom-functor we see that the two vertical maps are injections and the bottom horizontal map is an isomorphism.

This gives us an injection $F \operatorname{End}(M(\lambda)) \cong F \operatorname{End}\left(M\left(\lambda^{\prime}\right)\right)$ and we obtain a commutative diagram


The bottom horizontal map is an isomorphism since $M\left(\lambda^{\prime}\right)$ is simple. The left vertical map is also an isomorphism. The right vertical map is therefore surjective. Since we have shown it is injective, this map is in fact an isomorphism, and so is the top horizontal map. This finishes the proof.

## 5. Representation theory of complex semisimple quantum groups

In this chapter, we discuss the representation theory of complex semisimple quantum groups. The appropriate notion of a $G_{q}$-representation here is that of a HarishChandra module for $G_{q}$, which means an essential $\mathfrak{D}\left(G_{q}\right)$-module with $K_{q}$-types of finite multiplicity, see Section 5.2. In particular, the irreducible unitary representations of $G_{q}$ belong to this class.

Our main focus will be the classification of irreducible Harish-Chandra modules. This is achieved by studying the (non-unitary) principal series representations of $G_{q}$ and the intertwining operators between them. We shall begin, however, with some results on the Verma modules for the quantized universal enveloping algebra $U_{q}^{\mathbb{R}}(\mathfrak{g})$ associated to a complex semisimple quantum group $G_{q}$, see Section 5.1

Although some of the constructions and results presented here work more generally, we shall assume throughout that $\mathbb{K}=\mathbb{C}$ and $1 \neq q=e^{h}$ is positive. We identify $\mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$ where $\hbar=\frac{h}{2 \pi}$. Moreover we write

$$
[z]_{q}=\frac{q^{z}-q^{-z}}{q-q^{-1}}
$$

for the $q$-number associated with $z \in \mathbb{C}$, and similarly use the notation for $q$ binomial coefficients as in Section 2.1
5.1. Verma modules for $U_{q}^{\mathbb{R}}(\mathfrak{g})$. In this section we discuss the theory of Verma modules for the quantized universal enveloping algebra

$$
U_{q}^{\mathbb{R}}(\mathfrak{g})=U_{q}^{\mathbb{R}}(\mathfrak{k}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)
$$

of the complex quantum group $G_{q}$, which was introduced in Section 3.6.
5.1.1. Characters of $U_{q}^{\mathbb{R}}(\mathfrak{b})$. Characters of the algebra $U_{q}^{\mathbb{R}}(\mathfrak{b})=U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)$ are parametrized by pairs of weights $(\mu, \lambda)$ where $\mu, \lambda \in \mathfrak{h}_{q}^{*}$, as we now describe.

To $\mu \in \mathfrak{h}_{q}^{*}$ we associate the character $\chi_{\mu}$ of $U_{q}^{\mathbb{R}}(\mathfrak{t})=U_{q}(\mathfrak{h})$ given by $\chi_{\mu}\left(K_{\nu}\right)=$ $q^{(\mu, \nu)}$ for all $\nu \in \mathbf{P}$, as in Subsection 2.3.1

To $\lambda \in \mathfrak{h}_{q}^{*}$ we associate a character $K_{\lambda}$ of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ as follows. Briefly, if $\lambda=$ $\sum_{i} a_{i} \alpha_{i} \in \mathfrak{h}^{*}$ with $a_{i} \in \mathbb{C}$ then we may define $K_{\lambda}=\prod_{i} K_{i}^{a_{i}} \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ by functional calculus. More explicitly, recalling that the multiplier algebra of $\mathfrak{D}\left(K_{q}\right)$ is

$$
\mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)=\mathfrak{C}^{\infty}\left(\hat{K}_{q}\right)=\prod_{\gamma \in \mathbf{P}^{+}} \operatorname{End}(V(\gamma)),
$$

we define $K_{\lambda} \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ to be the element which acts on any vector $v \in V(\gamma)$ of weight $\nu$ by

$$
K_{\lambda} \cdot v=q^{(\lambda, \nu)} v
$$

This is compatible with the existing notation for elements $K_{\lambda}$ when $\lambda \in \mathbf{P}$, and depends only on the class of $\lambda$ in $\mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$. The element $K_{\lambda}$ determines a character of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ by

$$
f \mapsto\left(f, K_{\lambda}\right)
$$

Note that we are using the reverse pairing $\left(f, K_{\lambda}\right)=\left(K_{-\lambda}, f\right)$ in the definition of this character, since we will want to interpret $K_{\lambda}$ as an element of the function algebra $\mathfrak{C}^{\infty}\left(\hat{K}_{q}\right)$.

We remark that $K_{\lambda}$ belongs to the subalgebra $\mathcal{M}(\mathfrak{D}(T)) \subset \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ where $T$ is the maximal torus subgroup. It is in fact the pullback of a character $K_{\lambda}$ of $\mathfrak{C}^{\infty}(T)$ by the quotient map $\mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}(T)$. Moreover, every character of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ is of this form, see [77]. In this way, the parameter space $\mathfrak{h}_{q}^{*}$ is identified with the Chevalley complexification $T_{\mathbb{C}}$ of the torus $T$.

Combining the characters $\chi_{\mu}$ and $K_{\lambda}$ for any $\mu, \lambda \in \mathfrak{h}_{q}^{*}$ we obtain a character $\chi_{\mu, \lambda}$ of $U_{q}^{\mathbb{R}}(\mathfrak{b})=U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)$ by setting

$$
\chi_{\mu, \lambda}(X \bowtie f)=\chi_{\mu}(X)\left(f, K_{\lambda}\right)
$$

Notice that $\chi_{\mu, \lambda}$ is typically not $*$-preserving for the standard $*$-structure on $U_{q}^{\mathbb{R}}(\mathfrak{b})$.
Let us conclude with some remarks about the restriction of these characters to the subalgebra $U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(P K_{q}\right)$, which corresponds to the Borel subgroup of the "connected component" $G_{q}^{0}$ of $G_{q}$ that was discussed in Subsection 3.4.2 One sees that the character $\chi_{\mu, \lambda}$ restricts to the trivial character on $U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(P K_{q}\right)$ if and only if $(\mu, \lambda)=\left(0, i \hbar^{-1} \gamma\right)$ for some $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$. It follows that the characters of $U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(P K_{q}\right)$ are indexed by pairs $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}^{*} / i \hbar^{-1} \mathbf{P}^{\vee}$.
5.1.2. Verma modules for $U_{q}^{\mathbb{R}}(\mathfrak{g})$. The Verma module associated to $\chi_{\mu, \lambda}$ is defined by

$$
M(\mu, \lambda)=U_{q}^{\mathbb{R}}(\mathfrak{g}) \otimes_{U_{q}^{\mathbb{R}}(\mathfrak{b})} \mathbb{C}_{\mu, \lambda}
$$

where $\mathbb{C}_{\mu, \lambda}=\mathbb{C}$ is the representation space corresponding to the character $\chi_{\mu, \lambda}$ defined above. Following previous notation, we will denote by $v_{\mu, \lambda}$ the cyclic vector $1 \otimes 1 \in M(\mu, \lambda)$.

Recall from Lemma 3.27 that we have an embedding $U_{q}^{\mathbb{R}}(\mathfrak{g}) \subset U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ of algebras given explicitly by

$$
\iota(X \bowtie f)=\hat{\Delta}(X)\left(l^{-}\left(f_{(1)}\right) \otimes l^{+}\left(f_{(2)}\right)\right) .
$$

In this way we may view modules over $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ as modules over $U_{q}^{\mathbb{R}}(\mathfrak{g})$. However, it will be convenient in later sections to use a different embedding of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ in $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ as follows.
Definition 5.1. We define the embedding $\iota^{\prime}: U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ by

$$
\iota^{\prime}(X \bowtie f)=\hat{\Delta}(X)\left(l^{+}\left(f_{(1)}\right) \otimes l^{-}\left(f_{(2)}\right)\right)
$$

for $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$.
Note that $\iota$ and $\iota^{\prime}$ differ only by the order of the $l$-functionals in the formula. Again, $\iota^{\prime}$ is an algebra homomorphism.

We observe that for any $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$ we have

$$
\iota^{\prime}(X \bowtie f)=\sigma\left((\hat{S} \otimes \hat{S})\left(\iota\left(\left(1 \bowtie S^{-1}(f)\right)\left(\hat{S}^{-1}(X) \bowtie 1\right)\right)\right)\right)
$$

using Lemma 2.111. Thus we can also write

$$
\iota^{\prime}=\sigma \circ(\hat{S} \otimes \hat{S}) \circ \iota \circ \hat{S}_{G_{q}}^{-1}
$$

where $\sigma$ denotes the flip map.
In the following proposition, $N(\lambda)$ denotes the universal lowest weight module of $U_{q}(\mathfrak{g})$ with lowest weight $\lambda \in \mathfrak{h}_{q}^{*}$, namely

$$
N(\lambda)=U_{q}(\mathfrak{g}) \otimes_{U_{q}\left(\mathfrak{b}_{-}\right)} \mathbb{C}_{\lambda}
$$

where $\mathbb{C}_{\lambda}$ denotes the one-dimensional $U_{q}\left(\mathfrak{b}_{-}\right)$-module upon which $U_{q}\left(\mathfrak{n}_{-}\right)$acts trivially and $U_{q}(\mathfrak{h})$ acts by the character $\chi_{\lambda}$. We denote the cyclic vector $1 \otimes 1$ by $v^{\lambda}$.

Proposition 5.2. Let $(\mu, \lambda) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ and let $l, r \in \mathfrak{h}_{q}^{*}$ be such that

$$
\mu=l-r, \quad \lambda=-l-r
$$

We have an isomorphism

$$
M(\mu, \lambda) \cong M(l) \otimes N(-r)
$$

of $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules which sends the cyclic vector $v_{\mu, \lambda}$ to $v_{l} \otimes v^{-r}$. Here the action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $M(l) \otimes N(-r)$ is that induced by the embedding $\iota^{\prime}$ above.

Proof. For all $\nu \in \mathbf{P}$, the action of $K_{\nu} \in U_{q}^{\mathbb{R}}(\mathfrak{t})$ on $v_{l} \otimes v^{-r}$ is given by

$$
\begin{aligned}
K_{\nu} \cdot\left(v_{l} \otimes v^{-r}\right) & =K_{\nu} \cdot v_{l} \otimes K_{\nu} \cdot v^{-r} \\
& =q^{(l, \nu)} v_{l} \otimes q^{(-r, \nu)} v^{-r}=\chi_{\mu}\left(K_{\nu}\right) v_{l} \otimes v^{-r}
\end{aligned}
$$

We make a similar calculation for the action of a matrix coefficient $u_{i j}^{\eta}=\left\langle e_{\eta}^{i}\right| \bullet\left|e_{j}^{\eta}\right\rangle$ where $\eta \in \mathbf{P}^{+}$and the $e_{j}^{\eta}$ form a basis of weight vectors for $V(\eta)$, with dual basis vectors $e_{\eta}^{i} \in V(\eta)^{*}$. Writing $\epsilon_{j}$ for the weight of $e_{j}^{\eta}$ we obtain

$$
\begin{aligned}
u_{i j}^{\eta} \cdot\left(v_{l} \otimes v^{-r}\right) & =\sum_{k} l^{+}\left(u_{i k}^{\eta}\right) \cdot v_{l} \otimes l^{-}\left(u_{k j}^{\eta}\right) \cdot v^{-r} \\
& =\delta_{i j} l^{+}\left(u_{i i}^{\eta}\right) \cdot v_{l} \otimes l^{-}\left(u_{i i}^{\eta}\right) \cdot v^{-r} \\
& =\delta_{i j} K_{\epsilon_{i}} \cdot v_{l} \otimes K_{-\epsilon_{i}} \cdot v^{-r} \\
& =\delta_{i j} q^{\left(l, \epsilon_{i}\right)} v_{l} \otimes q^{\left(r, \epsilon_{i}\right)} v^{-r} \\
& =\delta_{i j} q^{\left(-\lambda, \epsilon_{i}\right)} v_{l} \otimes v^{-r} \\
& =\left(u_{i j}^{\eta}, K_{\lambda}\right) v_{l} \otimes v^{-r} .
\end{aligned}
$$

Here, in the second step, we use that $l^{ \pm}\left(u_{i j}^{\eta}\right)$ is contained in $U_{q}\left(\mathfrak{b}_{ \pm}\right)_{\epsilon_{j}-\epsilon_{i}}$, and that the vectors $v_{-l}$ and $v_{r}$ are annihilated by $U_{q}\left(\mathfrak{n}_{+}\right)$and $U_{q}\left(\mathfrak{n}_{-}\right)$, respectively. Note also that when $\epsilon_{i}=\epsilon_{j}$ we have $l^{ \pm}\left(u_{i j}^{\nu}\right)=\delta_{i j} K_{ \pm \epsilon_{i}}$.

By the definition of $M(\mu, \lambda)$, we thus obtain a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linear map $\gamma: M(\mu, \lambda) \rightarrow$ $M(l) \otimes N(-r)$ such that $\gamma\left(v_{\mu, \lambda}\right)=v_{l} \otimes v^{-r}$.

For surjectivity, we will prove inductively that the subspaces $M(l)_{l-\nu} \otimes N(-r)$ are contained in $\operatorname{im}(\gamma)$ for each $\nu \in \mathbf{Q}^{+}$. For the case $\nu=0$, note that the action of $E_{i} \in U_{q}^{\mathbb{R}}(\mathfrak{k})$ on $v_{l} \otimes v^{-r}$ is given by

$$
E_{i} \cdot\left(v_{l} \otimes v^{-r}\right)=v_{l} \otimes E_{i} \cdot v^{-r}
$$

It follows that $\mathbb{C} v_{l} \otimes N(-r) \subset \operatorname{im}(\gamma)$. Now fix $\nu \in \mathbf{Q}^{+}$and suppose that $M(l)_{l-\nu^{\prime}} \otimes$ $N(-r) \subset \operatorname{im}(\gamma)$ for all $\nu^{\prime}<\nu$. Note that $M(l)_{l-\nu} \otimes N(-r)$ is spanned by elements of the form $F_{i} \cdot m \otimes n$ with $m \in M(l)_{l-\nu+\alpha_{i}}$ and $n \in N(-r)$. Using the action of $F_{i}$ on $n \otimes m$ we can write

$$
\left(F_{i} \cdot m\right) \otimes n=F_{i} \cdot(m \otimes n)-K_{i}^{-1} \cdot m \otimes F_{i} \cdot n \in \operatorname{im}(\gamma)
$$

and surjectivity follows.
For injectivity, we note to begin with that $U_{q}^{\mathbb{R}}(\mathfrak{g})$ is a free right $U_{q}^{\mathbb{R}}(\mathfrak{b})$-module generated by $U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}\left(\mathfrak{n}_{+}\right) \subset U_{q}(\mathfrak{g})=U_{q}^{\mathbb{R}}(\mathfrak{k}) \subset U_{q}^{\mathbb{R}}(\mathfrak{g})$. That is, the map

$$
U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}\left(\mathfrak{n}_{+}\right) \rightarrow M(\mu, \lambda) ; \quad Y \otimes X \mapsto Y X \cdot v_{\mu, \lambda}
$$

is an isomorphism. Consider an element

$$
\sum_{j} Y_{j} \otimes X_{j} \in U_{q}\left(\mathfrak{n}_{-}\right) \otimes U_{q}\left(\mathfrak{n}_{+}\right)
$$

where $Y_{j} \in U_{q}\left(\mathfrak{n}_{-}\right)_{-\nu_{j}^{\prime}}, X_{j} \in U_{q}\left(\mathfrak{n}_{+}\right)_{\nu_{j}^{\prime \prime}}$ for some weights $\nu_{j}^{\prime}, \nu_{j}^{\prime \prime} \in \mathbf{Q}^{+}$. We may arrange the sum so that $\nu_{0}^{\prime \prime}$ is maximal among those $\nu_{j}^{\prime \prime}$ appearing nontrivially, and $\nu_{0}^{\prime}$ is maximal among the weights $\nu_{j}^{\prime}$ such that $\nu_{j}^{\prime \prime}=\nu_{0}^{\prime \prime}$ and $\left(\nu_{j}^{\prime}, \nu_{j}^{\prime \prime}\right)$ appears nontrivially. By considering the actions of $E_{i}$ and $F_{i}$, one sees that

$$
\gamma\left(\sum_{j} Y_{\nu_{j}^{\prime}} X_{\nu_{j}^{\prime \prime}} \cdot v_{\mu, \lambda}\right)=\sum_{j} Y_{\nu_{j}^{\prime}} X_{\nu_{j}^{\prime \prime}} \cdot\left(v_{l} \otimes v^{-r}\right)
$$

contains a nonzero term in $M(l)_{l-\nu_{0}^{\prime}} \otimes N(-r)_{-r+\nu_{0}^{\prime \prime}}$. This completes the proof.

In order to convert the lowest weight module $N(-r)$ into a highest weight module, we may twist the action of $U_{q}(\mathfrak{g})$ by the algebra automorphism

$$
\theta=\tau \hat{S}=\hat{S}^{-1} \tau
$$

where $\tau$ is the algebra anti-automorphism defined in Lemma 2.16. We record the formulas

$$
\theta\left(E_{i}\right)=-F_{i}, \quad \theta\left(F_{i}\right)=-E_{i}, \quad \theta\left(K_{\nu}\right)=K_{-\nu}
$$

from which it follows that $N(-r)$ is isomorphic to $M(r)^{\theta}$, where the latter denotes the Verma module $M(r)$ endowed with the action obtained by composition with $\theta$.

Let us further note that for any $U_{q}(\mathfrak{g})$-module $M$, we have $M^{\hat{S}^{2}} \cong M$, where $M^{\hat{S}^{2}}$ denotes the same space with action twisted by the automorphism $\hat{S}^{2}$. This is because the two modules are intertwined by the action of $K_{2 \rho}$, see Lemma 2.7 . Therefore, if we put $\theta^{\prime}=\hat{S} \tau=\hat{S}^{2} \theta$ then we also have $N(-r) \cong M(r)^{\theta^{\prime}}$.

We immediately obtain the following.
Corollary 5.3. Let $(\mu, \lambda) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ and let $l, r \in \mathfrak{h}_{q}^{*}$ be such that

$$
\mu=l-r, \quad \lambda=-l-r .
$$

We have an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules

$$
M(\mu, \lambda) \cong M(l) \otimes M(r)
$$

which sends the cyclic vector $v_{\mu, \lambda}$ to $v_{l} \otimes v_{r}$, and where the action of $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $m \otimes n \in M(l) \otimes M(r)$ is given by

$$
(X \bowtie f) \cdot(m \otimes n)=(\operatorname{id} \otimes \theta)\left(\iota^{\prime}(X \bowtie f)\right) \cdot(m \otimes n) .
$$

The same is true if $\theta$ is replaced by $\theta^{\prime}$.
We point out that for a given character $\chi_{\mu, \lambda}$ of $U_{q}^{\mathbb{R}}(\mathfrak{b})$ with $\mu, \lambda \in \mathfrak{h}_{q}^{*}$, there are $2^{N}$ choices for the associated parameters $(l, r) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$, where $N$ is the rank of $G$. Specifically, if we lift $\mu, \lambda$ to $\mathfrak{h}^{*}$ then we obtain the solutions for $(l, r)$ given by

$$
l=-\frac{1}{2}(\lambda-\mu)+\frac{1}{2} i \hbar^{-1} \alpha^{\vee}, \quad r=-\frac{1}{2}(\lambda+\mu)+\frac{1}{2} i \hbar^{-1} \alpha^{\vee},
$$

for $\alpha^{\vee} \in \mathbf{Q}^{\vee} / 2 \mathbf{Q}^{\vee}$.
In other words, if we let the extended Weyl group from Definition 2.125

$$
\hat{W}=\mathbf{Y}_{q} \rtimes W=\left(\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}\right) \rtimes W
$$

act diagonally upon the parameter space $\mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ by $\hat{w}(l, r)=(\hat{w} l, \hat{w} r)$ then the action of the translation subgroup $\mathbf{Y}_{q}=\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}$ does not change the isomorphism class of the associated $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules $M(l) \otimes M(r)$.

The following criterion allows us to characterize irreducibility of the Verma modules $M(\mu, \lambda)$ introduced above. We recall that in our conventions we use $\mathbb{N}=\{1,2, \ldots\}$.
Theorem 5.4. The $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module $M(\mu, \lambda)$ is irreducible if and only if $(\mu, \lambda) \in$ $\mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ satisfies

$$
q_{\alpha}^{\left(-\lambda+2 \rho, \alpha^{\vee}\right)} \neq q_{\alpha}^{\left( \pm \mu, \alpha^{\vee}\right)+2 m}
$$

for all $\alpha \in \boldsymbol{\Delta}^{+}$and all $m \in \mathbb{N}$.
Proof. As in Proposition 5.3 we choose $l, r \in \mathfrak{h}_{q}^{*}$ such that $\mu=l-r, \lambda=-l-r$. Then $M(l) \otimes M(r)$ is irreducible as a $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$-module if and only if $M(l)$ and $M(r)$ are both irreducible as $U_{q}(\mathfrak{g})$-modules. According to Theorem 4.15 and Definition 4.6. this is the case iff

$$
q_{\alpha}^{2\left(l+\rho, \alpha^{\vee}\right)} \notin q_{\alpha}^{2 \mathbb{N}} \quad \text { and } \quad q_{\alpha}^{2\left(r+\rho, \alpha^{\vee}\right)} \notin q_{\alpha}^{2 \mathbb{N}}
$$

for all $\alpha \in \boldsymbol{\Delta}^{+}$. Using $2 l=-\lambda+\mu$ and $2 r=-\lambda-\mu$, this is equivalent to the condition

$$
q_{\alpha}^{\left(-\lambda+2 \rho, \alpha^{\vee}\right)} \neq q_{\alpha}^{\left( \pm \mu, \alpha^{\vee}\right)+2 m}
$$

for all $\alpha \in \boldsymbol{\Delta}^{+}, m \in \mathbb{N}$.
It remains to check that $M(l) \otimes M(r)$ is irreducible as a a $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$-module if and only if it is irreducible as a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module with the action induced by $(\theta \otimes \mathrm{id}) \iota^{\prime}$, compare the argument in the proof of Theorem 3.4 in 33]. For the nontrivial implication assume that $M(l) \otimes M(r)$ is irreducible as a $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$-module. According to Lemma 3.27, the image of $\iota^{\prime}$ is $\left(1 \otimes \hat{S}\left(F U_{q}(\mathfrak{g})\right)\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)$. Thus, Theorem 2.113 shows that the image of $(\mathrm{id} \otimes \theta) \iota^{\prime}$ contains $K_{\nu^{\prime}} \otimes K_{2 \nu^{\prime \prime}-\nu^{\prime}}$ for all $\nu^{\prime} \in \mathbf{P}$ and $\nu^{\prime \prime} \in \mathbf{P}^{+}$. It follows that any $U_{q}^{\mathbb{R}}(\mathfrak{g})$-submodule $V \subset M(l) \otimes M(r)$ is the sum of its $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$-weight spaces.

Let $v=\sum_{j} x_{j} \otimes y_{j} \in V$ be a nonzero vector of weight $\left(\epsilon_{l}, \epsilon_{r}\right)$ with $\epsilon=\epsilon_{l}+\epsilon_{r}$ maximal in the submodule $V$. We may assume that the $y_{j}$ are linearly independent in $M(r)_{\epsilon_{r}}$. Since

$$
E_{i} \cdot\left(x_{j} \otimes y_{j}\right)=E_{i} \cdot x_{j} \otimes K_{i}^{-1} \cdot y_{j}-x_{j} \otimes F_{i} \cdot y_{j}
$$

the maximality of $\epsilon$ forces $E_{i} \cdot x_{j}=0$ for all $i$, and so each $x_{j}$ is primitive. Since $M(l)$ is irreducible we conclude that each $x_{j}$ is a scalar multiple of $v_{l}$, and thus $v=v_{l} \otimes y$ for some $y$. Likewise, using

$$
F_{i} \cdot\left(v_{l} \otimes y\right)=F_{i} \cdot v_{l} \otimes y-K_{i}^{-1} \cdot v_{l} \otimes E_{i} \cdot y
$$

the maximality of $\epsilon$ shows that $y$ is primitive, and hence is a nonzero multiple of $v_{r}$. By Corollary 5.3. $v_{l} \otimes v_{r}$ is a cyclic vector for the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-action, so $V=M(l) \otimes M(r)$. This yields the claim.

### 5.2. Representations of $G_{q}$.

5.2.1. Harish-Chandra modules. In this subsection we define the main notion of $G_{q}$-representation which we will be studying in the remainder of the chapter.

We recall that the convolution algebra of $G_{q}$ is $\mathfrak{D}\left(G_{q}\right)=\mathfrak{D}\left(K_{q}\right) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)$. Recall also that a $\mathfrak{D}\left(G_{q}\right)$-module $V$ is called essential if the multiplication map $\mathfrak{D}\left(G_{q}\right) \otimes_{\mathfrak{D}\left(G_{q}\right)} V \rightarrow V$ is an isomorphism. Using the central idempotents in $\mathfrak{D}\left(K_{q}\right)$ one sees that a $\mathfrak{D}\left(G_{q}\right)$-module is essential if and only if it is an essential $\mathfrak{D}\left(K_{q}\right)$ module under restriction.

Recall from Section 3.6 that the quantized universal enveloping algebra $U_{q}^{\mathbb{R}}(\mathfrak{g})=$ $U_{q}^{\mathbb{R}}(\mathfrak{k}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)$ of $G_{q}$ sits inside the multiplier algebra of $\mathfrak{D}\left(G_{q}\right)$. Let us say that a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module $V$ is integrable if it is an integrable module for the action of $U_{q}^{\mathbb{R}}(\mathfrak{k}) \subset U_{q}^{\mathbb{R}}(\mathfrak{g})$. The following result is then essentially immediate from the definitions.

Lemma 5.5. There is a canonical isomorphism between the category of essential $\mathfrak{D}\left(G_{q}\right)$-modules and the category of integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules.

Proof. Every essential $\mathfrak{D}\left(G_{q}\right)$-module becomes an integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module via the inclusion $U_{q}^{\mathbb{R}}(\mathfrak{g}) \subset \mathcal{M}\left(\mathfrak{D}\left(G_{q}\right)\right)$.

Conversely, if $V$ is an integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module then the action of $U_{q}^{\mathbb{R}}(\mathfrak{k}) \subset U_{q}^{\mathbb{R}}(\mathfrak{g})$ corresponds uniquely to an essential $\mathfrak{D}\left(K_{q}\right)$-module structure on $V$, and the latter combines with the action of $\mathfrak{C}^{\infty}\left(K_{q}\right) \subset U_{q}^{\mathbb{R}}(\mathfrak{g})$ to turn $V$ into an essential $\mathfrak{D}\left(G_{q}\right)$ module.

These procedures are inverse to each other and compatible with morphisms.
A third structure which is equivalent to an essential $\mathfrak{D}\left(G_{q}\right)$-module is that of a $\mathfrak{C}^{\infty}\left(K_{q}\right)$-Yetter Drinfeld module. We recall the general definition.

Definition 5.6. Let $H$ be a Hopf algebra. A Yetter-Drinfeld module over $H$ is a left $H$-module $V$ which is at the same time a left $H$-comodule such that

$$
(f \cdot v)_{(-1)} \otimes(f \cdot v)_{(0)}=f_{(1)} v_{(-1)} S\left(f_{(3)}\right) \otimes f_{(2)} \cdot v_{(0)}
$$

for all $v \in V$ and $f \in H$. Here we write $\gamma(v)=v_{(-1)} \otimes v_{(0)}$ for the left coaction of $H$ on $V$.

If $V$ is a Yetter-Drinfeld module over $\mathfrak{C}^{\infty}\left(K_{q}\right)$ then we can convert the left $\mathfrak{C}^{\infty}\left(K_{q}\right)$-coaction into an essential left action of $\mathfrak{D}\left(K_{q}\right)$ by the formula

$$
x \cdot v=\left(\hat{S}(x), v_{(-1)}\right) v_{(0)}, \quad x \in \mathfrak{D}\left(K_{q}\right) .
$$

A standard calculation shows that the resulting $\mathfrak{D}\left(K_{q}\right)$-action and the given $\mathfrak{C}^{\infty}\left(K_{q}\right)$ action satisfy the commutation relations in the Drinfeld double $\mathfrak{D}\left(G_{q}\right)$. It follows that the category of $\mathfrak{C}^{\infty}\left(K_{q}\right)$-Yetter-Drinfeld modules is isomorphic to the category of essential $\mathfrak{D}\left(G_{q}\right)$-modules.

Since any essential $\mathfrak{D}\left(G_{q}\right)$-module is an essential $\mathfrak{D}\left(K_{q}\right)$-module $V$ by restriction, it decomposes as a direct sum

$$
V=\bigoplus_{\gamma \in \mathbf{P}^{+}} V^{\gamma}
$$

where $V^{\gamma}$ is a direct sum of copies of the simple module with highest weight $\gamma$. The subspace $V^{\gamma} \subset V$ is called the isotypical component corresponding to $\gamma$.

Definition 5.7. An essential $\mathfrak{D}\left(K_{q}\right)$-module $V$ is called admissible if each isotypical component $V$ is finite dimensional. An essential $\mathfrak{D}\left(G_{q}\right)$-module which is admissible as a $\mathfrak{D}\left(K_{q}\right)$-module will be called a Harish-Chandra module over $G_{q}$.

We remark that the term "Harish-Chandra module" has several different meanings in the classical literature, in particular with or without the imposition of admissibility. The imposition of admissibility in this definition avoids many technical annoyances, and as in the classical case, all irreducible unitary $G_{q}$-representations are admissible, see the following section.
5.2.2. Unitary $G_{q}$-representations. By definition, a unitary representation of $G_{q}$ on a Hilbert space $\mathcal{H}$ is a non-degenerate $*$-homomorphism $C_{f}^{*}\left(G_{q}\right) \rightarrow \mathbb{L}(\mathcal{H})$.

In particular any unitary representation $\mathcal{H}$ of $G_{q}$ becomes a unitary representation of $K_{q}$ by restriction. A vector $\xi \in \mathcal{H}$ is called $K_{q}$-finite if it is contained in a finite dimensional $K_{q}$-subrepresentation. The Harish-Chandra module $\mathrm{HC}(\mathcal{H})$ associated with $\mathcal{H}$ is the space of all $K_{q}$-finite vectors in $\mathcal{H}$. Explicitly, this is given by

$$
\mathrm{HC}(\mathcal{H})=\mathfrak{D}\left(K_{q}\right) \cdot \mathcal{H}=\mathfrak{D}\left(G_{q}\right) \cdot \mathcal{H} \subset \mathcal{H} .
$$

From this description it is clear that $\mathrm{HC}(\mathcal{H})$ is dense in $\mathcal{H}$, and that $\mathrm{HC}(\mathcal{H})$ naturally becomes an essential module over $\mathfrak{D}\left(G_{q}\right)$.

The goal of this subsection is to show that the $\mathfrak{D}\left(G_{q}\right)$-module $\mathrm{HC}(\mathcal{H})$ associated with an irreducible unitary representation $\mathcal{H}$ of $G_{q}$ is admissible, so that it is a Harish-Chandra module in the sense of Definition 5.7. The argument is the same as in the classical case, based on results of Godement.

Firstly, if $A$ is any algebra then the $n$-commutator of $n$ elements $a_{1}, \ldots, a_{n} \in A$ is defined by

$$
\left[a_{1}, \ldots, a_{n}\right]=\sum_{\sigma \in S_{n}} \operatorname{sign}(\sigma) a_{\sigma(1)} \cdots a_{\sigma(n)}
$$

Note that for $n=2$ this reduces to the usual commutator $\left[a_{1}, a_{2}\right]=a_{1} a_{2}-a_{2} a_{1}$. Let us say that $A$ is $n$-abelian if all $n$-commutators $\left[a_{1}, \ldots, a_{n}\right]$ for $a_{1}, \ldots, a_{n} \in A$ vanish. Clearly, subalgebras and quotients of $n$-abelian algebras are again $n$-abelian.

By basic linear algebra, every finite dimensional algebra $A$ is $n$-abelian for any $n>\operatorname{dim}(A)$. In particular, for every $k \in \mathbb{N}$ there exists a smallest number $r(k) \in \mathbb{N}$ such that $M_{k}(\mathbb{C})$ is $r(k)$-abelian.
Lemma 5.8. With the notation as above, we have $r(k+1)>r(k)$ for all $k \in \mathbb{N}$.
Proof. Put $n=r(k)-1$. Then there exists $x_{1}, \ldots, x_{n} \in M_{k}(\mathbb{C})$ such that $X=$ $\left[x_{1}, \ldots, x_{n}\right] \neq 0$. In particular, if we write $X=\left(X_{i j}\right)$ then there exist indices $1 \leq i, j \leq k$ such that $X_{i j} \neq 0$. Set

$$
y_{l}=\left(\begin{array}{cc}
x_{l} & 0 \\
0 & 0
\end{array}\right) \in M_{k+1}(\mathbb{C}) \quad \text { for } l=1, \ldots n
$$

and $y_{n+1}=e_{j, k+1}$ the standard matrix unit with 1 in the $(j, k+1)$-position. Then $y_{n+1} y_{l}=0$ for all $1 \leq l \leq n$ and thus

$$
\left[y_{1}, \ldots, y_{n+1}\right]=\left[y_{1}, \ldots, y_{n}\right] y_{n+1}=\left[y_{1}, \ldots, y_{n}\right] e_{j, k+1} \neq 0
$$

We conclude $r(k+1) \geq r(k)+1$ as claimed.
We are now ready to prove admissibility of irreducible unitary representations of complex quantum groups, compare [2.

Theorem 5.9. Let $\mathcal{H}$ be an irreducible unitary representation of $G_{q}$. Then the associated $\mathfrak{D}\left(G_{q}\right)$-module $\mathrm{HC}(\mathcal{H})$ is admissible, and so a Harish-Chandra module. More precisely, for any $\mu \in \mathbf{P}^{+}$the multiplicity of the $K_{q}$-type $\mathrm{HC}(\mathcal{H})^{\mu}$ in $\mathrm{HC}(\mathcal{H})$ is at most $\operatorname{dim}(V(\mu))$.
Proof. According to Proposition 3.25 , the embedding $\mathfrak{D}\left(G_{q}\right) \rightarrow \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right) \otimes \mathfrak{D}\left(K_{q}\right)\right)$ restricts to an embedding

$$
p_{\mu} \mathfrak{D}\left(G_{q}\right) p_{\mu} \rightarrow \prod_{\eta, \nu \in \mathbf{P}^{+}} \operatorname{End}\left(p_{\mu} \cdot(V(\eta) \otimes V(\nu))\right)
$$

Let $v_{\eta} \in V(\eta)$ and $v^{\nu} \in V(\nu)$ be the highest weight vector and lowest weight vector, respectively. Then $v_{\eta} \otimes v^{\nu}$ is a cyclic vector for $V(\eta) \otimes V(\nu)$ as a $U_{q}(\mathfrak{g})$-module, and therefore the linear map $\operatorname{Hom}_{U_{q}(\mathfrak{g})}(V(\eta) \otimes V(\nu), V(\mu)) \rightarrow V(\mu)$ sending $f$ to $f\left(v_{\eta} \otimes v^{\nu}\right)$ is injective. We conclude that the dimension of $p_{\mu} \cdot(V(\eta) \otimes V(\nu))$ is at most $d=\operatorname{dim}(V(\mu))^{2}$. Therefore the algebra $A=p_{\mu} \mathfrak{D}\left(G_{q}\right) p_{\mu}$ is $r(d)$-abelian.

Now let $\pi: C_{\mathrm{f}}^{*}\left(G_{q}\right) \rightarrow \mathbb{L}(\mathcal{H})$ be an irreducible unitary representation. Then the von Neumann algebra $\pi\left(C_{f}^{*}\left(G_{q}\right)\right)^{\prime \prime}$ equals $\mathbb{L}(\mathcal{H})$ by irreducibility, and hence $\pi\left(p_{\mu}\right) \pi\left(C_{\mathrm{f}}^{*}\left(G_{q}\right)\right)^{\prime \prime} \pi\left(p_{\mu}\right)=\mathbb{L}\left(\pi\left(p_{\mu}\right) \mathcal{H}\right)$. If we set $A=p_{\mu} \mathfrak{D}\left(G_{q}\right) p_{\mu}$ this means that the strong closure $\pi(A)^{\prime \prime}$ of $\pi(A) \subset \mathbb{L}\left(p_{\mu} \mathcal{H}\right)$ is equal to $\mathbb{L}\left(\pi\left(p_{\mu}\right) \mathcal{H}\right)$. Since $\pi(A)$ is $r(d)$-abelian, the same holds for its strong closure $\mathbb{L}\left(\pi\left(p_{\mu}\right) \mathcal{H}\right)$. We conclude that $\pi\left(p_{\mu}\right) \in \mathbb{L}(\mathcal{H})$ is a finite rank projection of rank at most $d$. Hence the multiplicity of $V(\mu)$ in $\mathcal{H}$ is at $\operatorname{most} \operatorname{dim}(V(\mu))$ as claimed.

Let $\pi$ be an irreducible unitary representation of $G_{q}$ on the Hilbert space $\mathcal{H}$. According to Theorem 5.9, the image of any element of $\mathfrak{D}\left(K_{q}\right) \subset \mathfrak{D}\left(G_{q}\right)$ is a finiterank operator on $\mathcal{H}$. This implies that $\mathfrak{D}\left(G_{q}\right)$ acts by finite-rank operators. In particular, the associated representation $\pi: C_{\mathrm{f}}^{*}\left(G_{q}\right) \rightarrow \mathbb{L}(\mathcal{H})$ takes values in the algebra of compact operators on $\mathcal{H}$.

Let us say that a locally compact quantum group $G$ is type $I$ if the full group $C^{*}$-algebra $C_{f}^{*}(G)$ is a $C^{*}$-algebra of type $I$. As an immediate consequence of the above observations we obtain the following result.
Corollary 5.10. Complex semisimple quantum groups are type $I$.
We remark that the corresponding result for classical semisimple groups is due to Harish-Chandra, see 31.
5.3. Action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $K_{q}$-types. In this section we collect some facts on the structure of integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules, following Section 9.1 in [22.

Let $V$ be an essential $\mathfrak{D}\left(G_{q}\right)$-module. We may also view $V$ as an integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module, see Lemma 5.5. By definition, the module $V$ decomposes as a direct sum

$$
V=\bigoplus_{\gamma \in \mathbf{P}^{+}} V^{\gamma}
$$

of its $K_{q}$-isotypical components.
For $\sigma \in \mathbf{P}^{+}$we denote

$$
I^{\sigma}=\operatorname{ker}\left(\pi_{\sigma}\right)=\operatorname{ann}(V(\sigma)) \subset U_{q}^{\mathbb{R}}(\mathfrak{k})
$$

where $\pi_{\sigma}: U_{q}^{\mathbb{R}}(\mathfrak{k}) \rightarrow \operatorname{End}(V(\sigma))$ is the homomorphism corresponding to the action on $V(\sigma)$. By construction we have $U_{q}^{\mathbb{R}}(\mathfrak{k}) / I^{\sigma} \cong \operatorname{End}(V(\sigma))$. Notice that

$$
V^{\tau}=\left\{v \in V \mid X \cdot v=0 \text { for all } X \in I^{\tau}\right\}
$$

For $\sigma, \tau \in \mathbf{P}^{+}$we define

$$
U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma}=\left\{X \in U_{q}^{\mathbb{R}}(\mathfrak{g}) \mid I^{\tau} X \subset U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right\} .
$$

By construction, we have $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma} \cdot V^{\sigma} \subset V^{\tau}$ for any $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module $V$.
Lemma 5.11. Let $\sigma \in \mathbf{P}^{+}$. With the notation as above, the following holds.
a) $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma} \subset U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma}$ for all $\tau \in \mathbf{P}^{+}$.
b) $U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ is an integrable $\mathfrak{D}\left(G_{q}\right)$-module with respect to left multiplication. Its decomposition into $K_{q}$-types is

$$
U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}=\bigoplus_{\tau \in \mathbf{P}^{+}} U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}
$$

c) For all $\tau \in \mathbf{P}^{+}$, the space $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma}$ consists precisely of all elements of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ that map $V^{\sigma}$ into $V^{\tau}$ for any $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module $V$.

Proof. a) is obvious.
b) Using $U_{q}^{\mathbb{R}}(\mathfrak{k}) / I^{\sigma} \cong \operatorname{End}(V(\sigma))$, one sees that the generator $1 \in U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ is $K_{q}$-finite. It follows that $U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ is integrable. The $\tau$-isotypical subspace is the subspace annihilated by $I^{\tau}$, that is,

$$
\left(U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right)^{\tau}=\left\{X+U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma} \mid I^{\tau} X \subset U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right\}=U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma} .
$$

This yields the claim.
c) follows from the decomposition into $K_{q}$-types in part b).

We will mostly be interested in $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$ for any given $\sigma \in \mathbf{P}^{+}$. It is easy to check that this is an algebra. It contains $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ as an obvious two-sided ideal, and $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ acts as zero on every $V^{\sigma}$. We will typically factor this ideal out. Accordingly, for any $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module $V$ we get a $\operatorname{map} U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma} \rightarrow \operatorname{End}\left(V^{\sigma}\right)$.

Proposition 5.12. If $V$ is a simple integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module then $V^{\sigma}$ is a simple $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$-module or zero.

Proof. Let $v \in V^{\sigma}$ be nonzero. By simplicity of $V$ we have $U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot v=V$. Moreover, using the above observations and part $b$ ) of Lemma 5.11 we get $U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot v=$ $\sum_{\tau \in \mathbf{P}^{+}} U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma} \cdot v$. Since $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\tau, \sigma} \cdot v \subset V^{\tau}$, we have $V^{\sigma}=\left(U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot v\right)^{\sigma}=$ $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \cdot v$.

The converse is not true, that is, simplicity of $V^{\sigma}$ as a $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$-module does not imply that $V$ is simple. Nonetheless, we will show the existence of a unique simple $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module associated to each simple $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$-module.

We start with the following construction. Let $V$ be a Harish-Chandra module and $\sigma \in \mathbf{P}^{+}$such that $V^{\sigma} \neq 0$. Moreover assume that $W \subset V^{\sigma}$ is a $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma_{-}}$ submodule. Then we define

$$
W^{\min }=U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot W, \quad W^{\max }=\left\{v \in V \mid U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot v \cap V^{\sigma} \subseteq W\right\}
$$

The following Proposition shows that $W^{\min }$ and $W^{\max }$ are minimal and maximal, respectively, among the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-submodules $V^{\prime} \subset V$ satisfying $\left(V^{\prime}\right)^{\sigma}=W$.

Proposition 5.13. We have $\left(W^{\min }\right)^{\sigma}=\left(W^{\max }\right)^{\sigma}=W$, and for any $U_{q}^{\mathbb{R}}(\mathfrak{g})$ submodule $V^{\prime}$ of $V$ such that $\left(V^{\prime}\right)^{\sigma}=W$, we have $W^{\min } \subset V^{\prime} \subset W^{\max }$.

Proof. From Lemma $5.11 c$ ) we have that $\left(U_{q}^{\mathbb{R}}(\mathfrak{g}) \cdot W\right) \cap V^{\sigma}=U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \cdot W=W$, and it follows that $\left(\overline{W^{\mathrm{min}}}\right)^{\sigma}=\left(W^{\max }\right)^{\sigma}=W$. If $V^{\prime}$ is as given, then $W^{\min }=$ $U_{q}^{\mathrm{R}}(\mathfrak{g}) \cdot W \subset U_{q}^{\mathrm{R}}(\mathfrak{g}) \cdot V^{\prime} \subset W^{\text {max }}$, as claimed.

Proposition 5.14. For $\sigma \in \mathbf{P}^{+}$define

$$
\begin{aligned}
\mathcal{M}_{\sigma} & =\left\{\text { maximal left ideals of } U_{q}^{\mathbb{R}}(\mathfrak{g}) \text { containing } U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right\} \\
\mathcal{L}_{\sigma} & =\left\{\text { maximal left ideals of } U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \text { containing } U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right\}
\end{aligned}
$$

Then there is a bijective correspondence $\phi: \mathcal{M}_{\sigma} \rightarrow \mathcal{L}_{\sigma}$ given by

$$
\phi(M)=M \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}
$$

The inverse of $\phi$ is given by

$$
\phi^{-1}(L)=\left\{x \in U_{q}^{\mathbb{R}}(\mathfrak{g}) \mid U_{q}^{\mathbb{R}}(\mathfrak{g}) x \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \subset L\right\} .
$$

Proof. Notice that we have a natural bijection between left ideals of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ containing $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ and $U_{q}^{\mathbb{R}}(\mathfrak{g})$-submodules of $U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$. If $M$ is a maximal left ideal of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ then $1 \notin M$, and therefore $M \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \neq U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$.

Similarly, we have a natural bijection between left ideals of $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$ containing $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$ and $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$-submodules of $\left(U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right)^{\sigma}$.

Now it suffices to apply Proposition 5.13 to $V=U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$.
Proposition 5.15. Let $\sigma \in \mathbf{P}^{+}$. Consider
$\mathcal{S}_{\sigma}=\left\{\right.$ simple integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules $V$ with $V^{\sigma} \neq 0$, modulo isomorphism $\}$,
$\mathcal{T}_{\sigma}=\left\{\right.$ simple $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$-modules, modulo isomorphism $\}$.
There is a natural bijective correspondence $\psi: \mathcal{S}_{\sigma} \rightarrow \mathcal{T}_{\sigma}$ given by

$$
\psi(V)=V^{\sigma} .
$$

Proof. The map $\psi$ is well-defined by Proposition 5.12 ,
For injectivity, suppose that $V, V^{\prime}$ are simple integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules with nontrivial $\sigma$-isotypical component, and that $f: V^{\sigma} \rightarrow\left(V^{\prime}\right)^{\sigma}$ is an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$-modules. Let $v \in V^{\sigma}$ be nonzero and set

- $L=$ annihilator of $v$ in $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$,
- $M=$ annihilator of $v$ in $U_{q}^{\mathbb{R}}(\mathfrak{g})$,
- $L^{\prime}=$ annihilator of $f(v)$ in $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$,
- $M^{\prime}=$ annihilator of $f(v)$ in $U_{q}^{\mathbb{R}}(\mathfrak{g})$.

These are all maximal left ideals of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ or $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$ respectively, containing $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$. But

$$
M \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}=L=L^{\prime}=M^{\prime} \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}
$$

so by the correspondence of Proposition 5.14 we deduce $M=M^{\prime}$.
For surjectivity, let $W$ be a simple $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma}, \sigma$-module whose annihilator contains $U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}$. Moreover let $w \in W$ be nonzero. Put

- $L=$ annihilator of $w$ in $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$,
- $M=\phi^{-1}(L)$, the maximal left ideal of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ such that $M \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}=L$, which is obtained from Proposition 5.14 ,
- $V=U_{q}^{\mathbb{R}}(\mathfrak{g}) / M$.

Then $V$ is simple and by Lemma $5.11 b$ ),

$$
\begin{aligned}
V^{\sigma} & =\left(U_{q}^{\mathbb{R}}(\mathfrak{g}) / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right)^{\sigma} /\left(M / U_{q}^{\mathbb{R}}(\mathfrak{g}) I^{\sigma}\right)^{\sigma} \\
& =U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} /\left(M \cap U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}\right) \\
& =U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} / L=W
\end{aligned}
$$

This finishes the proof.
5.4. Principal series representations. In this section we define principal series representations for the complex quantum group $G_{q}$. As in the classical case, the principal series is key to the analysis of the representation theory of complex quantum groups.
5.4.1. The definition of principal series representations. Recall from Subsection 5.1.1 that associated to any $\mu \in \mathfrak{h}_{q}^{*}$ we have a character of $U_{q}^{\mathbb{R}}(\mathfrak{t})=U_{q}(\mathfrak{h})$ given by $\chi_{\mu}\left(K_{\nu}\right)=q^{(\mu, \nu)}$. In the case where $\mu \in \mathbf{P}$ is an integral weight, this character can be obtained as the pairing of $U_{q}^{\mathbb{R}}(\mathfrak{t})$ with an appropriately chosen matrix coefficient in $\mathfrak{C}^{\infty}\left(K_{q}\right)$. In other words, the character $\chi_{\mu}$ can be viewed as an element of the function algebra $\mathfrak{C}^{\infty}(T)$, compare Section 3.7. We will denote this function by $e^{\mu} \in \mathfrak{C}^{\infty}(T)$, so that

$$
\left(K_{\nu}, e^{\mu}\right)=\chi_{\mu}\left(K_{\nu}\right)=q^{(\mu, \nu)}
$$

for all $\nu \in \mathbf{P}$.
In analogy with the classical case, there is an "associated line bundle" $\mathcal{E}_{\mu}$ over the quantum flag variety $\mathcal{X}_{q}=K_{q} / T$. This bundle is defined via its space of sections

$$
\Gamma\left(\mathcal{E}_{\mu}\right)=\left\{\xi \in \mathfrak{C}^{\infty}\left(K_{q}\right) \mid\left(\mathrm{id} \otimes \pi_{T}\right) \Delta(\xi)=\xi \otimes e^{\mu}\right\}
$$

where $\pi_{T}: \mathfrak{C}^{\infty}\left(K_{q}\right) \rightarrow \mathfrak{C}^{\infty}(T)$ denotes the canonical projection map. Note that $\Gamma\left(\mathcal{E}_{\mu}\right) \subset \mathfrak{C}^{\infty}\left(K_{q}\right)$ is equal to the subspace of weight $\mu$ with respect to the left $U_{q}^{\mathbb{R}}(\mathfrak{k})$-action

$$
X \rightharpoonup \xi=\xi_{(1)}\left(X, \xi_{(2)}\right)
$$

The space $\Gamma\left(\mathcal{E}_{\mu}\right)$ is a left $\mathfrak{C}^{\infty}\left(K_{q}\right)$-comodule with coaction given by $\Delta$. For $\lambda \in \mathfrak{h}_{q}^{*}$ we define the twisted left adjoint representation of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ on $\Gamma\left(\mathcal{E}_{\mu}\right)$ by

$$
f \cdot \xi=f_{(1)} \xi S\left(f_{(3)}\right)\left(K_{2 \rho+\lambda}, f_{(2)}\right)
$$

This combination of action and coaction make $\Gamma\left(\mathcal{E}_{\mu}\right)$ into a Yetter-Drinfeld module over $\mathfrak{C}^{\infty}\left(K_{q}\right)$, see Definition 5.6. since we have

$$
\begin{aligned}
\Delta(f \cdot \xi) & =f_{(1)} \xi_{(1)} S\left(f_{(5)}\right) \otimes f_{(2)} \xi_{(2)} S\left(f_{(4)}\right)\left(K_{2 \rho+\lambda}, f_{(3)}\right) \\
& =f_{(1)} \xi_{(1)} S\left(f_{(3)}\right) \otimes f_{(2)} \cdot \xi_{(2)}
\end{aligned}
$$

for all $f \in \mathfrak{C}^{\infty}\left(K_{q}\right), \xi \in \Gamma\left(\mathcal{E}_{\mu}\right)$.

We point out that the factor of $2 \rho$ in the above formula is included merely to force a shift in the parameter $\lambda$. This shift is chosen such that for purely imaginary $\lambda$ the resulting Yetter-Drinfeld module is always unitary, see Section 5.10 below.
Definition 5.16. We write $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ for the space $\Gamma\left(\mathcal{E}_{\mu}\right)$ equipped with the action and coaction of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ as above, and call it the principal series Yetter-Drinfeld module, or principal series representation, with parameter $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$.

Equivalently, $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ can be viewed as an essential module over $\mathfrak{D}\left(G_{q}\right)$ by transforming the coaction into the associated left $\mathfrak{D}\left(K_{q}\right)$-action

$$
x \cdot \xi=\left(\hat{S}(x), \xi_{(1)}\right) \xi_{(2)}
$$

for $x \in \mathfrak{D}\left(K_{q}\right)$ and $\xi \in \Gamma\left(\mathcal{E}_{\mu}\right)$. Likewise, replacing $x \in \mathfrak{D}\left(K_{q}\right)$ by $X \in U_{q}^{\mathbb{R}}(\mathfrak{k})$ in this formula we obtain the realization of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ as an integrable $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module, see Lemma 5.5,

We record the following formula for the multiplicities of $K_{q}$-types in $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$.
Lemma 5.17. The multiplicities of the $K_{q}$-types in $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ are given by

$$
\left[\Gamma\left(\mathcal{E}_{\mu, \lambda}\right): V(\nu)\right]=\operatorname{dim}\left(\left(V(\nu)^{*}\right)_{\mu}\right)=\operatorname{dim}\left(V(\nu)_{-\mu}\right)
$$

for all $\nu \in \mathbf{P}^{+}$.
Proof. Note that we have
$\mathfrak{C}^{\infty}\left(K_{q}\right) \cong \bigoplus_{\nu \in \mathbf{P}^{+}}(\operatorname{End} V(\nu))^{*} \cong \bigoplus_{\nu \in \mathbf{P}^{+}} V(\nu)^{*} \otimes V(\nu) \cong \bigoplus_{\nu \in \mathbf{P}^{+}} V\left(-w_{0} \nu\right) \otimes V\left(-w_{0} \nu\right)^{*}$,
where the left and right regular $U_{q}^{\mathbb{R}}(\mathfrak{k})$-actions correspond to the actions on the left and right tensor factors, respectively. Here, the dual modules are equipped with the contragredient action. Therefore, we have an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{k})$-modules

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \bigoplus_{\nu \in \mathbf{P}^{+}} V(\nu) \otimes\left(V(\nu)^{*}\right)_{\mu}
$$

This proves the first equality. The second equality follows from $\operatorname{dim}\left(\left(V(\nu)^{*}\right)_{\mu}\right)=$ $\operatorname{dim}\left(\left(V(\nu)_{-\mu}\right)^{*}\right)=\operatorname{dim}\left(V(\nu)_{-\mu}\right)$.

Thus, in our conventions, the principal series representation $\Gamma_{\mu, \lambda}$ has a nontrivial $K_{q}$-isotypical component of highest weight $\nu$ if and only if $\nu \in(-\mu)^{+}+\mathbf{Q}^{+}$, where $(-\mu)^{+}$denotes the unique dominant integral weight which is conjugate to $-\mu$ under the Weyl group action. In particular, $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ has a minimal $K_{q}$-type of highest weight $(-\mu)^{+}$and this minimal $K_{q}$-type occurs with multiplicity one.
5.4.2. Compact versus noncompact pictures. Definition 5.16 is referred to as the "compact picture" of the principal series representation. One may simply accept this definition without motivation and check that it satisfies the Yetter-Drinfeld condition in Definition 5.6 But for more insight, we note that principal series representations also admit an interpretation as representations of $G_{q}$ induced from characters of the parabolic quantum subgroup $B_{q}=T \bowtie \hat{K}_{q}$.

Let $\mathbb{C}_{\mu, \lambda}$ denote the one dimensional representation of $B_{q}$ with character $\chi_{\mu, \lambda}$ as in the definition of the Verma module $M(\mu, \lambda)$ in Section 5.1.1. By definition, the (algebraic) unitarily induced representation of $G_{q}$ is

$$
\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)=\left\{\xi \in \mathfrak{C}^{\infty}\left(G_{q}\right) \mid\left(\operatorname{id} \otimes \pi_{B_{q}}\right) \Delta_{G_{q}}(\xi)=\xi \otimes\left(e^{\mu} \otimes K_{2 \rho+\lambda}\right)\right\}
$$

Here $K_{2 \rho+\lambda}$ is viewed as multiplier of $\mathfrak{D}\left(K_{q}\right)$ inside $\mathfrak{C}^{\infty}\left(G_{q}\right)$. Again, the shift by $2 \rho$ is included to ensure a suitable parametrization with inner products later on.

Observe that the coproduct of $\mathfrak{C}_{c}^{\infty}\left(G_{q}\right)$ induces a left $\mathfrak{D}\left(G_{q}\right)$-module structure on $\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$ according to the formula

$$
x \cdot \xi=\left(\hat{S}_{G_{q}}(x), \xi_{(1)}\right) \xi_{(2)}
$$

for $x \in \mathfrak{D}\left(G_{q}\right)$ and $\xi \in \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$.
On the other hand, recall that

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)=\left\{\xi \in \mathfrak{C}^{\infty}\left(K_{q}\right) \mid\left(\mathrm{id} \otimes \pi_{T}\right) \Delta(\xi)=\xi \otimes e^{\mu}\right\}
$$

admits a $\mathfrak{D}\left(G_{q}\right)$-action corresponding to the Yetter-Drinfeld structure from Definition 5.16 .

Lemma 5.18. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. The linear maps

$$
\operatorname{ext}: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) ; \quad \operatorname{ext}(\xi)=\xi \otimes K_{2 \rho+\lambda}
$$

and

$$
\text { res }: \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) ; \quad \operatorname{res}(\sigma)=(\mathrm{id} \otimes \hat{\epsilon})(\sigma)
$$

are well-defined and are inverse isomorphisms of $\mathfrak{D}\left(K_{q}\right)$-modules. Moreover, the Yetter-Drinfeld action of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ corresponds to the natural action of $\mathfrak{C}^{\infty}\left(K_{q}\right) \subset \mathcal{M}\left(\mathfrak{D}\left(G_{q}\right)\right)$ on $\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$.
Proof. Let us check that $\operatorname{ext}(\xi)$ for $\xi \in \Gamma\left(\mathcal{E}_{\mu}\right)$ satisfies the correct invariance properties. Recall that we can write the multiplicative unitary $W$ in the form

$$
W=\sum_{\nu, i, j} u_{i j}^{\nu} \otimes \omega_{i j}^{\nu}
$$

where $\left(u_{i j}^{\nu}\right)$ is a basis of matrix units for $\mathfrak{C}^{\infty}\left(K_{q}\right)$ and and $\left(\omega_{i j}^{\nu}\right)$ is its dual basis. Using the definition of $\Delta_{G_{q}}$ from Subsection 3.4.1 we compute

$$
\begin{aligned}
\left(\operatorname{id} \otimes \pi_{B_{q}}\right) \Delta_{G_{q}}(\operatorname{ext}(\xi)) & =\sum_{\nu, \eta, i, j, r, s} \xi_{(1)} \otimes \omega_{i j}^{\nu} K_{2 \rho+\lambda} \omega_{r s}^{\eta} \otimes \pi_{B_{q}}\left(u_{i j}^{\nu} \xi_{(2)} S\left(u_{r s}^{\eta}\right) \otimes K_{2 \rho+\lambda}\right) \\
& =\sum_{\nu, i, j, s} \xi \otimes \omega_{i j}^{\nu} K_{2 \rho+\lambda} \omega_{j s}^{\nu} \otimes \pi_{T}\left(u_{i j}^{\nu}\right) e^{\mu} \pi_{T}\left(S\left(u_{j s}^{\nu}\right)\right) \otimes K_{2 \rho+\lambda} \\
& =\sum_{\nu, j} \xi \otimes \omega_{j j}^{\nu} K_{2 \rho+\lambda} \omega_{j j}^{\nu} \otimes e^{\mu} \pi_{T}\left(u_{j j}^{\nu}\right) S\left(\pi_{T}\left(u_{j j}^{\nu}\right)\right) \otimes K_{2 \rho+\lambda} \\
& =\sum_{\nu, j} \xi \otimes \omega_{j j}^{\nu} K_{2 \rho+\lambda} \omega_{j j}^{\nu} \otimes e^{\mu} \otimes K_{2 \rho+\lambda} \\
& =\xi \otimes K_{2 \rho+\lambda} \otimes e^{\mu} \otimes K_{2 \rho+\lambda}=\operatorname{ext}(\xi) \otimes e^{\mu} \otimes K_{2 \rho+\lambda}
\end{aligned}
$$

in $\mathcal{M}\left(\mathfrak{C}_{c}^{\infty}\left(G_{q}\right) \otimes \mathfrak{C}_{c}^{\infty}\left(B_{q}\right)\right)$. Hence $\operatorname{ext}(\xi)$ satisfies the invariance condition in the definition of $\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$.

Similarly, for $\sigma \in \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$ the element $\operatorname{res}(\sigma)=(\mathrm{id} \otimes \hat{\epsilon})(\sigma)$ satisfies

$$
\begin{aligned}
\left(\operatorname{id~} \otimes \pi_{T}\right) \Delta(\operatorname{res}(\sigma)) & =\left(\operatorname{id} \otimes \hat{\epsilon} \otimes \pi_{T} \otimes \hat{\epsilon}\right) \Delta_{G_{q}}(\sigma) \\
& =(\operatorname{id} \otimes \hat{\epsilon} \otimes \mathrm{id} \otimes \hat{\epsilon})\left(\mathrm{id} \otimes \pi_{B_{q}}\right) \Delta_{G_{q}}(\sigma) \\
& =(\operatorname{id} \otimes \hat{\epsilon})(\sigma) \otimes e^{\mu} \hat{\epsilon}\left(K_{2 \rho+\lambda}\right) \\
& =\operatorname{res}(\sigma) \otimes e^{\mu}
\end{aligned}
$$

inside $\mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathfrak{C}^{\infty}(T)$.
It is clear that res $\circ$ ext is the identity on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. For the reverse composition, we begin by observing that

$$
\left(\operatorname{id}_{\mathfrak{C}^{\infty}\left(K_{q}\right)} \otimes \hat{\epsilon} \otimes \epsilon \otimes \operatorname{id}_{\mathfrak{D}\left(K_{q}\right)}\right) \Delta_{G_{q}}=\operatorname{id}_{\mathbb{C}_{c}^{\infty}\left(G_{q}\right)}
$$

Then for $\sigma \in \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$ we obtain

$$
\begin{aligned}
\sigma & =(\mathrm{id} \otimes \hat{\epsilon} \otimes \epsilon \otimes \mathrm{id}) \Delta_{G_{q}}(\sigma) \\
& =(\mathrm{id} \otimes \hat{\epsilon} \otimes \epsilon \otimes \mathrm{id})\left(\mathrm{id} \otimes \pi_{B_{q}}\right) \Delta_{G_{q}}(\sigma) \\
& =(\mathrm{id} \otimes \hat{\epsilon} \otimes \epsilon \otimes \mathrm{id})\left(\sigma \otimes\left(e^{\mu} \otimes K_{2 \rho+\lambda}\right)\right) \\
& =(\mathrm{id} \otimes \hat{\epsilon})(\sigma) \otimes K_{2 \rho+\lambda} \\
& =\operatorname{ext} \circ \operatorname{res}(\sigma) .
\end{aligned}
$$

Therefore ext and res are isomorphisms.
Finally, we consider the actions. The action of $x=t \bowtie a \in \mathfrak{D}\left(G_{q}\right)$ on $\sigma \in$ $\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$ is given by

$$
\begin{aligned}
(t \bowtie a) \cdot \sigma & =\left(\hat{S}_{G_{q}}(t \bowtie a), \sigma_{(1)}\right) \sigma_{(2)} \\
& =\left(t \bowtie a, S_{G_{q}}^{-1}\left(\sigma_{(1)}\right)\right) \sigma_{(2)} \\
& =\left(t \bowtie a,\left(S^{-1} \otimes \hat{S}^{-1}\right)\left(W \sigma_{(1)} W^{-1}\right)\right) \sigma_{(2)} \\
& =\left(\hat{S}(t) \bowtie S(a), W \sigma_{(1)} W^{-1}\right) \sigma_{(2)},
\end{aligned}
$$

according to the formula before Proposition 3.19. To transfer this to the compact picture, we consider $\xi \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and calculate

$$
\begin{aligned}
& \operatorname{res}((t \bowtie a) \cdot \operatorname{ext}(\xi)) \\
& \quad= \sum_{\nu, \eta, i, j, r, s}\left(\hat{S}(t) \bowtie S(a), W\left(\xi_{(1)} \otimes \omega_{i j}^{\nu} K_{2 \rho+\lambda} \omega_{r s}^{\eta}\right) W^{-1}\right) u_{i j}^{\nu} \xi_{(2)} S\left(u_{r s}^{\eta}\right) \\
& \quad=\sum_{\substack{\nu, \eta, \alpha, \beta, i, j, r, s, p, q, m, n}}\left(\hat{S}(t) \bowtie S(a), u_{p q}^{\alpha} \xi_{(1)} u_{m n}^{\beta} \otimes \omega_{p q}^{\alpha} \omega_{i j}^{\nu} K_{2 \rho+\lambda} \omega_{r s}^{\eta} \hat{S}^{-1}\left(\omega_{m n}^{\beta}\right)\right) u_{i j}^{\nu} \xi_{(2)} S\left(u_{r s}^{\eta}\right) \\
& \quad=\sum_{\nu, \eta, i, j, r, s}\left(\hat{S}\left(t_{(2)}\right), \xi_{(1)}\right)\left(\hat{S}\left(t_{(1)}\right) \omega_{i j}^{\nu} K_{2 \rho+\lambda} \omega_{r s}^{\eta} \hat{S}^{-1}\left(\hat{S}\left(t_{(3)}\right)\right), a\right) u_{i j}^{\nu} \xi_{(2)} S\left(u_{r s}^{\eta}\right) \\
& \quad=\left(\hat{S}\left(t_{(1)}\right), a_{(1)}\right)\left(t_{(3)}, a_{(5)}\right) a_{(2)}\left(t_{(2)} \cdot \xi\right) S\left(a_{(4)}\right)\left(K_{2 \rho+\lambda}, a_{(3)}\right) \\
&=\left(\hat{S}\left(t_{(1)}\right), a_{(1)}\right)\left(t_{(3)}, a_{(3)}\right) a_{(2)} \cdot\left(t_{(2)} \cdot \xi\right) \\
&=t \cdot a \cdot \xi
\end{aligned}
$$

where the final lines use the actions of $\mathfrak{D}\left(K_{q}\right)$ and $\mathfrak{C}^{\infty}\left(K_{q}\right)$ on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ given by

$$
t \cdot \xi=\left(\hat{S}(t), \xi_{(1)}\right) \xi_{(2)}
$$

for $t \in \mathfrak{D}\left(K_{q}\right)$ and

$$
a \cdot \xi=a_{(1)} \xi S\left(a_{(3)}\right)\left(K_{2 \rho+\lambda}, a_{(2)}\right),
$$

for $a \in \mathfrak{C}^{\infty}\left(K_{q}\right)$, respectively.
In our conventions, the principal series module $\Gamma\left(\mathcal{E}_{0,-2 \rho}\right)$ corresponds to the representation of $G_{q}$ induced from the trivial representation of $B_{q}$ when disregarding the $\rho$-shift. Geometrically, this is the algebra of functions on the flag variety $G_{q} / B_{q}$ equipped with the regular representation. In particular, this algebra contains the constant function $1=1 \otimes 1 \in \mathfrak{C}^{\infty}\left(G_{q}\right)$, which is invariant under the $\mathfrak{D}\left(G_{q}\right)$-action,

$$
(x \bowtie f) \cdot 1=\left(\hat{S}_{G_{q}}(x \bowtie f), 1\right) 1=\hat{\epsilon}_{G_{q}}(x \bowtie f) 1 .
$$

That is, $\Gamma\left(\mathcal{E}_{0,-2 \rho}\right)$ contains the one-dimensional trivial representation of $G_{q}$ as a submodule.
5.4.3. The action of the centre on the principal series. Recall from Subsection 3.4 .2 that the quantum group $G_{q}$ admits a finite group of one-dimensional unitary representations indexed by the centre $Z \cong \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$ of $G$. Explicitly, for each $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$ we have the unitary character $\hat{\epsilon}_{\gamma}: \mathfrak{D}\left(G_{q}\right) \rightarrow \mathbb{C}$ defined by

$$
\hat{\epsilon}_{\gamma}(x \bowtie f)=\hat{\epsilon}(x)\left(K_{i \hbar^{-1} \gamma}, f\right),
$$

see Definition 3.21. These characters induce an action of $Z$ on the class of HarishChandra modules for $G_{q}$ whereby $\gamma \in Z$ sends a Harish-Chandra module $H$ to the module $H \otimes \mathbb{C}_{i \hbar^{-1} \gamma}$, with $\mathbb{C}_{i \hbar^{-1} \gamma}$ being the one-dimensional module with action $\hat{\epsilon}_{\gamma}$. On the principal series, this action is given as follows.
Lemma 5.19. For any $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and $\gamma \in \mathbf{P}^{\vee} / \mathbf{Q}^{\vee}$, we have $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \otimes \mathbb{C}_{i \hbar^{-1} \gamma}=$ $\Gamma\left(\mathcal{E}_{\mu, \lambda+i \hbar^{-1} \gamma}\right)$.
Proof. Using the compact picture, $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \otimes \mathbb{C}_{i \hbar^{-1} \gamma}$ and $\Gamma\left(\mathcal{E}_{\mu, \lambda+i \hbar^{-1} \gamma}\right)$ are naturally identified as $\mathfrak{D}\left(K_{q}\right)$-modules. It remains to compute the Yetter-Drinfeld action of $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ on $\xi \otimes 1 \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \otimes \mathbb{C}_{i \hbar^{-1} \gamma}$. Using the fact that $K_{i \hbar^{-1} \gamma} \rightharpoonup f=f \leftharpoonup$ $K_{i \hbar^{-1} \gamma}$ we obtain

$$
\begin{aligned}
f \cdot(\xi \otimes 1) & =f_{(1)} \xi S\left(f_{(3)}\right)\left(K_{2 \rho+\lambda}, f_{(2)}\right) \otimes\left(K_{i \hbar^{-1} \gamma}, f_{(4)}\right) \\
& =f_{(1)} \xi S\left(f_{(4)}\right)\left(K_{2 \rho+\lambda}, f_{(2)}\right)\left(K_{i \hbar^{-1} \gamma}, f_{(3)}\right) \otimes 1 \\
& =f_{(1)} \xi S\left(f_{(3)}\right)\left(K_{2 \rho+\lambda+i \hbar^{-1} \gamma}, f_{(2)}\right) \otimes 1 .
\end{aligned}
$$

This completes the proof.
This $Z$-action is responsible for the appearance of certain representations of $G_{q}$ which do not have classical analogues. For instance, in the case of $S L_{q}(2, \mathbb{C})$, Podleś and Woronowicz observed the appearance of a nontrivial one-dimensional representation and of a pair of complementary series 63, as compared to the classical group $S L(2, \mathbb{C})$, which has only the trivial one-dimensional representation and only one complementary series. This is related to the action of $Z \cong \mathbb{Z}_{2}$.

In general, the various representations in a single $Z$-orbit all become isomorphic upon restriction to the "connected component" $G_{q}^{0}$ described in Subsection 3.4.2 since the characters $\hat{\epsilon}_{\gamma}$ are all trivial on $\mathfrak{D}\left(G_{q}^{0}\right)$. As a consequence, the natural parameter space for the principal series representations of $G_{q}^{0}$ is $\mathbf{P} \times \mathfrak{h}^{*} / i \hbar^{-1} \mathbf{P}^{\vee}$, compare the remarks at the end of Subsection 5.1.1.
5.4.4. Duality for principal series modules. One can introduce a general notion of the dual of a Harish-Chandra module.
Definition 5.20. Let $V$ be a Harish-Chandra module over $G_{q}$, see Definition 5.7 . We equip the dual space $V^{*}$ with the $\mathfrak{D}\left(G_{q}\right)$-action given by

$$
(x \cdot \varphi)(v)=\varphi\left(\hat{S}_{G_{q}}(x) \cdot v\right)
$$

for $x \in \mathfrak{D}\left(G_{q}\right), \varphi \in V^{*}, v \in V$. The locally finite part $F\left(V^{*}\right) \subset V^{*}$ for the $\mathfrak{D}\left(K_{q}\right)$ action is again a Harish-Chandra module over $G_{q}$, called the dual Harish-Chandra module.

Note that this defines an exact contravariant functor on the category of HarishChandra modules over $G_{q}$ with $\mathfrak{D}\left(G_{q}\right)$-linear morphisms. Note also that the double dual of $V$ is isomorphic to $V$. Explicitly, the double dual of $V$ is naturally identified with $V$ as a vector space, equipped with the $\mathfrak{D}\left(G_{q}\right)$-action given by precomposing the original action by $\hat{S}_{G_{q}}^{2}$. Using the relation

$$
\left(K_{2 \rho} \bowtie 1\right)(x \bowtie f)\left(K_{-2 \rho} \bowtie 1\right)=\hat{S}^{2}(x) \bowtie S^{2}(f)=\hat{S}_{G_{q}}^{2}(x \bowtie f)
$$

for all $x \bowtie f \in \mathfrak{D}\left(G_{q}\right)$, we see that the two actions are intertwined by the action of $K_{2 \rho}$.

Lemma 5.21. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. The Haar integral $\phi$ on $L^{2}\left(K_{q}\right)$ induces a non-degenerate bilinear pairing

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \times \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right) \rightarrow \mathbb{C} ; \quad(\xi, \eta)=\phi(\xi \eta)
$$

which is $U_{q}^{\mathbb{R}}\left(\mathfrak{g}\right.$-invariant in the sense that for all $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$,

$$
((X \bowtie f) \cdot \xi, \eta)=\left(\xi, \hat{S}_{G_{q}}(X \bowtie f) \cdot \eta\right)
$$

Proof. Non-degeneracy and the fact that $(\hat{S}(X) \cdot \xi, \eta)=(\xi, X \cdot \eta)$ for $X \in U_{q}^{\mathbb{R}}(\mathfrak{k})$ follow from the basic properties of the Haar integral. For $f, g \in \mathfrak{C}^{\infty}\left(K_{q}\right)$ we have $S^{2}(f)=K_{2 \rho} \rightharpoonup f \leftharpoonup K_{-2 \rho}$, where we are using the notation

$$
X \rightharpoonup f=\left(X, f_{(2)}\right) f_{(1)} \quad f \leftharpoonup X=\left(X, f_{(1)}\right) f_{(2)}
$$

We also have the modular property $\phi(f g)=\phi\left(\left(K_{2 \rho} \rightharpoonup g \leftharpoonup K_{2 \rho}\right) f\right)$, see Subsection 3.2 .3 and Lemma 3.17. Therefore,

$$
\begin{aligned}
(f \cdot \xi, \eta) & =\left(K_{\lambda}, f_{(2)}\right) \phi\left(K_{2 \rho} \rightharpoonup f_{(1)} \xi S\left(f_{(3)}\right) \eta\right) \\
& =\left(K_{\lambda}, f_{(2)}\right) \phi\left(\xi S\left(f_{(3)}\right) \eta f_{(1)} \leftharpoonup K_{-2 \rho}\right) \\
& =\left(K_{-\lambda}, S\left(f_{(2)}\right)\right) \phi\left(\xi S\left(f_{(3)}\right) \eta f_{(1)} \leftharpoonup K_{-2 \rho}\right) \\
& =\left(K_{-\lambda}, S\left(f_{(2)}\right)\right) \phi\left(\xi S\left(f_{(3)}\right) \eta K_{-2 \rho} \rightharpoonup S^{2}\left(f_{(1)}\right)\right) \\
& =(\xi, S(f) \cdot \eta) .
\end{aligned}
$$

This completes the proof.
It follows that we have an isomorphism between $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and the dual HarishChandra module of $\Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$, in the sense of Definition 5.20 .
5.4.5. Relation between principal series modules and Verma modules. Recall from Lemma 3.27 and Proposition 3.24 that we have an embedding $\iota: U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes$ $U_{q}(\mathfrak{g})$ of algebras and an embedding $\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right) \rightarrow \mathfrak{C}^{\infty}\left(G_{q}\right)$ of multiplier Hopf *-algebras. These embeddings are compatible with the pairings

$$
\begin{aligned}
U_{q}^{\mathbb{R}}(\mathfrak{g}) \times \mathfrak{C}^{\infty}\left(G_{q}\right) & \rightarrow \mathbb{C} \\
(X \bowtie c, a \otimes t) & =(X, a)(c, t)
\end{aligned}
$$

for $a \otimes t \in \mathfrak{C}^{\infty}\left(K_{q}\right) \otimes \mathcal{D}\left(K_{q}\right) \subset \mathfrak{C}^{\infty}\left(G_{q}\right)$ and $X \bowtie c \in U_{q}^{\mathbb{R}}(\mathfrak{k}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)=U_{q}^{\mathbb{R}}(\mathfrak{g})$, and

$$
\begin{aligned}
\left(U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})\right) \times\left(\mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)\right) & \rightarrow \mathbb{C}, \\
(X \otimes Y, f \bowtie g) & =(X, g)(Y, f)
\end{aligned}
$$

for $X \otimes Y \in U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ and $f \bowtie g \in \mathcal{O}\left(G_{q}\right) \bowtie \mathcal{O}\left(G_{q}\right)$, respectively, see the remark at the end of Section 3.6
Lemma 5.22. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and consider the Yetter-Drinfeld module $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong$ $\operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) \subset \mathfrak{C}^{\infty}\left(G_{q}\right)$. The pairing $U_{q}^{\mathbb{R}}(\mathfrak{g}) \times \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) \rightarrow \mathbb{C}$ descends to a welldefined bilinear pairing

$$
M(\mu, 2 \rho+\lambda) \times \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) \rightarrow \mathbb{C}
$$

This induces an injective $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linear map

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow M(\mu, 2 \rho+\lambda)^{*}
$$

where $M(\mu, 2 \rho+\lambda)^{*}$ is equipped with the action given by

$$
(X \cdot T)(m)=T\left(\hat{S}_{G_{q}}(X) \cdot m\right)
$$

for $X \in U_{q}^{\mathbb{R}}(\mathfrak{g}), T \in M(\mu, 2 \rho+\lambda)^{*}, m \in M(\mu, 2 \rho+\lambda)$.

Proof. Let

$$
\begin{aligned}
& X \bowtie c \in U_{q}^{\mathbb{R}}(\mathfrak{k}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)=U_{q}^{\mathbb{R}}(\mathfrak{g}), \\
& Y \bowtie d \in U_{q}^{\mathbb{R}}(\mathfrak{t}) \bowtie \mathfrak{C}^{\infty}\left(K_{q}\right)=U_{q}^{\mathbb{R}}(\mathfrak{b}),
\end{aligned}
$$

and $a \in \Gamma\left(\mathcal{E}_{\mu}\right)$, so that

$$
\operatorname{ext}(a)=a \otimes K_{2 \rho+\lambda} \in \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)
$$

Note that since $Y \in U_{q}^{\mathbb{R}}(\mathfrak{t})$ we have

$$
(X Y, a)=\left(X \otimes Y,\left(\mathrm{id} \otimes \pi_{T}\right) \Delta(a)\right)=(X, a) \chi_{\mu}(Y)
$$

Using the fact that $U_{q}^{\mathbb{R}}(\mathfrak{t})$ is commutative and cocommutative, we obtain

$$
\begin{aligned}
((X \bowtie c) & \left.(Y \bowtie d), a \otimes K_{2 \rho+\lambda}\right) \\
& =\left(\left(Y_{(1)}, c_{(1)}\right)\left(\hat{S}\left(Y_{(3)}\right), c_{(3)}\right) X Y_{(2)} \bowtie c_{(2)} d, a \otimes K_{2 \rho+\lambda}\right) \\
& =\left(Y_{(1)}, c_{(1)}\right)\left(\hat{S}\left(Y_{(3)}\right), c_{(3)}\right)\left(X Y_{(2)}, a\right)\left(c_{(2)} d, K_{2 \rho+\lambda}\right) \\
& =\left(Y_{(1)}, c_{(1)}\right)\left(\hat{S}\left(Y_{(3)}\right), c_{(3)}\right)(X, a) \chi_{\mu}\left(Y_{(2)}\right)\left(K_{-2 \rho-\lambda}, c_{(2)}\right)\left(K_{-2 \rho-\lambda}, d\right) \\
& =\left(Y_{(1)} K_{-2 \rho-\lambda} \hat{S}\left(Y_{(2)}\right), c\right)(X, a) \chi_{\mu}\left(Y_{(3)}\right)\left(K_{-2 \rho-\lambda}, d\right) \\
& =(X, a) \chi_{\mu}(Y)\left(c, K_{2 \rho+\lambda}\right)\left(d, K_{2 \rho+\lambda}\right) \\
& =\chi_{\mu, 2 \rho+\lambda}(Y \bowtie d)\left(X \bowtie c, a \otimes K_{2 \rho+\lambda}\right) .
\end{aligned}
$$

This proves that the pairing is well-defined.
For the final statement we note that, with the action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $\mathfrak{C}^{\infty}\left(G_{q}\right)$ given by

$$
X \cdot f=\left(\hat{S}_{G_{q}}(X), f_{(1)}\right) f_{(2)}
$$

the pairing $U_{q}^{\mathbb{R}}(\mathfrak{g}) \times \mathfrak{C}^{\infty}\left(G_{q}\right) \rightarrow \mathbb{C}$ satisfies

$$
(X Y, f)=\left(Y, \hat{S}_{G_{q}}^{-1}(X) \cdot f\right)
$$

Therefore, the map

$$
\mathfrak{C}^{\infty}\left(G_{q}\right) \rightarrow U_{q}^{\mathbb{R}}(\mathfrak{g})^{*} ; \quad f \mapsto(\bullet, f)
$$

is $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linear, and this restricts to the map stated in the lemma. Moreover, this map is injective by the nondegeneracy of the pairing.

The above lemma will allow us to identify the principal series module $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ with the locally finite part of $(M(l) \otimes M(r))^{*}$ for well-chosen values of $l$ and $r$ in $\mathfrak{h}_{q}^{*}$. To do so, we need to clarify the relationship between $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules and $F U_{q}(\mathfrak{g})$-bimodules with compatible adjoint action of $U_{q}[\mathfrak{g})$ as in Definition 4.26 .

To begin with, suppose $V$ is any $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module. The diagonal embedding $\iota$ : $U_{q}^{\mathbb{R}}(\mathfrak{g}) \rightarrow U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ of Lemma 3.27 gives an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ onto the subalgebra $\left(F U_{q}(\mathfrak{g}) \otimes 1\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)=\left(1 \otimes \hat{S}^{-1}\left(F U_{q}(\mathfrak{g})\right)\right) \hat{\Delta}\left(U_{q}(\mathfrak{g})\right)$. Therefore, we can define an $F U_{q}(\mathfrak{g})$-bimodule structure on $V$ by

$$
Y \cdot v=\iota^{-1}(Y \otimes 1) v, \quad v \cdot Z=\iota^{-1}\left(1 \otimes \hat{S}^{-1}(Z)\right) v
$$

Moreover, we have a $U_{q}(\mathfrak{g})$-action on $V$ given by the action of $U_{q}(\mathfrak{g})=U_{q}^{\mathbb{R}}(\mathfrak{k}) \subset$ $U_{q}^{\mathbb{R}}(\mathfrak{g})$. As usual, we refer to this $U_{q}(\mathfrak{g})$-action as the adjoint action and denote it by $X \rightarrow v$ for $X \in U_{q}(\mathfrak{g})$ and $v \in V$. Note that for $X \in F U_{q}(\mathfrak{g})$ we have

$$
\begin{aligned}
\left(X_{(1)} \rightarrow v\right) \cdot X_{(2)} & =\iota^{-1}\left(\left(1 \otimes \hat{S}^{-1}\left(X_{(2)}\right)\right) \hat{\Delta}\left(X_{(1)}\right)\right) v \\
& =\iota^{-1}(X \otimes 1) v \\
& =X \cdot v
\end{aligned}
$$

so the actions indeed satisfy the compatibility condition of Definition 4.26 .

Next, recall from Subsection 4.5.1 that we defined left, right and adjoint actions of $U_{q}(\mathfrak{g})$ on $(M \otimes N)^{*}$ by

$$
\begin{aligned}
(Y \cdot \varphi \cdot Z)(m \otimes n) & =\varphi(Z \cdot m \otimes \tau(Y) \cdot n) \\
(X \rightarrow \varphi)(m \otimes n) & =\varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m \otimes \tau\left(X_{(1)}\right) \cdot n\right)
\end{aligned}
$$

for $X, Y, Z \in U_{q}(\mathfrak{g})$, where $\tau$ is the algebra antiautomorphism from Lemma 2.16 . The locally finite part of $(M \otimes N)^{*}$ with respect to the adjoint action is denoted $F\left((M \otimes N)^{*}\right)$, and the above actions restrict to make $F\left((M \otimes N)^{*}\right)$ into an $F U_{q}(\mathfrak{g})$ bimodule with compatible adjoint action of $U_{q}(\mathfrak{g})$, see Lemma 4.27 and the discussion preceding it.

These actions correspond to a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module structure on $F\left((M \otimes N)^{*}\right)$. Explicitly, we can define an action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $(M \otimes N)^{*}$ by first embedding $U_{q}^{\mathbb{R}}(\mathfrak{g})$ into $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ via the map $\iota$ and then letting $U_{q}(\mathfrak{g}) \otimes U_{q}(\mathfrak{g})$ act on $(M \otimes N)^{*}$ by

$$
\begin{aligned}
((Y \otimes Z) \varphi)(m \otimes n) & =(Y \cdot \varphi \cdot \hat{S}(Z))(m \otimes n) \\
& =\varphi(\hat{S}(Z) \cdot m \otimes \tau(Y) \cdot n)
\end{aligned}
$$

for $Y, Z \in U_{q}(\mathfrak{g})$. By the above discussion, this $U_{q}^{\mathbb{R}}(\mathfrak{g})$-action restricts to the locally finite part $F\left((M \otimes N)^{*}\right)$.

With this in place, we have the following result.
Proposition 5.23. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and let $l$, $r \in \mathfrak{h}_{q}^{*}$ such that

$$
\mu=l-r, \quad \lambda+2 \rho=-l-r
$$

Then there exists an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong F\left((M(l) \otimes M(r))^{*}\right)
$$

where $F\left((M(l) \otimes M(r))^{*}\right)$ is equipped with the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module structure defined above. Proof. By Corollary 5.3 we can identify the Verma module $M(\mu, \lambda+2 \rho)$ with $M(l) \otimes$ $M(r)$ as a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module if we equip $M(l) \otimes M(r)$ with the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-action given by

$$
X \cdot(m \otimes n)=\left(\left(\operatorname{id} \otimes \theta^{\prime}\right) \circ \iota^{\prime}(X)\right)(m \otimes n)
$$

for $X \in U_{q}^{\mathbb{R}}(\mathfrak{g})$. Thus, from Lemma 5.22 we obtain an injective linear map $\gamma$ : $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow(M(l) \otimes M(r))^{*}$.

By the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linearity of the map in Lemma 5.22 we see that for any $X \in U_{q}^{\mathbb{R}}(\mathfrak{g})$ and $f \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ we have

$$
\gamma(X \cdot f)(m \otimes n)=\gamma(f)\left(\hat{S}_{G_{q}}(X) \cdot(m \otimes n)\right)
$$

for all $m \otimes n \in M(l) \otimes M(r)$, where the action of $\hat{S}_{G_{q}}(X)$ on the right-hand side is given by

$$
\begin{aligned}
\hat{S}_{G_{q}}(X) \cdot(m \otimes n) & =\left(\mathrm{id} \otimes \theta^{\prime}\right) \circ \sigma \circ(\hat{S} \otimes \hat{S}) \circ \iota(X)(m \otimes n) \\
& =((\hat{S} \otimes \tau)(\sigma \circ \iota(X)))(m \otimes n),
\end{aligned}
$$

see Corollary 5.3. Thus, if we write $\iota(X)=\sum_{j} Y_{j} \otimes Z_{j}$ we get

$$
\gamma(X \cdot f)(m \otimes n)=\sum_{j} \gamma(f)\left(\hat{S}\left(Z_{j}\right) \cdot m \otimes \tau\left(Y_{j}\right) \cdot n\right)
$$

Comparing this with the formula for the $U_{q}^{\mathbb{R}}(\mathfrak{g})$-action on $(M \otimes N)^{*}$ given just before the proposition, we see that $\gamma$ is $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linear.

Since the action of $U_{q}^{\mathbb{R}}(\mathfrak{k})=U_{q}(\mathfrak{g})$ on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is locally finite and $\gamma$ is $U_{q}^{\mathbb{R}}(\mathfrak{g})$ linear, the image $\operatorname{im}(\gamma)$ is contained in the locally finite part of $(M(l) \otimes M(r))^{*}$.

Moreover, $\gamma$ is surjective onto each $K_{q}$-type, since Proposition 4.35 and Lemma 5.17 show that for every $\nu \in \mathbf{P}^{+}$,

$$
\left[F\left((M(l) \otimes M(r))^{*}\right): V(\nu)\right]=\operatorname{dim}\left(V(\nu)_{-\mu}\right)=\left[\Gamma\left(\mathcal{E}_{\mu, \lambda}\right): V(\nu)\right]
$$

This completes the proof.
Using Lemma 4.27, we can also reformulate Proposition 5.23 in terms of the spaces $F \operatorname{Hom}\left(M(l), M(r)^{\vee}\right)$. Here we will state the result in terms of $F U_{q}(\mathfrak{g})$ bimodules with compatible $U_{q}(\mathfrak{g})$-action rather than $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules, using the discussion preceding Proposition 5.23.

Corollary 5.24. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and let $l, r \in \mathfrak{h}_{q}^{*}$ such that

$$
\mu=l-r, \quad \lambda+2 \rho=-l-r .
$$

There is an isomorphism of $F U_{q}(\mathfrak{g})$-bimodules

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong F \operatorname{Hom}\left(M(l), M(r)^{\vee}\right)
$$

which respects the adjoint actions of $U_{q}(\mathfrak{g})$. Here $F \operatorname{Hom}\left(M(l), M(r)^{\vee}\right)$ is equipped with the actions

$$
\begin{aligned}
(Y \cdot \varphi \cdot Z)(m)(n) & =\varphi(Z \cdot m)(\tau(Y) \cdot n) \\
(X \rightarrow \varphi)(m)(n) & =\varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)\left(\tau\left(X_{(1)}\right) \cdot n\right)
\end{aligned}
$$

for $Y, Z \in F U_{q}(\mathfrak{g}), X \in U_{q}(\mathfrak{g}), m \in M(l)$ and $n \in M(r)$.
In the sequel we will often identify $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and $F \operatorname{Hom}\left(M(l), M(r)^{\vee}\right)$, with the parameters matching as in Corollary 5.24 .

As we noted in the remarks after Corollary 5.3 the parameters $(l, r)$ and $\left(l^{\prime}, r^{\prime}\right)$ correspond to the same pair $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ iff they differ by the diagonal action of the translation subgroup $\mathbf{Y}_{q}=\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee} / i \hbar^{-1} \mathbf{Q}^{\vee}$ of the extended Weyl group $\hat{W}=\mathbf{Y}_{q} \rtimes W$, that is, iff

$$
\left(l^{\prime}, r^{\prime}\right)=\left(l+\frac{1}{2} i \hbar^{-1} \alpha^{\vee}, r+\frac{1}{2} i \hbar^{-1} \alpha^{\vee}\right)
$$

for some $\alpha^{\vee} \in \mathbf{Q}^{\vee}$.
We also note that by applying Lemma 4.28, we have an isomorphism of $U_{q}(\mathfrak{g})$ compatible $F U_{q}(\mathfrak{g})$-bimodules

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong F \operatorname{Hom}\left(M(r), M(l)^{\vee}\right)
$$

where now $F \operatorname{Hom}\left(M(r), M(l)^{\vee}\right)$ should be equipped with the actions

$$
\begin{aligned}
(Y \cdot \varphi \cdot Z)(m)(n) & =\varphi(\tau(Y) \cdot m)(Z \cdot n) \\
\quad(X \rightarrow \varphi)(m)(n) & =\varphi\left(\tau\left(X_{(1)}\right) \cdot m\right)\left(\hat{S}\left(X_{(2)}\right) \cdot n\right)
\end{aligned}
$$

for $Y, Z \in F U_{q}(\mathfrak{g})$ and $X \in U_{q}(\mathfrak{g})$.
5.5. An equivalence of categories. In this section we discuss the relation between certain categories of $F U_{q}(\mathfrak{g})$-bimodules, which are related to the HarishChandra modules of Section 5.2, and subcategories of category $\mathcal{O}$, following Chapter 8.4 in [41]. The results are due to Joseph and Letzter [44]. The corresponding theory in the classical setting was developed independently by Bernstein-Gelfand in [13], Enright [27], and Joseph [40].

We first introduce certain subcategories of category $\mathcal{O}$.
Definition 5.25. For $l \in \mathfrak{h}_{q}^{*}$ let $\mathcal{O}_{l}$ be the full subcategory of $\mathcal{O}$ consisting of all modules with weight spaces associated to weights in $l+\mathbf{P} \subset \mathfrak{h}_{q}^{*}$.

Comparing with the set-up in [41, note that for all modules $N$ in $\mathcal{O}$ the annihilator $\operatorname{ann}_{Z U_{q}(\mathfrak{g})}(N)$ has finite codimension in $Z U_{q}(\mathfrak{g})$. This is due to the fact that we require modules in $\mathcal{O}$ to be finitely generated.

Next we introduce a category of $U_{q}(\mathfrak{g})$-compatible $F U_{q}(\mathfrak{g})$-bimodules as in Definition 4.26, but with some additional structural hypotheses.

Definition 5.26. Let $H$ be a $F U_{q}(\mathfrak{g})$-bimodule with a compatible locally finite action of $U_{q}(\mathfrak{g})$, meaning that

$$
\left(X_{(1)} \rightarrow v\right) \cdot X_{(2)}=X \cdot v
$$

for all $X \in F U_{q}(\mathfrak{g})$ and $v \in V$. We say that $H$ is a Harish-Chandra bimodule if the following conditions are satisfied.
a) All isotypical components for the adjoint action of $U_{q}(\mathfrak{g})$ are finite dimensional and integrable.
b) The annihilators of both the left and right actions of $Z U_{q}(\mathfrak{g})$ have finite codimension.
c) $H$ is finitely generated as a right $F U_{q}(\mathfrak{g})$-module.

We write HC for the category of Harish-Chandra bimodules with morphisms being $F U_{q}(\mathfrak{g})$-bimodule maps which are also $U_{q}(\mathfrak{g})$-linear.

Let us observe that every irreducible Harish-Chandra module $V$ naturally defines a Harish-Chandra bimodule. Indeed, according to Definition 5.7 Harish-Chandra modules are admissible as $\mathfrak{D}\left(K_{q}\right)$-modules, so that the isotypical components of $V$ are finite dimensional and integrable by assumption in this case. Irreducibility implies that the annihilators for the action of left and right action of $Z U_{q}(\mathfrak{g})$ have finite codimension because the centre must act by fixed left/right central characters. If $V$ is simple then every finite dimensional $\mathfrak{D}\left(K_{q}\right)$-submodule $W$ of $V$ generates $V$ as a $U_{q}^{\mathbb{R}}(\mathfrak{g})$-module, and the compatibility condition in Definition 4.26 implies that $W$ generates $V$ even as a right $F U_{q}(\mathfrak{g})$-module.

Recall that $\xi_{l}: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{C}$ is the central character corresponding to $l \in \mathfrak{h}_{q}^{*}$ as in Definition 2.123, and note that $\operatorname{ker}\left(\xi_{l}\right)$ annihilates $M(l)$.

Definition 5.27. For $l \in \mathfrak{h}_{q}^{*}$ let $\mathrm{HC}_{l}$ be the full subcategory of HC consisting of all objects for which the annihilator of the right action of $Z U_{q}(\mathfrak{g})$ contains $\operatorname{ker}\left(\xi_{l}\right)$.

We shall now relate Verma modules and compatible bimodules in the HarishChandra category, at least with suitable extra conditions on both sides.

Proposition 5.28. For $l \in \mathfrak{h}_{q}^{*}$ we obtain a covariant functor $\mathcal{F}_{l}: \mathcal{O}_{l} \rightarrow \mathrm{HC}_{l}$ by setting

$$
\mathcal{F}_{l}(M)=F \operatorname{Hom}(M(l), M)
$$

for $M \in \mathcal{O}_{l}$, equipped with the compatible bimodule structure

$$
\begin{aligned}
(Y \cdot \varphi \cdot Z)(m) & =Y \cdot \varphi(Z \cdot m) \\
(X \rightarrow \varphi)(m) & =X_{(1)} \cdot \varphi\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)
\end{aligned}
$$

for $Y, Z \in F U_{q}(\mathfrak{g}), X \in U_{q}(\mathfrak{g}), \varphi \in F \operatorname{Hom}(M(l), M)$ and $m \in M(l)$.
Proof. Let us check that $\mathcal{F}_{l}(M)$ is indeed contained in $\mathrm{HC}_{l}$. Firstly, the adjoint action of $U_{q}(\mathfrak{g})$ is clearly locally finite on the right hand side. Moreover, since the weights of $M$ belong to $l+\mathbf{P}$, one easily checks that the adjoint action has weights in $\mathbf{P}$, so is integrable. The annihilator of the left action of $Z U_{q}(\mathfrak{g})$ has finite codimension because $M \in \mathcal{O}$, and the annihilator of the right action of $Z U_{q}(\mathfrak{g})$ has finite codimension because it contains $\operatorname{ker}\left(\xi_{l}\right)$.

For the finite multiplicity requirement, note that modules in category $\mathcal{O}$ have finite length by Theorem 4.3, and since every simple module embeds in a dual

Verma module it is therefore enough to consider the case that $M=M(r)^{\vee}$ is a dual Verma module. In this case it follows from Lemma 4.27 and Proposition 4.35 $a)$.

Hence $\mathcal{F}_{l}(M)$ is indeed contained in $\mathrm{HC}_{l}$. Moreover $\mathcal{F}_{l}$ clearly maps $U_{q}(\mathfrak{g})$-linear maps to $U_{q}(\mathfrak{g})$-linear $F U_{q}(\mathfrak{g})$-bimodule maps.

Note that when $M=M(r)^{\vee}$ for $r \in \mathfrak{h}_{q}^{*}$, the bimodule structure in Proposition 5.28 is exactly the same as that from Corollary 5.24. In other words, with $\mu=l-r$ and $\lambda+2 \rho=-l-r$ we have

$$
F_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)
$$

Let $F$ be the functor on $U_{q}(\mathfrak{g})$-modules that assigns to $M$ its locally finite part $F M$. This is not an exact functor. If $0 \rightarrow K \rightarrow E \rightarrow Q \rightarrow 0$ is exact then clearly $0 \rightarrow F K \rightarrow F E \rightarrow F Q \rightarrow 0$ is exact at $F K$ and $F E$. Surjectivity may fail however. Consider for instance $E=M(\mu), Q=V(\mu), K=I(\mu)$ for $\mu \in \mathbf{P}^{+}$. Then $F E=0$ and $F Q=Q$.

Despite this fact we have the following result.
Lemma 5.29. Let $l \in \mathfrak{h}_{q}^{*}$ be dominant. Then $\mathcal{F}_{l}: \mathcal{O}_{l} \rightarrow \mathrm{HC}_{l}$ is an exact functor.
Proof. Recall from Definition 4.6 that $l \in \mathfrak{h}_{q}^{*}$ is called dominant if $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{-\mathbb{N}}$ for all $\alpha \in \boldsymbol{\Delta}^{+}$, where $\mathbb{N}=\{1,2, \ldots\}$. According to Proposition 4.16, dominance of $l$ implies that $M(l)$ is projective. Hence the invariant part of the induced sequence $0 \rightarrow \operatorname{Hom}(M(l), K) \rightarrow \operatorname{Hom}(M(l), E) \rightarrow \operatorname{Hom}(M(l), Q) \rightarrow 0$ is exact. Tensoring with a simple module $V(\mu)$ for $\mu \in \mathbf{P}^{+}$we see that this applies to all $\mu$-isotypical components. Indeed, the $\mu$-isotypical component of $\operatorname{Hom}(M(l), N)$ is the invariant part of

$$
\operatorname{Hom}(M(l), N) \otimes V(\mu)^{*} \cong \operatorname{Hom}\left(M(l), N \otimes V(\mu)^{*}\right),
$$

so exactness follows again from projectivity of $M(l)$.
Our next aim is to define a functor in the reverse direction. For this we need some auxiliary considerations.

Firstly, assume that $H$ is any $F U_{q}(\mathfrak{g})$-bimodule with a compatible action of $U_{q}(\mathfrak{g})$, and let $V$ be a finite dimensional integrable $U_{q}(\mathfrak{g})$-module. Consider the right $F U_{q}(\mathfrak{g})$-module structure on the second factor of $V \otimes H$ and the left $U_{q}(\mathfrak{g})$ module structure given by the diagonal action

$$
X \rightarrow(v \otimes h)=\left(X_{(1)} \cdot v\right) \otimes\left(X_{(2)} \rightarrow h\right)
$$

for $X \in U_{q}(\mathfrak{g})$. Let us define a left $F U_{q}(\mathfrak{g})$-module structure on $V \otimes H$ by setting

$$
Y \cdot(v \otimes h)=\left(Y_{(1)} \cdot v\right) \otimes Y_{(2)} \cdot h,
$$

for $Y \in F U_{q}(\mathfrak{g})$. This makes sense since $F U_{q}(\mathfrak{g})$ is a left coideal, see Lemma 2.112 , Then we compute

$$
\begin{aligned}
\left(Y_{(1)} \rightarrow(v \otimes h)\right) \cdot Y_{(2)} & =\left(Y_{(1)} \cdot v\right) \otimes\left(Y_{(2)} \rightarrow h\right) \cdot Y_{(3)} \\
& =\left(Y_{(1)} \cdot v\right) \otimes\left(Y_{(2)} \cdot h\right) \\
& =Y \cdot(v \otimes h),
\end{aligned}
$$

so that the resulting $F U_{q}(\mathfrak{g})$-bimodule $V \otimes H$ is compatible with the $U_{q}(\mathfrak{g})$-action.
Proposition 5.30. Let $V$ be a finite dimensional integrable $U_{q}(\mathfrak{g})$-module and assume that $H \in \mathrm{HC}$. Then the compatible $F U_{q}(\mathfrak{g})$-bimodule $V \otimes H$ constructed above is again contained in HC . For $H \in \mathrm{HC}_{l}$ we have $V \otimes H \in \mathrm{HC}_{l}$.

Proof. We have to verify that the conditions in Definition 5.26 are satisfied for $V \otimes H$. For condition $a$ ) notice that $V$ is locally finite and integrable for the left $U_{q}(\mathfrak{g})$-module structure, and that local finiteness and integrability are preserved under tensor products.

The key point to check is condition $b$ ). For this we may assume that $V=$ $V(\mu)$ is simple. The annihilator of $Z U_{q}(\mathfrak{g})$ for the left action on $H$ being of finite codimension implies that we have

$$
\operatorname{ann}_{Z U_{q}(\mathfrak{g})}(H) \supseteq\left(\operatorname{ker}\left(\xi_{l_{1}}\right) \cdots \operatorname{ker}\left(\xi_{l_{m}}\right)\right)^{r}
$$

for some weights $l_{1}, \ldots, l_{m} \in \mathfrak{h}_{q}^{*}$ and $r \in \mathbb{N}$. Note that, thanks to the decomposition series of $V \otimes M\left(l_{j}\right)$ from Lemma 4.34, we have

$$
\begin{aligned}
\operatorname{ann}_{Z U_{q}(\mathfrak{g})}\left(V(\mu) \otimes M\left(l_{j}\right)\right) & \supseteq \prod_{\nu \in \mathbf{P}(V(\mu))}\left(\operatorname{ann}_{Z U_{q}(\mathfrak{g})} M\left(l_{j}+\nu\right)\right)^{s} \\
& =\prod_{\nu \in \mathbf{P}(V(\mu))}\left(\operatorname{ker}\left(\xi_{l_{j}+\nu}\right)\right)^{s}
\end{aligned}
$$

for sufficiently large $s$. It follows that

$$
\operatorname{ann}_{Z U_{q}(\mathfrak{g})}(V(\mu) \otimes H) \supseteq \prod_{j} \prod_{\nu \in \mathbf{P}(V(\mu))} \operatorname{ker}\left(\xi_{l_{j}+\nu}\right)^{s^{\prime}}
$$

for some $s^{\prime}$ and hence $\operatorname{ann}_{Z U_{q}(\mathfrak{g})}(V(\mu) \otimes H)$ has finite codimension.
Finite codimension for the annihilator of the right action of $Z U_{q}(\mathfrak{g})$ is obvious since $H \in \mathrm{HC}$.

Condition $c$ ) is evidently satisfied because the right action of $F U_{q}(\mathfrak{g})$ on $V \otimes H$ only sees the factor $H$. We conclude that $V \otimes H$ is contained in $H C$.

The final assertion regarding $\mathrm{HC}_{l}$ is again immediate because the right action of $Z U_{q}(\mathfrak{g})$ depends only on the second tensor factor of $V \otimes H$.

Let $H \in \mathrm{HC}$ be given. Since $H$ is finitely generated as a right $F U_{q}(\mathfrak{g})$-module we find a finite dimensional integrable $U_{q}(\mathfrak{g})$-submodule $V \subset H$ such that the canonical map $V \otimes F U_{q}(\mathfrak{g}) \rightarrow H$ is surjective.

If $H \in \mathrm{HC}_{l}$ then the right annihilator of $H$ contains $\operatorname{ker}\left(\xi_{l}\right) \subset Z U_{q}(\mathfrak{g})$, and hence Theorem 4.51 implies that the the projection $V \otimes F U_{q}(\mathfrak{g}) \rightarrow H$ factorizes through $V \otimes F \operatorname{End}(M(l))$.

Lemma 5.31. Let $l \in \mathfrak{h}_{q}^{*}$ and let $H \in \mathrm{HC}_{l}$. The left action of $F U_{q}(\mathfrak{g})$ on the first leg of $H \otimes_{F U_{q}(\mathfrak{g})} M(l)$ extends to a left action of $U_{q}(\mathfrak{g})$ via the formula

$$
X \cdot(h \otimes m)=X_{(1)} \rightarrow h \otimes X_{(2)} \cdot m
$$

and we obtain a functor $\mathcal{T}_{l}: \mathrm{HC}_{l} \rightarrow \mathcal{O}_{l}$ by setting

$$
\mathcal{T}_{l}(H)=H \otimes_{F U_{q}(\mathfrak{g})} M(l)
$$

for $H \in \mathrm{HC}_{l}$.
Proof. Note that when $X \in F U_{q}(\mathfrak{g})$, we have

$$
(X \cdot h) \otimes m=\left(X_{(1)} \rightarrow h\right) \cdot X_{(2)} \otimes m=X_{(1)} \rightarrow h \otimes X_{(2)} \cdot m,
$$

for all $h \otimes m \in H \otimes_{F U_{q}(\mathfrak{g})} M(l)$. We need to show that the expression on the righthand side remains well-defined on the balanced tensor product when $X \in U_{q}(\mathfrak{g})$.

Since $H$ is a Harish-Chandra bimodule, we have a direct sum decomposition $H=\bigoplus_{\mu \in \mathbf{P}} H_{\mu}$ into weight spaces for the adjoint action. If $h \in H_{\mu}, m \in M(l)_{\lambda}$ then the above calculation shows $\left(K_{\nu} \cdot h\right) \otimes m=q^{(\mu+\lambda, \nu)} h \otimes m$ for every $\nu \in 2 \mathbf{P}^{+}$.

It follows that these elements $K_{\nu} \in F U_{q}(\mathfrak{g})$ are simultaneously diagonalizable on $H \otimes_{F U_{q}(\mathfrak{g})} M(l)$ with eigenspaces

$$
\left(H \otimes_{F U_{q}(\mathfrak{g})} M(l)\right)_{\gamma}=\bigoplus_{\mu+\lambda=\gamma} H_{\mu} \otimes M(l)_{\lambda} .
$$

Now it makes sense to define the action of any $K_{\nu} \in U_{q}(\mathfrak{h})$ by $K_{\nu} \cdot v=q^{(\gamma, \nu)} v$ whenever $v \in\left(H \otimes_{F U_{q}(\mathfrak{g})} M(l)\right)_{\gamma}$, and this agrees with the formula stated in the lemma. By Lemma 2.115, this action is well-defined for all $X \in U_{q}(\mathfrak{g})$.

The resulting $U_{q}(\mathfrak{g})$-module $\mathcal{T}_{l}(H)$ is clearly a weight module with weights contained in $l+\mathbf{P}$. According to our considerations above there exists some finite dimensional integrable $U_{q}(\mathfrak{g})$-module $V$ such that $H$ can be written as a quotient of $V \otimes F U_{q}(\mathfrak{g})$. Hence $\mathcal{T}_{l}(H)=H \otimes_{F U_{q}(\mathfrak{g})} M(l)$ is a quotient of $V \otimes M(l)$, and the latter is in category $\mathcal{O}_{l}$. It follows that $\mathcal{T}_{l}(H)$ is contained in $\mathcal{O}_{l}$.

It is clear that $\mathcal{T}_{l}$ maps morphisms in $\mathrm{HC}_{l}$ to morphisms in $\mathcal{O}_{l}$.
We obtain a Frobenius reciprocity relation for the functors $\mathcal{F}_{l}$ and $\mathcal{T}_{l}$.
Proposition 5.32. For $H \in \mathrm{HC}_{l}$ and $N \in \mathcal{O}_{l}$ there is a natural isomorphism

$$
\operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(\mathcal{T}_{l}(H), N\right) \cong \operatorname{Hom}_{\mathrm{HC}}\left(H, \mathcal{F}_{l}(N)\right),
$$

that is, the functor $\mathcal{T}_{l}$ is left adjoint to $\mathcal{F}_{l}$.
Proof. The standard Hom-tensor adjunction yields an isomorphism

$$
\phi: \operatorname{Hom}_{F U_{q}(\mathfrak{g})-F U_{q}(\mathfrak{g})}(H, \operatorname{Hom}(M(l), N)) \rightarrow \operatorname{Hom}_{F U_{q}(\mathfrak{g})}\left(H \otimes_{F U_{q}(\mathfrak{g})} M(l), N\right)
$$

sending $f \in \operatorname{Hom}_{F U_{q}(\mathfrak{g})-F U_{q}(\mathfrak{g})}(H, \operatorname{Hom}(M(l), N))$ to $\phi(f)$ given by $\phi(f)(h \otimes m)=$ $f(h)(m)$. The inverse isomorphism is given by $\psi(g)(h)(m)=g(h \otimes m)$.

Let us show that $\phi$ maps morphisms in HC to $U_{q}(\mathfrak{g})$-linear maps and $\psi$ maps $U_{q}(\mathfrak{g})$-linear maps to morphisms in HC. We do this by verifying that the unit and counit of the above adjunction have these properties. For $H \in \mathrm{HC}_{l}$ the unit $u: H \rightarrow \mathcal{F}_{l} \mathcal{T}_{l}(H)=F \operatorname{Hom}\left(M(l), H \otimes_{F U_{q}(\mathfrak{g})} M(l)\right)$ is given by $u(h)(m)=h \otimes m$. We compute

$$
\begin{aligned}
u(X \rightarrow h)(m) & =(X \rightarrow h) \otimes m \\
& =\left(X_{(1)} \rightarrow h\right) \otimes\left(X_{(2)} \hat{S}\left(X_{(3)}\right)\right) m \\
& =X_{(1)} \cdot\left(h \otimes \hat{S}\left(X_{(2)}\right) \cdot m\right) \\
& =X_{(1)} \cdot u(h)\left(\hat{S}\left(X_{(2)}\right) \cdot m\right)=(X \rightarrow u(h))(m)
\end{aligned}
$$

The counit $e: \mathcal{T}_{l} \mathcal{F}_{l}(M)=F \operatorname{Hom}(M(l), M) \otimes_{F U_{q}(\mathfrak{g})} M(l) \rightarrow M$ is given by $e(T \otimes$ $m)=T(m)$. For any $\nu \in \mathbf{P}$ we have

$$
\begin{aligned}
e\left(K_{\nu} \cdot(T \otimes m)\right) & =q^{(\nu, \mu+\lambda)} e(T \otimes m) \\
& =q^{(\nu, \mu+\lambda)} T(m) \\
& =\left(K_{\nu} \rightarrow T\right)\left(K_{\nu} \cdot m\right) \\
& =K_{\nu} \cdot T\left(K_{\nu}^{-1} \cdot\left(K_{\nu} \cdot m\right)\right) \\
& =K_{\nu} \cdot T(m) \\
& =K_{\nu} \cdot e(T \otimes m)
\end{aligned}
$$

if $T$ has weight $\mu$ and $m$ has weight $\lambda$. In light of Lemma 2.115, this suffices to conclude that $e$ is $U_{q}(\mathfrak{g})$-linear.

We conclude that the map $\phi$ constructed above restricts to an isomorphism

$$
\operatorname{Hom}_{\mathrm{HC}}(H, F \operatorname{Hom}(M(l), N)) \rightarrow \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(H \otimes_{F U_{q}(\mathfrak{g})} M(l), N\right)
$$

as desired.

Proposition 5.33. Assume $l \in \mathfrak{h}_{q}^{*}$ is dominant. Then the canonical map $H \rightarrow$ $\mathcal{F}_{l} \mathcal{T}_{l}(H)$ induced from the adjunction of $\mathcal{F}_{l}$ and $\mathcal{T}_{l}$ is an isomorphism for $H \in \mathrm{HC}_{l}$.

Proof. First, take $H=F \operatorname{End}(M(l))$. By the Verma module annihilator theorem 4.51 we have $F \operatorname{End}(M(l))=F U_{q}(\mathfrak{g}) / \operatorname{ann}_{F U_{q}(\mathfrak{g})}(M(l))$ and so the canonical multiplication map $F \operatorname{End}(M(l)) \otimes_{F U_{q}(\mathfrak{g})} M(l) \rightarrow M(l)$ is an isomorphism. It follows that

$$
\mathcal{T}_{l}(H)=F \operatorname{End}(M(l)) \otimes_{F U_{q}(\mathfrak{g})} M(l) \cong M(l)
$$

Hence we get $\mathcal{F}_{l} \mathcal{T}_{l}(H)=\mathcal{F}_{l}(M(l))=F \operatorname{End}(M(l))=H$ in this case.
Next assume that $H=V \otimes F \operatorname{End}(M(l))$ for some finite dimensional integrable $U_{q}(\mathfrak{g})$-module $V$. Then by our previous considerations

$$
\mathcal{T}_{l}(H) \cong(V \otimes F \operatorname{End}(M(l))) \otimes_{F U_{q}(\mathfrak{g})} M(l)=V \otimes \mathcal{T}_{l}(F \operatorname{End}(M(l)))=V \otimes M(l)
$$

and hence

$$
\begin{aligned}
\mathcal{F}_{l} \mathcal{T}_{l}(H) & \cong \mathcal{F}_{l}(V \otimes M(l)) \\
& =F \operatorname{Hom}(M(l), V \otimes M(l)) \\
& \cong V \otimes F \operatorname{End}(M(l)) .
\end{aligned}
$$

This means $\mathcal{F}_{l} \mathcal{T}_{l}(H) \cong H$ in this case as well.
Finally, suppose that $H \in \mathrm{HC}_{l}$ is arbitrary. According to the discussion preceding Lemma 5.31, there exists a finite dimensional integrable $U_{q}(\mathfrak{g})$-module $V_{1}$ and a surjective homomorphism $V_{1} \otimes F \operatorname{End}(M(l)) \rightarrow H$. Moreover, as $F U_{q}(\mathfrak{g})$ is Noetherian by Theorem 2.137, the kernel of the projection map is again in $\mathrm{HC}_{l}$. Hence we obtain a short exact sequence of the form

$$
V_{2} \otimes F \operatorname{End}(M(l)) \longrightarrow V_{1} \otimes F \operatorname{End}(M(l)) \longrightarrow H \longrightarrow 0
$$

Since $\mathcal{F}_{l}$ is exact by Lemma 5.29 and $\mathcal{T}_{l}$ is right exact we obtain a commutative diagram

with exact rows. The 5 -lemma shows that the right hand vertical arrow is an isomorphism.

Lemma 5.34. Assume that $l \in \mathfrak{h}_{q}^{*}$ is dominant. If $V \in \mathcal{O}_{l}$ is simple then $\mathcal{F}_{l}(V)=0$ or $\mathcal{F}_{l}(V)$ is simple. All simple objects in $\mathrm{HC}_{l}$ are obtained in this way.

Proof. Assume $\mathcal{F}_{l}(V) \neq 0$ and let $H \subset \mathcal{F}_{l}(V)$ be a nonzero submodule. If $i: H \rightarrow$ $\mathcal{F}_{l}(V)$ denotes the embedding map then the map $j: \mathcal{T}_{l}(H) \rightarrow V$ corresponding to $i$ is nonzero according to Proposition 5.32. Since $V$ is simple it follows that $j$ is a surjection. Since $\mathcal{F}_{l}$ is exact by Lemma 5.29 we conclude that $\mathcal{F}_{l}(j): \mathcal{F}_{l} \mathcal{T}_{l}(H) \rightarrow$ $\mathcal{F}_{l}(V)$ is a surjection. Composing the latter with the isomorphism $H \rightarrow \mathcal{F}_{l} \mathcal{T}_{l}(H)$ we reobtain our original map $i$. Hence $i$ is surjective, which means that $H=\mathcal{F}_{l}(V)$. Hence $\mathcal{F}_{l}(V)$ is simple.

Now let $H \in \mathrm{HC}_{l}$ be an arbitrary simple object. Then we have $H \cong \mathcal{F}_{l} \mathcal{T}_{l}(H)$ by Proposition 5.33, so that $\mathcal{T}_{l}(H)$ is nonzero. Since every object in $\mathcal{O}_{l}$ has finite length we find a simple quotient $V$ of $\mathcal{T}_{l}(H)$. Then $\mathcal{F}_{l}(V)$ is simple, and the quotient map $\mathcal{T}_{l}(H) \rightarrow V$ corresponds to a nonzero homomorphism $H \rightarrow \mathcal{F}_{l}(V)$. Since both $H$ and $\mathcal{F}_{l}(V)$ are simple this means $H \cong \mathcal{F}_{l}(V)$.

In fact, in Proposition 5.38 below we will see that with suitable hypotheses on $l$, the bimodule $\mathcal{F}_{l}(V)$ is never zero for $V$ simple, so that $\mathcal{F}_{l}$ maps simple objects to simple objects.

As a final ingredient we shall discuss under what conditions we have $\mathcal{F}_{l}(V) \neq 0$ for all simple $V$. For this we need to introduce the concept of a regular weight and discuss the translation principle.

Let $\lambda \in \mathfrak{h}_{q}^{*}$. Recall from Section 4.1 that $\hat{W}_{[\lambda]}=\{\hat{w} \in \hat{W} \mid \hat{w} \cdot \lambda-\lambda \in \mathbf{Q} \subset$ $\left.\mathfrak{h}_{q}^{*} / \frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}\right\}$. We adopt the following definition from Section 8.4.9 in [41].

Definition 5.35. A weight $\lambda \in \mathfrak{h}_{q}^{*}$ is called regular if the only element $\hat{w} \in \hat{W}_{[\lambda]}$ with $\hat{w} \cdot \lambda=\lambda$ is $\hat{w}=e$.

Observe that any element $\hat{w} \in \hat{W}$ which satisfies $\hat{w} \cdot \lambda=\lambda$ is automatically in $\hat{W}_{[\lambda]}$, so the definition is equivalent to demanding that $e$ is the only element of $\hat{W}$ which fixes $\lambda$. We conclude that the group $\hat{W}$ acts freely on the set of all regular elements in $\mathfrak{h}_{q}^{*}$.
Lemma 5.36. Let $\mu \in \mathbf{P}^{+}$. If $l \in \mathfrak{h}_{q}^{*}$ is dominant and regular then

$$
\hat{W} .(l+\mu) \cap(l+\mathbf{P}(V(\mu)))=\{l+\mu\}
$$

where $\mathbf{P}(V(\mu)) \subset \mathbf{P}$ denotes the set of all weights of $V(\mu)$.
Proof. It is clear that $l+\mu$ is contained in $\hat{W} \cdot(l+\mu) \cap(l+\mathbf{P}(V(\mu)))$.
Conversely, assume $\hat{w} \in \hat{W}$ satisfies $\hat{w} .(l+\mu) \in(l+\mathbf{P}(V(\mu)))$. Then $\hat{w} \in \hat{W}_{[l]}$ since

$$
\hat{w}(l+\mu+\rho) \in l+\mu+\rho+\mathbf{Q}
$$

and $\hat{W}_{[l+\mu+\rho]}=\hat{W}_{[l]}$. Since $l$ is dominant it is maximal in its $\hat{W}_{[l]}$-orbit according to Proposition 4.8, which means that we have $\hat{w}^{-1} . l=l-\gamma$ for some $\gamma \in \mathbf{Q}^{+}$, or equivalently $\hat{w}(l-\gamma+\rho)=l+\rho$. From the latter relation we conclude

$$
\hat{w} \cdot(l+\mu)=\hat{w}(l+\mu+\rho)-\rho=l+\hat{w}(\mu+\gamma)
$$

which implies in particular $\hat{w}(\mu+\gamma) \in \mathbf{P}(V(\mu))$. Moreover, since $\gamma \in \mathbf{Q}^{+}$and $\mu \in \mathbf{P}^{+}$we have $(\mu, \gamma) \geq 0$, and we get

$$
(\hat{w}(\mu+\gamma), \hat{w}(\mu+\gamma))=(\mu+\gamma, \mu+\gamma)=(\mu, \mu)+2(\mu, \gamma)+(\gamma, \gamma) \geq(\mu, \mu)
$$

with a strict inequality iff $\gamma \neq 0$. However, for $\nu \in \mathbf{P}(V(\mu))$ we have $(\nu, \nu) \leq(\mu, \mu)$, see Lemma 1.7 in [26]. Hence $\gamma=0$ and we conclude $\hat{w}^{-1} . l=l$. This implies $\hat{w}=e$ by regularity of $l$.

Let $M \in \mathcal{O}$. For a central character $\chi: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{C}$, let us define the $\chi$-primary component of $M$ by
$M^{\chi}=\left\{m \in M \mid\right.$ for all $Z \in Z U_{q}(\mathfrak{g})$ we have $(Z-\chi(Z))^{n} \cdot m=0$ for some $\left.n \in \mathbb{N}\right\}$, compare Section 1.12 in [37]. Then $M^{\chi} \subset M$ is a $U_{q}(\mathfrak{g})$-submodule, and as in the classical case one checks that $M$ decomposes into a finite direct sum of its primary components.

Using this fact we obtain a direct sum decomposition of $\mathcal{O}$ into the full subcategories $\mathcal{O}^{\chi}$ of modules for which $M=M^{\chi}$. We also refer to $\mathcal{O}^{\chi}$ as the primary component corresponding to $\chi$.

Note that according to Proposition 2.129 every central character is of the form $\chi=\xi_{\lambda}$ for some $\lambda \in \mathfrak{h}_{q}^{*}$ in our setting.

Proposition 5.37. Let $\mu \in \mathbf{P}^{+}$and let $l \in \mathfrak{h}_{q}^{*}$ be dominant and regular. Then for all $\hat{w} \in \hat{W}$ the Verma module $M(\hat{w} .(l+\mu))$ is a direct summand of $V(\mu) \otimes M(\hat{w} . l)$.

Proof. Consider the primary component of $M=V(\mu) \otimes M(\hat{w} . l)$ corresponding to $\xi_{l+\mu}: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{C}$. All Verma modules in the primary component $\mathcal{O}^{\xi_{l+\mu}}$ have central character $\xi_{l+\mu}$, and hence highest weights in $\hat{W} .(l+\mu)$. By Lemma 4.34 . $M$ admits a Verma flag with highest weights of the form $\hat{w} . l+\eta$ for $\eta \in \mathbf{P}(V(\mu))$. Hence the Verma modules occurring as subquotients of $M$ for this flag are of the form $M(\nu)$ for $\nu \in(\hat{W} .(l+\mu)) \cap(\hat{w} . l+\mathbf{P}(V(\mu)))$. Since $\mathbf{P}(V(\mu))$ is stable under the (unshifted) action of $W$ we obtain
$\hat{w} . l+\mathbf{P}(V(\mu))=\hat{w}(l+\rho)-\rho+\mathbf{P}(V(\mu))=\hat{w}(l+\mathbf{P}(V(\mu))+\rho)-\rho=\hat{w} .(l+\mathbf{P}(V(\mu)))$
Since clearly $\hat{W} \cdot(l+\mu)=\hat{w} \cdot \hat{W} \cdot(l+\mu)$ we deduce

$$
(\hat{W} .(l+\mu)) \cap(\hat{w} . l+\mathbf{P}(V(\mu)))=\hat{w} .(\hat{W} .(l+\mu) \cap(l+\mathbf{P}(V(\mu))))=\hat{w} .(l+\mu)
$$

by Lemma 5.36. Hence the only possibility is $\nu=\hat{w} \cdot(l+\mu)$. The result follows.
We shall now show that $\mathcal{F}_{l}$ maps simple objects to simple objects in the case that $l$ is regular.

Proposition 5.38. Assume $l \in \mathfrak{h}_{q}^{*}$ is dominant and regular. Then $\mathcal{F}_{l}(V)$ is simple for each simple module $V \in \mathcal{O}_{l}$.

Proof. We have to show that $F \operatorname{Hom}(M(l), V)$ is nonzero if $V$ is a simple module. For this we may assume $V=V(l+\lambda)$ for some $\lambda \in \mathbf{P}$. According to Proposition 5.37 we have that $M(l+\mu)$ is a direct summand of $V(\mu) \otimes M(l)$ for any $\mu \in \mathbf{P}^{+}$. Since $F \operatorname{Hom}(M(l), V) \otimes V(\mu)^{*} \cong F \operatorname{Hom}(V(\mu) \otimes M(l), V)$ it therefore suffices to show that $F \operatorname{Hom}(M(l+\mu), V(l+\lambda))$ is nonzero for some $\mu$.

Choose $\mu$ such that $\nu=\mu-\lambda \in \mathbf{P}^{+}$, and let $V(-\nu)$ denote the simple module of lowest weight $-\nu$. Then Proposition 4.35 and Lemma 4.27 show that

$$
\left[F \operatorname{Hom}\left(M(l+\mu), M(l+\lambda)^{\vee}\right): V(-\nu)\right]=\operatorname{dim}\left(V(-\nu)_{-\nu}\right)=1
$$

and

$$
\left[F \operatorname{Hom}\left(M(l+\mu), M(l+\lambda-\gamma)^{\vee}\right): V(-\nu)\right]=\operatorname{dim}\left(V(-\nu)_{-\nu-\gamma}\right)=0
$$

for all $\gamma \in \mathbf{P}^{+} \backslash\{0\}$. Since $V(l+\lambda) \subset M(l+\lambda)^{\vee}$ and the corresponding quotient has a filtration with subquotients isomorphic to $V(l+\lambda-\gamma)$ for $\gamma \in \mathbf{P}^{+} \backslash\{0\}$ this yields the claim.

Let us now summarize the results obtained so far.
Theorem 5.39. Let $l \in \mathfrak{h}_{q}^{*}$ be dominant.
a) The functor $\mathcal{T}_{l}: \mathrm{HC}_{l} \rightarrow \mathcal{O}_{l}$ embeds $\mathrm{HC}_{l}$ as a full subcategory into $\mathcal{O}_{l}$.
b) If $l \in \mathfrak{h}_{q}^{*}$ is regular then $\mathcal{F}_{l}: \mathcal{O}_{l} \rightarrow \mathrm{HC}_{l}$ is an equivalence of $\mathbb{C}$-linear categories.

Proof. a) It follows from Propositions 5.32 and 5.33 that we have

$$
\operatorname{Hom}_{\mathrm{HC}}(H, K) \cong \operatorname{Hom}_{\mathrm{HC}}\left(H, \mathcal{F}_{l} \mathcal{T}_{l}(K)\right) \cong \operatorname{Hom}_{U_{q}(\mathfrak{g})}\left(\mathcal{T}_{l}(H), \mathcal{T}_{l}(K)\right)
$$

for all $H, K \in \mathrm{HC}_{l}$, hence $\mathcal{T}_{l}$ is fully faithful. This means precisely that $\mathcal{T}_{l}$ embeds $\mathrm{HC}_{l}$ as a full subcategory into $\mathcal{O}_{l}$.
b) Assume first that $H \in \mathrm{HC}_{l}$ is simple. If $\mathcal{T}_{l}(H)$ is non-simple there is a composition series $0 \subset V_{0} \subset \cdots \subset V_{n}=\mathcal{T}_{l}(H)$ in $\mathcal{O}_{l}$ with simple subquotients for some $n>0$. Since $\mathcal{F}_{l}$ is exact by Lemma 5.29 and maps simple modules to simple modules by Proposition 5.38, this induces a composition series $0 \subset \mathcal{F}_{l}\left(V_{0}\right) \subset \cdots \subset$ $\mathcal{F}_{l}\left(V_{n}\right)=\mathcal{F}_{l} \mathcal{T}_{l}(H) \cong H$ with simple subquotients. Now our assumption that $H$ is simple implies $n=0$, which is a contradiction. Hence $\mathcal{T}_{l}(H)$ is simple.

We conclude that $\mathcal{T}_{l}$ maps simple objects in $\mathrm{HC}_{l}$ to simple objects in $\mathcal{O}_{l}$. Taking into account Proposition 5.38 it follows that $\mathcal{F}_{l}$ and $\mathcal{T}_{l}$ induce inverse equivalences on simple objects.

Let $0 \rightarrow K \rightarrow E \rightarrow Q \rightarrow 0$ be an extension in $\mathcal{O}_{l}$, and assume that the counit of the adjunction from Proposition 5.32 induces isomorphisms $\mathcal{T}_{l} \mathcal{F}_{l}(K) \cong K$ and $\mathcal{T}_{l} \mathcal{F}_{l}(Q) \cong Q$. Consider the commutative diagram


The bottom row is exact by assumption, so the map $K \cong \mathcal{T}_{l} \mathcal{F}_{l}(K) \rightarrow \mathcal{T}_{l} \mathcal{F}_{l}(E)$ must be injective. Since $\mathcal{F}_{l}$ is exact and $\mathcal{T}_{l}$ is right exact, it follows that the upper row of the diagram is exact as well. This implies $\mathcal{T}_{l} \mathcal{F}_{l}(E) \cong E$ as desired.

The full subcategory of $\mathcal{O}_{l}$ on which the counit $e: \mathcal{T}_{l} \mathcal{F}_{l} \rightarrow \mathrm{id}$ of the adjunction is an isomorphism contains all simple objects, and every object in $\mathcal{O}_{l}$ has finite length. We conclude $\mathcal{T}_{l} \mathcal{F}_{l} \cong \mathrm{id}$, and this finishes the proof.
5.6. Irreducible Harish-Chandra modules. We shall now derive consequences for the category of Harish-Chandra modules. Some of these results have been sketched in 3 .

Recall from the comments following Lemma 5.17 that the principal series representation $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ has a minimal $K_{q}$-type which occurs with multiplicity one.

Definition 5.40. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. We denote by $V_{\mu, \lambda}$ the unique irreducible subquotient of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ with the same minimal $K_{q}$-type.

To observe that $V_{\mu, \lambda}$ is indeed well-defined, consider the submodule of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ generated by any nonzero vector in the minimal $K_{q}$-type. This module has a unique maximal submodule, namely the sum of all submodules not containing the minimal $K_{q}$-type, with corresponding quotient $V_{\mu, \lambda}$.

Throughout this section, given $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$, we shall use $(l, r)$ to denote a pair of weights in $\mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ such that

$$
\mu=l-r, \quad \lambda+2 \rho=-l-r
$$

compare Corollary 5.24. We recall that the pair $(l, r)$ is well-defined only up to addition by an element of the form $\left(\frac{1}{2} i \hbar^{-1} \alpha^{\vee}, \frac{1}{2} i \hbar^{-1} \alpha^{\vee}\right)$ for some $\alpha^{\vee} \in \mathbf{Q}^{\vee}$.

We record the following equivalent formulations of a common integrality condition on the parameters $(\mu, \lambda)$.

Lemma 5.41. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and let $l, r \in \mathfrak{h}_{q}^{*}$ be such that $\mu=l-r$ and $\lambda+2 \rho=-l-r$. For any positive root $\alpha \in \boldsymbol{\Delta}^{+}$, the following are equivalent:
a) $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in q_{\alpha}^{-\left|\left(\mu, \alpha^{\vee}\right)\right|-2 \mathbb{N}}$.
b) Both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$.

Likewise, the following are equivalent:
c) $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in q_{\alpha}^{\left|\left(\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$.
d) Both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$.

Proof. Let us put $\hbar_{\alpha}=\hbar d_{\alpha}$. Then condition $a$ ) is equivalent to

$$
\left(\lambda, \alpha^{\vee}\right) \in-\left|\left(\mu, \alpha^{\vee}\right)\right|-2 \mathbb{N} \bmod i \hbar_{\alpha}^{-1} \mathbb{Z}
$$

If we define $l^{\prime}=l+\rho, r^{\prime}=r+\rho$, so that we have

$$
\mu=l^{\prime}-r^{\prime}, \quad \lambda=-l^{\prime}-r^{\prime}
$$

then the above condition is equivalent to having both

$$
\begin{aligned}
& -\left(l^{\prime}+r^{\prime}, \alpha^{\vee}\right) \in-\left(l^{\prime}-r^{\prime}, \alpha^{\vee}\right)-2 \mathbb{N} \bmod i \hbar_{\alpha}^{-1} \mathbb{Z} \\
& -\left(l^{\prime}+r^{\prime}, \alpha^{\vee}\right) \in-\left(r^{\prime}-l^{\prime}, \alpha^{\vee}\right)-2 \mathbb{N} \bmod i \hbar_{\alpha}^{-1} \mathbb{Z} .
\end{aligned}
$$

These conditions simplify to

$$
\begin{aligned}
\left(l^{\prime}, \alpha^{\vee}\right) & \in \mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z} \\
\left(r^{\prime}, \alpha^{\vee}\right) & \in \mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}
\end{aligned}
$$

which is equivalent to $b$ ).
The equivalence of $c$ ) and $d$ ) follows by replacing $(\mu, \lambda)$ by $(-\mu,-\lambda)$.
We now begin the study of the simple modules $V_{\mu, \lambda}$.
Lemma 5.42. If there is no $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{Z}}$ then $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is simple, and we have

$$
V_{\mu, \lambda} \cong \mathcal{F}_{l}(V(r))=\mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) .
$$

Proof. Since $r-l$ is a weight, the hypothesis implies $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{Z}}$ for any $\alpha \in \boldsymbol{\Delta}^{+}$. In particular, $r$ is antidominant, so $M(r)$ is simple by Theorem 4.15. We get $\mathcal{F}_{l}(V(r))=\mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$, which is nonzero, and hence irreducible by Lemma 5.34. By definition, we have $V_{\mu, \lambda}=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ in this situation.

Our next result gives a sufficient condition for the simple modules $V_{\mu, \lambda}$ and $V_{\mu^{\prime}, \lambda^{\prime}}$ to be isomorphic. We will shortly show that this condition is also necessary, see Theorem 5.47

Theorem 5.43. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. Then $V_{\mu, \lambda} \cong V_{w \mu, w \lambda}$ for all $w \in W$.
Proof. Fix $w \in W$ and let us write $\left(\mu^{\prime}, \lambda^{\prime}\right)=(w \mu, w \lambda)$. We begin by proving that $V_{\mu^{\prime}, \lambda^{\prime}} \cong V_{\lambda, \mu}$ in the case where $\mu$ is fixed and $\lambda$ belongs to the dense subset

$$
Z=\left\{\lambda \in \mathfrak{h}_{q}^{*} \mid q_{\alpha}^{\left(\lambda-\mu, \alpha^{\vee}\right)} \notin q_{\alpha}^{2 \mathbb{Z}} \text { for all } \alpha \in \Delta^{+}\right\} \subset \mathfrak{h}_{q}^{*}
$$

Using the the relation $2 l=\mu-\lambda-2 \rho$ we get $q_{\alpha}^{\left(l, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{Z}}$ for $\lambda \in Z$, and hence $V_{\mu, \lambda}=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ by Lemma 5.42 The condition $q_{\alpha}^{\left(l, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{Z}}$ implies that $\boldsymbol{\Delta}_{[l]}=\emptyset$, in the notation of Subsection 4.1.3 and thus also $\boldsymbol{\Delta}_{[r]}=\emptyset$ since $r$ and $l$ differ by an integral weight. Note also that $l$ and $r$ are both dominant and antidominant in this case.

The parameters associated to $\left(\mu^{\prime}, \lambda^{\prime}\right)$ can be chosen as $l^{\prime}=w \cdot l, r^{\prime}=w \cdot r$, which are again both dominant and antidominant. By Theorem 2.128 we have $\xi_{l^{\prime}}=\xi_{l}$, and so $\mathrm{HC}_{l}=\mathrm{HC}_{l^{\prime}}$. Therefore, Lemma 5.34 implies that $\Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right)$ is isomorphic to $\mathcal{F}_{l}(V)$ for some simple module $V \in \mathcal{O}_{l}$. Specifically, we have $V \cong V(s)$ for some $s \in l+\mathbf{P}$. From the above condition on $l$ we see that $s$ is again dominant and antidominant. In particular, according to Theorem 4.15, we have $V \cong M(s)^{\vee}$ and thus $\mathcal{F}_{l^{\prime}}\left(M\left(r^{\prime}\right)^{\vee}\right) \cong \mathcal{F}_{l}\left(M(s)^{\vee}\right)$.

The minimal $K_{q}$-type of $\mathcal{F}_{l^{\prime}}\left(M\left(r^{\prime}\right)^{\vee}\right)$ is conjugate to $-\mu^{\prime}=r^{\prime}-l^{\prime}$ under the Weyl group action and hence to $-\mu=r-l$. Likewise, the minimal $K_{q}$-type of $\mathcal{F}_{l}\left(M(s)^{\vee}\right)$ is conjugate to $s-l$. It follows that $r-l \in \mathbf{P}$ and $s-l \in \mathbf{P}$ are in the same orbit of the Weyl group action, and hence $s-r \in \mathbf{Q}$. Moreover, since $\xi_{s}=\xi_{r^{\prime}}$, we see that $s$ and $r^{\prime}$ must be $\hat{W}$-linked, and hence $s$ and $r$ are $\hat{W}$-linked as well. This implies that $s=\hat{v} . r$ for some $\hat{v} \in \hat{W}_{[r]}$, in the notation of Subsection 4.1.3. But we observed above that $\boldsymbol{\Delta}_{[r]}=\emptyset$, so $\hat{W}_{[r]}$ is trivial, according to Proposition 4.5. Therefore $s=r$, and we conclude that $V_{\mu, \lambda}=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)=V_{w \mu, w \lambda}$ for all $\lambda \in Z$.

Now we extend this to all $\lambda \in \mathfrak{h}_{q}^{*}$ as follows. Recall from Subsection 5.4.1 that the principal series modules $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ for fixed $\mu$ all have the same underlying $\mathfrak{D}\left(K_{q}\right)$-module $\Gamma\left(\mathcal{E}_{\mu}\right)$. Let us write $\sigma$ for the minimal $K_{q}$-type in $\Gamma\left(\mathcal{E}_{\mu}\right)$ and denote the subspaces of $K_{q}$-type $\sigma$ by $E \subset \Gamma\left(\mathcal{E}_{\mu}\right)$ and $E^{\prime} \subset \Gamma\left(\mathcal{E}_{w \mu}\right)$, respectively. Since the minimal $K_{q}$-type occurs with multiplicity one, there is a unique $K_{q}$-invariant isomorphism $\varphi: E \rightarrow E^{\prime}$ up to scalar.

Recall from Section 5.3 that under any of the representations $\pi_{\mu, \lambda}$, the subalgebra $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma} \subset U_{q}^{\mathbb{R}}(\mathfrak{g})$ preserves $E$. By the above discussion, when $\lambda \in Z$, there is a bijective intertwiner $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$, and after rescaling we may assume that it agrees with $\varphi$ on $E$. In particular, for any $X \in U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$ we have $\left.\varphi \circ \pi_{\mu, \lambda}(X)\right|_{E}=$ $\left.\pi_{w \mu, w \lambda}(X)\right|_{E^{\prime}} \circ \varphi$. From the definition of the principal series representations $\pi_{\mu, \lambda}$ in Subsection 5.4.1, it is easy to check that the functions

$$
\begin{aligned}
\mathfrak{h}_{q}^{*} & \rightarrow \operatorname{End}(E) ; \quad \lambda \mapsto \pi_{\mu, \lambda}(X), \\
\mathfrak{h}_{q}^{*} & \rightarrow \operatorname{End}\left(E^{\prime}\right) ; \quad \lambda \mapsto \pi_{w \mu, w \lambda}(X)
\end{aligned}
$$

are algebraic. Since $Z$ is dense in $\mathfrak{h}_{q}^{*}$ we deduce that $\left.\varphi \circ \pi_{\mu, \lambda}(X)\right|_{E}=\left.\pi_{w \mu, w \lambda}(X)\right|_{E^{\prime}} \circ$ $\varphi$ for all $\lambda \in \mathfrak{h}_{q}^{*}$. Therefore, $E$ and $E^{\prime}$ are isomorphic as $U_{q}^{\mathbb{R}}(\mathfrak{g})^{\sigma, \sigma}$-modules for all $\lambda \in \mathfrak{h}_{q}^{*}$, and so Proposition 5.15 shows that $V_{\mu, \lambda} \cong V_{w \mu, w \lambda}$ as $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules.

To obtain more precise information on the structure of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$, we will make use of the following technical lemma. We use the notation $\|\mu\|^{2}=(\mu, \mu)$, when $\mu \in \mathbf{P}$. Note that when $\mu, \mu^{\prime} \in \mathbf{P}^{+}$we have $\mu \leq \mu^{\prime}$ implies $\|\mu\| \leq\left\|\mu^{\prime}\right\|$.

Lemma 5.44. Let $\alpha \in \boldsymbol{\Delta}^{+}$and assume that $l, r \in \mathfrak{h}^{*}$ are such that $l-r \in \mathbf{P}$ and that $\left(l+\rho, \alpha^{\vee}\right) \in \mathbb{N}_{0}$ and $\left(r+\rho, \alpha^{\vee}\right) \in \mathbb{N}_{0}$. Then

$$
\|l-r\| \leq\left\|l-s_{\alpha} \cdot r\right\| .
$$

Moreover equality holds iff the shifted action of $s_{\alpha}$ stabilizes $l$ or $r$.
Proof. Note first that $s_{\alpha} \cdot r=r-\left(r+\rho, \alpha^{\vee}\right) \alpha$ and hence $l-s_{\alpha} \cdot r=l-r+\left(r+\rho, \alpha^{\vee}\right) \alpha$. We compute

$$
\begin{aligned}
\left\|l-s_{\alpha} \cdot r\right\|^{2}-\|l-r\|^{2} & =\left(l-s_{\alpha} \cdot r, l-s_{\alpha} \cdot r\right)-(l-r, l-r) \\
& =2\left(l-r,\left(r+\rho, \alpha^{\vee}\right) \alpha\right)+\left(r+\rho, \alpha^{\vee}\right)^{2}(\alpha, \alpha) \\
& =2\left(l-r,\left(r+\rho, \alpha^{\vee}\right) \alpha\right)+2\left(r+\rho, \alpha^{\vee}\right)(r+\rho, \alpha) \\
& =2\left(r+\rho+l-r,\left(r+\rho, \alpha^{\vee}\right) \alpha\right) \\
& =2(l+\rho, \alpha)\left(r+\rho, \alpha^{\vee}\right) .
\end{aligned}
$$

This yields the claim.
We now consider the modules $V_{\mu, \lambda}$ when the associated parameter $l$ is dominant.
Lemma 5.45. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ such that the associated parameter $l \in \mathfrak{h}_{q}^{*}$ is dominant.
a) If there is no $\alpha \in \boldsymbol{\Delta}^{+}$such that both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{(r+\rho, \alpha)} \in \pm q_{\alpha}^{\mathbb{N}}$ then

$$
V_{\mu, \lambda} \cong \mathcal{F}_{l}(V(r)) \subset \mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)
$$

Otherwise $\mathcal{F}_{l}(V(r))=0$.
b) The simple module $V_{\mu, \lambda}$ is a submodule of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. Explicitly, there exists $\hat{u} \in \hat{W}$ with $\hat{u} . l=l$ such that the pair ( $l, \hat{u} . r$ ) verifies the conditions in a) above, and we have

$$
V_{\mu, \lambda} \cong \mathcal{F}_{l}(V(\hat{u} . r)) \subset \mathcal{F}_{l}\left(M(\hat{u} . r)^{\vee}\right) \cong \mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) .
$$

Proof. a) If $l$ fulfils the hypothesis of Lemma 5.42 we are done, so we assume henceforth that this is not the case. Given that $l$ is assumed dominant, this means that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}_{0}}$ for some $\alpha \in \boldsymbol{\Delta}^{+}$.

Let $I(r)$ denote the kernel of the surjection $M(r) \rightarrow V(r)$. By Lemma 4.2, we have a filtration

$$
0=M_{0} \subset M_{1} \subset M_{2} \subset \cdots \subset M_{n}=I(r)
$$

where for each $1 \leq i \leq n$ the quotient $M_{i} / M_{i-1}$ is a highest weight module. By the BGG Theorem 4.25, if $t \in \mathfrak{h}_{q}^{*}$ is a highest weight for any $M_{i} / M_{i-1}$ with $1 \leq i \leq n$ then $t$ is strongly linked to $r$, meaning that $t=s_{k_{1}, \alpha_{1}} \cdots s_{k_{m}, \alpha_{m}} \cdot r$ for some nonempty chain of affine reflections $s_{\alpha_{j}, k_{j}}$ with $\alpha_{j} \in \boldsymbol{\Delta}^{+}$and $k_{j} \in \mathbb{Z}_{2}$, satisfying

$$
r>s_{k_{m}, \alpha_{m}} . r>s_{k_{m-1}, \alpha_{m-1}} s_{k_{m}, \alpha_{m}} . r>\cdots>s_{k_{1}, \alpha_{1}} \cdots s_{k_{m}, \alpha_{m}} . r=t
$$

Note that this implies

$$
q_{\alpha_{j}}^{\left(s_{\alpha_{j+1}} \cdots s_{\alpha_{m}} \cdot r+\rho, \alpha_{j}^{\vee}\right)} \in \pm q_{\alpha_{j}}^{\mathbb{N}}
$$

for $1 \leq j \leq m$. Moreover, since $r-s_{k_{j+1}, \alpha_{j+1}} \cdots s_{k_{m}, \alpha_{m}} . r \in \mathbf{Q}$ and $l-r \in \mathbf{P}$ we have $q_{\alpha_{j}}^{\left(l+\rho, \alpha_{j}^{\vee}\right)} \in \pm q_{\alpha_{j}}^{\mathbb{Z}}$ for each $\alpha_{j}$ appearing in this chain, and hence $q_{\alpha_{j}}^{\left(l+\rho, \alpha_{j}^{\vee}\right)} \in \pm q_{\alpha_{j}}^{\mathbb{N}_{0}}$ by dominance.

Therefore, for each $1 \leq i \leq n$ we have a surjective morphism $M\left(t_{i}\right) \rightarrow M_{i} / M_{i-1}$ for some $t_{i}$ strongly linked to $r$ as above, and therefore an injective morphism

$$
\mathcal{F}_{l}\left(\left(M_{i} / M_{i+1}\right)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M\left(t_{i}\right)^{\vee}\right)
$$

If there is no $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$, then an inductive application of Lemma 5.44 along the chain of reflections $s_{\alpha_{j}}$ shows that $\left\|\operatorname{Re}(l)-\operatorname{Re}\left(t_{i}\right)\right\|>\|\operatorname{Re}(l)-\operatorname{Re}(r)\|$, where the real part of an element in $\mathfrak{h}_{q}^{*}$ refers to its component in the $\mathbb{R}$-span of $\boldsymbol{\Delta}$, see the remarks before Proposition 4.5. Note that we have a strict inequality here because the strict inequalities in the strongly linking chain imply that the reflection $s_{\alpha_{j}}$ does not fix $s_{\alpha_{j+1}} \cdots s_{\alpha_{m}}$. $\operatorname{Re}(r)$. According to Proposition 4.35 a ) and Proposition 5.23 , the minimal $K_{q}$-type in $\mathcal{F}_{l}\left(M\left(t_{i}\right)^{\vee}\right)$ is strictly larger than that of $\mathcal{F}_{l}\left(\left(M(r)^{\vee}\right)\right.$, and therefore $\mathcal{F}_{l}\left(\left(M_{i} / M_{i-1}\right)^{\vee}\right)$ does not contain the minimal $K_{q}$-type of $\mathcal{F}_{l}\left(M(r)^{\vee}\right)$. By induction, using the short exact sequences

$$
0 \rightarrow \mathcal{F}_{l}\left(\left(M_{i} / M_{i-1}\right)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M_{i}^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M_{i-1}^{\vee}\right) \rightarrow 0
$$

we deduce that $\mathcal{F}_{l}\left(M_{i}^{\vee}\right)$ does not contain the minimal $K_{q}$-type of $\mathcal{F}_{l}\left(M(r)^{\vee}\right)$ for any $1 \leq i \leq n$.

Therefore, in the exact sequence

$$
0 \rightarrow \mathcal{F}_{l}(V(r)) \rightarrow \mathcal{F}_{l}\left(M(r)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(I(r)^{\vee}\right) \rightarrow 0
$$

the inclusion on the left is necessarily an isomorphism on the minimal $K_{q}$-type. It follows that $\mathcal{F}_{l}(V(r))$ is nonzero, and hence it is an irreducible Harish-Chandra module by Lemma 5.34. Moreover, since $\mathcal{F}_{l}(V(r))$ contains the minimal $K_{q}$-type of $\mathcal{F}_{l}\left(M(r)^{\vee}\right)$ we have $\mathcal{F}_{l}(V(r)) \cong V_{\mu, \lambda}$ in this case.

Conversely, assume that there is an $\alpha \in \boldsymbol{\Delta}^{+}$satisfying both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$. Then $M\left(s_{k, \alpha} \cdot r\right)$ is a submodule of $M(r)$ for suitable $k$, by Theorem 4.14, and hence $V(r)$ is a quotient of $M(r) / M\left(s_{k, \alpha} r\right)$. Equivalently, $V(r)$ is contained in the kernel of the natural projection $M(r)^{\vee} \rightarrow M\left(s_{k, \alpha} \cdot r\right)^{\vee}$. Applying the exact functor $\mathcal{F}_{l}$ shows that $\mathcal{F}_{l}(V(r))$ is contained in the kernel of the surjective $\operatorname{map} \mathcal{F}_{l}\left(M(r)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M\left(s_{k, \alpha} \cdot r\right)^{\vee}\right)$. Note that $s_{k, \alpha}$ fixes $l$ up to a translation by an element of $\frac{1}{2} i \hbar^{-1} \mathbf{Q}^{\vee}$, and since $s_{k, \alpha} \cdot r$ and $r$ differ by an element of $\mathbf{P}$ the same must be true of $s_{k, \alpha} \cdot l$ and $l$, whence $s_{k, \alpha} \cdot l=l$. It follows that both $\mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and $\mathcal{F}_{l}\left(M\left(s_{k, \alpha} \cdot r\right)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right)$ have the same $K_{q}$-type multiplicities, so that
the surjection $\mathcal{F}_{l}\left(M(r)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M\left(s_{k, \alpha} \cdot r\right)^{\vee}\right)$ is in fact an isomorphism. It follows that $\mathcal{F}_{l}(V(r))$ is zero.
b) Under the conditions stated in $a$ ) we obtain the assertion with $\hat{u}=1$, so it remains to consider the case where both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$ for some $\alpha \in \boldsymbol{\Delta}^{+}$. Let $\beta_{1}, \ldots, \beta_{m} \in \boldsymbol{\Delta}^{+}$be the positive roots such that $q_{\beta_{i}}^{\left(l+\rho, \beta_{i}^{\vee}\right)}= \pm 1$. Consider the subgroup $U$ of $\hat{W}$ generated by the affine reflections corresponding to $\beta_{1}, \ldots, \beta_{m}$ and pick $\hat{u} \in U$ such that $r^{\prime}=\hat{u} . r$ is minimal. We claim that then $q_{\beta_{i}}^{\left(r^{\prime}+\rho, \beta_{i}^{\vee}\right)} \notin \pm q_{\beta_{i}}^{\mathbb{N}}$ for all $1 \leq i \leq m$. Indeed, if $q_{\beta_{i}}^{\left(r^{\prime}+\rho, \beta_{i}^{\vee}\right)} \in \pm q_{\beta_{i}}^{\mathbb{N}}$ we would get $s_{k, \beta_{i}} \cdot r^{\prime}<r^{\prime}$ for suitable $k$, contradicting our choice of $r^{\prime}$. Thus, by our definition of $r^{\prime}$ there is no $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{\left(r^{\prime}+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$.

We are thus back in a situation as in $a$ ). Using Theorem 5.43, we obtain an embedding

$$
V_{\mu, \lambda} \cong V_{u \mu, u \lambda} \cong \mathcal{F}_{l}(\hat{u} . r) \subseteq \mathcal{F}_{l}\left(M(\hat{u} . r)^{\vee}\right)
$$

where $u$ denotes the image of $\hat{u}$ under the canonical projection $\hat{W} \rightarrow W$. We may assume that $\hat{u}$ is of the form $\hat{u}=s_{k_{1}, \beta_{i_{1}}} \cdots s_{k_{p}, \beta_{i_{p}}} \in U$ such that

$$
s_{k_{1}, \beta_{i_{1}}} \cdots s_{k_{p}, \beta_{i_{p}}} \cdot r<s_{k_{2}, \beta_{i_{2}}} \cdots s_{k_{p}, \beta_{i_{p}}} \cdot r<\cdots<s_{k_{p}, \beta_{i_{p}}} \cdot r<r
$$

and we have $s_{k_{j}, \beta_{i_{j}}} \ldots s_{k_{p}, \beta_{i_{p}}} . l=l$ for all $1 \leq j \leq p$. In this situation, as in $a$ ), we see that the corresponding quotient maps

$$
\mathcal{F}_{l}\left(M(r)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M\left(s_{k_{p}, \beta_{i_{p}}} \cdot r\right)^{\vee}\right) \rightarrow \cdots \rightarrow \mathcal{F}_{l}\left(M(\hat{u} . r)^{\vee}\right)
$$

are all isomorphisms. Hence we get an inclusion $V_{\mu, \lambda} \subset \mathcal{F}_{l}\left(M(\hat{u} . r)^{\vee}\right) \cong \mathcal{F}_{l}\left(M(r)^{\vee}\right) \cong$ $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ as claimed.

Lemma 5.46. Assume $l \in \mathfrak{h}_{q}^{*}$ is dominant, and let $r, r^{\prime} \in l+\mathbf{P}$ with $\mathcal{F}_{l}(V(r)) \neq 0$. Then $\mathcal{F}_{l}(V(r)) \cong \mathcal{F}_{l}\left(V\left(r^{\prime}\right)\right)$ iff $r=r^{\prime}$.
Proof. Assume $r \neq r^{\prime}$ and $\mathcal{F}_{l}(V(r)) \cong \mathcal{F}_{l}\left(V\left(r^{\prime}\right)\right)$. Let us write $H=\mathcal{F}_{l}(V(r))$. Since $H \neq 0$, it is simple by Lemma 5.34. The adjointness relation from Proposition 5.32 implies that there are nonzero $U_{q}(\mathfrak{g})$-linear maps $\mathcal{T}_{l}(H) \rightarrow V(r), \mathcal{T}_{l}(H) \rightarrow V\left(r^{\prime}\right)$. These are necessarily surjective by the simplicity of $V(r), V\left(r^{\prime}\right)$. Consider the direct sum $\mathcal{T}_{l}(H) \rightarrow V(r) \oplus V\left(r^{\prime}\right)$ of the maps thus obtained. This map is again surjective because $V(r)$ is not isomorphic to $V\left(r^{\prime}\right)$. By exactness of $\mathcal{F}_{l}$ and Proposition 5.33 , we obtain a surjection $H \cong \mathcal{F}_{l} \mathcal{T}_{l}(H) \rightarrow \mathcal{F}_{l}(V(r)) \oplus \mathcal{F}_{l}\left(V\left(r^{\prime}\right)\right)$. This contradicts the simplicity of $H$. Hence $\mathcal{F}_{l}(V(r)) \neq \mathcal{F}_{l}\left(V\left(r^{\prime}\right)\right)$.

Theorem 5.47. Two simple Harish-Chandra modules of the form $V_{\mu, \lambda}$ and $V_{\mu^{\prime}, \lambda^{\prime}}$ for $(\mu, \lambda),\left(\mu^{\prime}, \lambda^{\prime}\right) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ are isomorphic iff there exists $w \in W$ such that $\left(\mu^{\prime}, \lambda^{\prime}\right)=$ $(w \mu, w \lambda)$.
Proof. Sufficiency was proven in Theorem 5.43, so it remains to check that the condition is necessary. Suppose then that $V_{\mu, \lambda} \cong V_{\mu^{\prime}, \lambda^{\prime}}$, and let $(l, r)$ and $\left(l^{\prime}, r^{\prime}\right)$ be the associated parameters in $\mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$. By Theorem $2.128, l$ and $l^{\prime}$ are $\hat{W}$-linked. Therefore, after applying the isomorphisms of Theorem 5.43, we may assume that $l=l^{\prime}$ and moreover that $l$ is dominant.

By Theorem $5.45 b$ ), we have $V_{\mu, \lambda} \cong \mathcal{F}_{l}(V(\hat{u} . r))$ and $V_{\mu^{\prime}, \lambda^{\prime}} \cong \mathcal{F}_{l}\left(V\left(\hat{v} . r^{\prime}\right)\right)$ for some $\hat{u}, \hat{v} \in \hat{W}$ such that $\hat{u} . l=\hat{v} . l=l$. By Lemma 5.46, this implies $\hat{u} . r=$ $\hat{v} . r^{\prime}$. Therefore, $\left(l^{\prime}, r^{\prime}\right)=\left(l, \hat{v}^{-1} \hat{u} . r\right)=\left(\hat{v}^{-1} \hat{u} . l, \hat{v}^{-1} \hat{u} . r\right)$ and hence $\left(\mu^{\prime}, \lambda^{\prime}\right)=$ $\left(v^{-1} u \mu, v^{-1} u \lambda\right)$, where $u$ and $v$ are the images in $W$ of the canonical quotient map $\hat{W} \rightarrow W$. This completes the proof.
Theorem 5.48. Every simple Harish-Chandra module is of the form $V_{\mu, \lambda}$ for some $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$.

Proof. Let $V$ be a simple Harish-Chandra module. Then the elements of the algebra $1 \otimes Z U_{q}(\mathfrak{g}) \subset F U_{q}(\mathfrak{g}) \otimes F U_{q}(\mathfrak{g})$ commute with the action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$, in particular with the action of $U_{q}^{\mathbb{R}}(\mathfrak{k})$. Hence they preserve the minimal $K_{q}$-type of $V$. According to Theorem 5.12 and Schur's Lemma they act by scalars. Hence, the action of $1 \otimes Z U_{q}(\mathfrak{g})$ is determined by a central character $\xi_{l}: Z U_{q}(\mathfrak{g}) \rightarrow \mathbb{C}$ for some $l \in \mathfrak{h}_{q}^{*}$, see Proposition 2.129. Since the central characters are invariant under the shifted $\hat{W}$-action by Theorem 2.128 we may assume without loss of generality that $l$ is dominant. It follows that $V$ is contained in $\mathrm{HC}_{l}$, and according to Lemma $5.34 V$ is isomorphic to $\mathcal{F}_{l}(V(r))$ for some simple module $V(r) \in \mathcal{O}_{l}$. Since $V \neq 0$, Lemma $5.45 a)$ shows that $V \cong \mathcal{F}_{l}(V(r)) \cong V_{\mu, \lambda}$ where $\mu=l-r$ and $\lambda=-l-r-2 \rho$.

Theorem 5.48 implies in particular that every irreducible Harish-Chandra module has a unique minimal $K_{q}$-type, which occurs with multiplicity one.

Theorem 5.49. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. Then the principal series module $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is an irreducible Yetter-Drinfeld module iff $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \neq q_{\alpha}^{ \pm\left(\left|\left(\mu, \alpha^{\vee}\right)\right|+2 k\right)}$ for all $k \in \mathbb{N}$ and all $\alpha \in \boldsymbol{\Delta}^{+}$.

Proof. The assumption on $(\mu, \lambda)$ is equivalent to saying that for every $\alpha \in \boldsymbol{\Delta}^{+}$we do not have nonzero integers $m, n \in \mathbb{Z}$ of the same sign such that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm q_{\alpha}^{m}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)}= \pm q_{\alpha}^{n}$.

We begin with the case where $l$ is dominant. Under the above condition, this means that for each $\alpha \in \boldsymbol{\Delta}^{+}$, either $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{Z}}$, in which case $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{Z}}$, or $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm q_{\alpha}^{m}$ for some $m \in \mathbb{N}$, in which case $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \notin \pm q_{\alpha}^{\mathbb{N}}$. In either case, $r$ is antidominant, so that $M(r)$ is irreducible by Theorem 4.15 and therefore $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \mathcal{F}_{l}\left(M(r)^{\vee}\right)$ is irreducible by Lemma 5.34 .

Conversely, if the above condition on $l$ and $r$ does not hold, with $l$ dominant, then there is some $\alpha \in \boldsymbol{\Delta}^{+}$such that $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)}$ both belong to $\pm q_{\alpha}^{\mathbb{N}}$. In this case, we have an embedding $M\left(s_{k, \alpha} \cdot r\right) \subset M(r)$ for some $k \in \mathbb{Z}_{2}$ by Theorem 4.14, and hence a surjective morphism

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \mathcal{F}_{l}\left(M(r)^{\vee}\right) \rightarrow \mathcal{F}_{l}\left(M\left(s_{k, \alpha} \cdot r\right)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right),
$$

where $\mu^{\prime}=l-s_{k, \alpha} . r$ and $\lambda=-l-s_{k, \alpha} . r-2 \rho$. Moreover, since $\left(\operatorname{Re}(l)+\rho, \alpha^{\vee}\right) \neq 0$, Lemma 5.44 shows that $\|\operatorname{Re}(l)-\operatorname{Re}(r)\|<\left\|\operatorname{Re}(l)-s_{\alpha} \cdot \operatorname{Re}(r)\right\|$, so that the minimal $K_{q}$-type of $\mathcal{F}_{l}\left(M\left(s_{k, \alpha} . r\right)^{\vee}\right)$ is strictly larger than that of $\mathcal{F}_{l}\left(M(r)^{\vee}\right)$. It follows that $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is not irreducible.

Consider now an arbitrary weight $(\mu, \lambda)$ and let $\hat{w} \in \hat{W}$ be such that $\hat{w} . l$ is dominant. Due to Theorem 5.47 we know that $V_{w \mu, w \lambda}$ has the same $K_{q}$-type multiplicities as $V_{\mu, \lambda}$, where $w \in W$ denotes the image of $\hat{w}$ under the canonical projection of $\hat{W}$ onto $W$. By Lemma 5.17, we also know that the principal series modules $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and $\Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$ have the same $K_{q}$-type multiplicities. Since the condition $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \neq q_{\alpha}^{ \pm\left(\left|\left(\mu, \alpha^{\vee}\right)\right|+2 k\right)}$ for all $k \in \mathbb{N}$ and all $\alpha \in \boldsymbol{\Delta}^{+}$is stable under the action of $W$, the result follows.
5.7. The principal series for $S L_{q}(2, \mathbb{C})$. In this section we will determine the structure of the principal series representations for $S L_{q}(2, \mathbb{C})$ as well as all intertwiners between them. As a result we obtain a complete classification of the irreducible Harish-Chandra modules for $S L_{q}(2, \mathbb{C})$. These results were first proven by Pusz-Woronowicz [65]. Here we obtain them as a consequence of the relationship between the categories $\mathrm{HC}_{l}$ and $\mathcal{O}_{l}$ described in the previous sections.

Recall that when $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{C})$ we identify $\mathfrak{h}^{*}$ with $\mathbb{C}$ via the correspondence which sends $\lambda \in \mathfrak{h}^{*}$ to $\frac{1}{2}\left(\lambda, \alpha^{\vee}\right)$. With this convention, $\mathbf{P}=\frac{1}{2} \mathbb{Z}, \mathbf{Q}^{\vee}=\mathbf{Q}=\mathbb{Z}$ and
$\mathfrak{h}_{q}^{*}=\mathbb{C} / i \hbar^{-1} \mathbb{Z}$. The unique simple root is $\alpha=1$ and we have $\rho=\frac{1}{2}$. It is important to note that the invariant bilinear form on $\mathfrak{h}^{*}$ is given by $\left(\lambda_{1}, \lambda_{2}\right)=2 \lambda_{1} \lambda_{2}$.

As in the previous section, for parameters $(\mu, \lambda) \in \frac{1}{2} \mathbb{Z} \times \mathbb{C} / i \hbar^{-1} \mathbb{Z}$, we let $(l, r) \in$ $\mathbb{C} / i \hbar^{-1} \mathbb{Z} \times \mathbb{C} / i \hbar^{-1} \mathbb{Z}$ denote a pair such that

$$
\mu=l-r, \quad \lambda+1=-l-r .
$$

There are always two such choices for $(l, r)$ which differ by $\left(\frac{1}{2} i \hbar^{-1}, \frac{1}{2} i \hbar^{-1}\right)$. A weight $l \in \mathbb{C} / i \hbar^{-1} \mathbb{Z}$ is dominant in the sense of Definition 4.6 iff

$$
l+\frac{1}{2} \notin-\frac{1}{2} \mathbb{N} \bmod \frac{1}{4} i \hbar^{-1} \mathbb{Z}
$$

and antidominant iff

$$
l+\frac{1}{2} \notin \frac{1}{2} \mathbb{N} \bmod \frac{1}{4} i \hbar^{-1} \mathbb{Z}
$$

where as usual $\mathbb{N}=\{1,2,3, \ldots\}$.
Theorem 5.50. Let $(\mu, \lambda) \in \frac{1}{2} \mathbb{Z} \times \mathbb{C} / i \hbar^{-1} \mathbb{Z}$. The principal series representation $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ for $S L_{q}(2, \mathbb{C})$ is irreducible iff $\lambda \notin \pm(|\mu|+\mathbb{N}) \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$. Moreover, when $\lambda \in \pm(|\mu|+\mathbb{N}) \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$ the simple module $V_{\mu, \lambda}$ is finite dimensional and $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is a non-split extension of simple modules as follows:

$$
\begin{array}{ll}
0 \rightarrow V_{\mu, \lambda} \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\lambda, \mu}\right) \rightarrow 0 & \text { if } \lambda \in-|\mu|-\mathbb{N} \\
0 \rightarrow V_{\mu, \lambda} \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\lambda+\frac{1}{2} i \hbar^{-1}, \mu+\frac{1}{2} i \hbar^{-1}}\right) \rightarrow 0 & \text { if } \lambda \in-|\mu|-\mathbb{N}+\frac{1}{2} i \hbar^{-1} \mathbb{Z} \\
0 \rightarrow \Gamma\left(\mathcal{E}_{\lambda, \mu}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow V_{\mu, \lambda} \rightarrow 0 & \text { if } \lambda \in|\mu|+\mathbb{N} \\
0 \rightarrow \Gamma\left(\mathcal{E}_{\lambda+\frac{1}{2} i \hbar^{-1}, \mu+\frac{1}{2} i \hbar^{-1}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow V_{\mu, \lambda} \rightarrow 0 & \text { if } \lambda \in|\mu|+\mathbb{N}+\frac{1}{2} i \hbar^{-1} \mathbb{Z}
\end{array}
$$

Proof. The statement about irreducibility follows directly from Theorem 5.49 .
If $\lambda \in-|\mu|-\mathbb{N}$ then $l+\frac{1}{2}, r+\frac{1}{2} \in \frac{1}{2} \mathbb{N}$, so that $l$ is dominant and regular and $r$ is not antidominant. We have a short exact sequence in category $\mathcal{O}$,

$$
0 \rightarrow V(r) \rightarrow M(r)^{\vee} \rightarrow M(-r-1)^{\vee} \rightarrow 0
$$

Note that $\mathcal{F}_{l}\left(M(-r-1)^{\vee}\right) \cong \Gamma\left(\mathcal{E}_{-\lambda,-\mu}\right)$ is irreducible, and so is isomorphic to $\Gamma\left(\mathcal{E}_{\lambda, \mu}\right)$ by Theorem 5.47. Therefore, applying the functor $\mathcal{F}_{l}$ to the above short exact sequence gives the first of the stated extensions. It is non-split by Theorem 5.39. To see that $V_{\mu, \lambda}$ is finite dimensional, it suffices to compare the $K_{q}$-type multiplicities in the two principal series representations in the extension. Specifically, Lemma 5.17 shows that $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ contains the $K_{q}$-types with highest weights $\nu \in|\mu|+\mathbb{N}$, each with multiplicity one.

The case $\lambda \in-|\mu|-\mathbb{N}+\frac{1}{2} i \hbar^{-1}$ is obtained similarly, and the final two cases follow by duality using Lemma 5.21 .

Theorem 5.51. The following is an exhaustive list of non-zero intertwining operators between principal series representations of $S L_{q}(2, \mathbb{C})$.

1. Trivial intertwiners: For every $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$, the only self-intertwiners $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ are the scalar multiples of the identity.
2. Standard intertwiners: For every $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ there is a unique intertwiner, up to scalars, $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ as follows:
a) If $\lambda \in-|\mu|-\mathbb{N} \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$ the intertwiner is Fredholm with kernel and cokernel isomorphic to $V_{\mu, \lambda}$.
b) If $\lambda \in|\mu|+\mathbb{N} \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$ the intertwiner is finite-rank and factors through $V_{\mu, \lambda}$.
c) Otherwise, the intertwiner is bijective.
3. Z̆elobenko intertwiners: With $\lambda \in-|\mu|-\mathbb{N}$, there are additional intertwiners as follows:

and

where the right- and left-pointing horizontal arrows are the standard intertwiners from 2a) and b) respectively, the vertical arrows are the standard intertwiners from 2c), and the diagonal arrows are obtained using the extensions in Theorem 5.50. These diagrams commute, up to scalar multiple, except for the finite rank intertwiners from right to left which have composition zero with any other.

Proof. By Theorem 5.50 $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is either simple or a non-split extension of two nonisomorphic simple modules. In either case, $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ does not admit any nontrivial self-intertwiners.

Inspecting the extensions in Theorem 5.50, we see that the non-simple principal series representations are all mutually non-isomorphic. It follows that there exists a unique intertwiner, up to scalars, between two principal series modules $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$ and $\Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ if and only if $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$ admits a simple quotient which is isomorphic to a simple submodule of $\Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$. The simple Harish-Chandra modules are all of the form $V_{\mu, \lambda}$ for some $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$, and we have $V_{\mu, \lambda}=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ if $\lambda \notin$ $\pm(|\mu|+\mathbb{N}) \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$. Also, by Theorem 5.47 we have $V_{\mu, \lambda} \cong V_{\mu^{\prime}, \lambda^{\prime}}$ if and only if $\left(\mu^{\prime}, \lambda^{\prime}\right)= \pm(\mu, \lambda)$. Therefore, to complete the proof, we can make a case-by-case examination using the structure of the principal series modules given in Theorem 5.50 .

Here are the details. First, consider the case where both $\lambda_{1} \notin \pm\left(\left|\mu_{1}\right|+\mathbb{N}\right) \bmod$ $\frac{1}{2} i \hbar^{-1} \mathbb{Z}$ and $\lambda_{2} \notin \pm\left(\left|\mu_{2}\right|+\mathbb{N}\right) \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$. Then $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$ and $\Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ are both simple, so the only nontrivial intertwiners in this situation are the bijective intertwiners $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ from case $\left.2 c\right)$.

Next, we consider the cases where either $\lambda_{1} \in \pm\left(\left|\mu_{1}\right|+\mathbb{N}\right)$ or $\lambda_{2} \in \pm\left(\left|\mu_{2}\right|+\mathbb{N}\right)$ on the nose. We will obtain precisely the intertwiners in the first diagram from part 3.

- If $\lambda_{1} \in-\left|\mu_{1}\right|-\mathbb{N}$ then the image of $T$ must be isomorphic to $\Gamma\left(\mathcal{E}_{\lambda_{1}, \mu_{1}}\right)=$ $V_{\lambda_{1}, \mu_{1}}$. The only principal series modules which contain $\Gamma\left(\mathcal{E}_{\lambda_{1}, \mu_{1}}\right)$ as a submodule are $\Gamma\left(\mathcal{E}_{\lambda_{1}, \mu_{1}}\right)$ itself, $\Gamma\left(\mathcal{E}_{-\lambda_{1},-\mu_{1}}\right)$ which is simple and isomorphic to $\Gamma\left(\mathcal{E}_{\lambda_{1}, \mu_{1}}\right)$, and $\Gamma\left(\mathcal{E}_{-\mu_{1},-\lambda_{1}}\right)$ which contains $\Gamma\left(\mathcal{E}_{-\lambda_{1},-\mu_{1}}\right)$ as a proper submodule according to Theorem 5.50. These correspond to the three intertwiners issuing from the left-hand module in the first diagram.
- If $\lambda_{1} \in\left|\mu_{1}\right|+\mathbb{N}$ then the image of $T$ must be isomorphic to $V_{\mu_{1}, \lambda_{1}}$ and the only principal series module containing this as a submodule is $\Gamma\left(\mathcal{E}_{-\mu_{1},-\lambda_{1}}\right)$. This corresponds to the horizontal arrow from right to left.
- If $\lambda_{2} \in-\left|\mu_{2}\right|-\mathbb{N}$ then the image of $T$ must be isomorphic to $V_{\mu_{2}, \lambda_{2}}$ and the only principal series admitting this as a quotient module is $\Gamma\left(\mathcal{E}_{-\mu_{2},-\lambda_{2}}\right)$. This corresponds again to the horizontal arrow from right to left.
- If $\lambda_{2} \in\left|\mu_{2}\right|+\mathbb{N}$ then the image of $T$ must be isomorphic to $\Gamma\left(\mathcal{E}_{\lambda_{2}, \mu_{2}}\right)$ and the only principal series modules admitting this as a quotient module are $\Gamma\left(\mathcal{E}_{\lambda_{2}, \mu_{2}}\right) \cong \Gamma\left(\mathcal{E}_{-\lambda_{2},-\mu_{2}}\right)$ and the non-simple module $\Gamma\left(\mathcal{E}_{-\mu_{2},-\lambda_{2}}\right)$. These correspond to the three intertwiners mapping to the right-hand module.
Finally, the cases where $\lambda_{1} \in \pm\left(\left|\mu_{1}\right|+\mathbb{N}\right)+\frac{1}{2} i \hbar^{-1}$ or $\lambda_{2} \in \pm\left(\left|\mu_{2}\right|+\mathbb{N}\right)+\frac{1}{2} i \hbar^{-1}$ are treated similarly, and we obtain the intertwiners in the second diagram from part 3 .

We note that the two diagrams in part 3 of Theorem 5.51 are related by the action of the group $Z=\mathbf{P}^{\vee} / \mathbf{Q}^{\vee} \cong \mathbb{Z}_{2}$ which is described in Subsection 5.4.3. More precisely, the representations in the second diagram become isomorphic to the corresponding representations in the first diagram upon tensoring by the one-dimensional module $\mathbb{C}_{\frac{1}{2} i \hbar^{-1}}$, see Lemma 5.19 . Therefore, the corresponding principal series representations in these diagrams become identical upon restriction to the "connected component" $S L_{q}(2, \mathbb{C})^{0}$. Moreover, under the canonical identification of the vector spaces $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)=\Gamma\left(\mathcal{E}_{\mu, \lambda+\frac{1}{2} i \hbar^{-1}}\right)$ for each pair $(\mu, \lambda)$, the corresponding intertwiners in the two diagrams are given by exactly the same linear operators.

Finally, let us remark that the Z̆elobenko intertwiners can be interpreted geometrically. For instance, from the case $(\mu, \lambda)=(0,1)$ we obtain a system of $\mathfrak{D}\left(G_{q}\right)$-linear operators

where $\mathbb{C}$ carries the trivial representation. In Subsection 5.8.3, we will show that the diagonal intertwiners in this diagram are given by the right regular action of the elements $E$ or $F$ in $U_{q}^{\mathbb{R}}(\mathfrak{k})$.

The principal series representation $\Gamma\left(\mathcal{E}_{0,-1}\right)$ is the quantum analogue of the space of polynomial functions on the flag variety $G / B$. In this vein, the above diagram can be viewed as a quantum analogue of the $(\partial, \bar{\partial})$-complex:

Similarly, from the other values of $(\mu, \lambda)$ appearing in part 3 of Theorem 5.51 we obtain quantum analogues of the $(\partial, \bar{\partial})$-complex twisted by a $G$-equivariant vector bundle.

### 5.8. Intertwining operators in higher rank.

5.8.1. Intertwiners in the compact picture. Fix $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. Let $f=\left\langle v^{\prime}\right| \bullet|v\rangle \in$ $\mathfrak{C}^{\infty}\left(K_{q}\right)$ and $\xi=\left\langle w^{\prime}\right| \bullet|w\rangle \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ be matrix coefficients of finite dimensional $\mathfrak{D}\left(K_{q}\right)$-modules $V$ and $W$, respectively. That is, we have $v \in V, v^{\prime} \in V^{*}, w \in$ $W, w^{\prime} \in W^{*}$, and moreover $w$ has weight $\mu$. Let $e_{1}, \ldots, e_{n}$ be a weight basis for $V$, with $e_{j}$ of weight $\epsilon_{j}$ for each $1 \leq j \leq n$, and let $e^{1}, \ldots e^{n}$ be the dual basis of $V^{*}$.

We shall write ${ }^{\mathrm{c}} V$ for the dual space $V^{*}$ equipped with the precontragredient representation of $U_{q}^{\mathbb{R}}(\mathfrak{k})$, namely

$$
\left(X \cdot v^{\prime}\right)(v)=v^{\prime}\left(\hat{S}^{-1}(X) \cdot v\right)
$$

for $X \in U_{q}^{\mathbb{R}}(\mathfrak{k}), v^{\prime} \in{ }^{\mathrm{c}} V$ and $v \in V$. This is relevant for the antipode in $\mathfrak{C}^{\infty}\left(K_{q}\right)$, since

$$
S\left(\left\langle v^{\prime}\right| \bullet|v\rangle\right)=\langle v| \bullet\left|v^{\prime}\right\rangle,
$$

where the latter is a matrix coefficient for the pre-contragredient representation ${ }^{\mathrm{c}} V$.
Lemma 5.52. With the above notation, the Yetter-Drinfeld action of $f=\left\langle v^{\prime}\right| \bullet|v\rangle \in$ $\mathfrak{C}^{\infty}\left(K_{q}\right)$ on $\xi=\left\langle w^{\prime}\right| \bullet|w\rangle \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ becomes

$$
\begin{aligned}
f \cdot \xi & =\sum_{j}\left(K_{2 \rho+\lambda},\left\langle e^{j}\right| \bullet\left|e_{j}\right\rangle\right)\left\langle v \otimes w^{\prime} \otimes v^{\prime}\right| \bullet\left|e^{j} \otimes w \otimes e_{j}\right\rangle \\
& =\sum_{j} q^{\left(\lambda+2 \rho, \epsilon_{j}\right)}\left\langle v \otimes w^{\prime} \otimes v^{\prime}\right| \bullet\left|e^{j} \otimes w \otimes e_{j}\right\rangle,
\end{aligned}
$$

where the latter is viewed as a matrix coefficient for ${ }^{c} V \otimes W \otimes V$.
Proof. This follows immediately from the definitions. Indeed, we compute

$$
\begin{aligned}
(x, f \cdot \xi) & =\left(x, f_{(1)} \xi S\left(f_{(3)}\right)\right)\left(K_{2 \rho+\lambda}, f_{(2)}\right) \\
& =\left(x_{(3)}, f_{(1)}\right)\left(x_{(2)}, \xi\right)\left(x_{(1)}, S\left(f_{(3)}\right)\right)\left(K_{2 \rho+\lambda}, f_{(2)}\right) \\
& =\sum_{i, j}\left(K_{2 \rho+\lambda},\left\langle e^{i}\right| \bullet\left|e_{j}\right\rangle\right)\left(x_{(1)},\langle v| \bullet\left|e^{j}\right\rangle\right)\left(x_{(2)},\left\langle w^{\prime}\right| \bullet|w\rangle\right)\left(x_{(3)},\left\langle v^{\prime}\right| \bullet\left|e_{i}\right\rangle\right) \\
& =\sum_{j}\left(x,\left(K_{2 \rho+\lambda},\left\langle e^{j}\right| \bullet\left|e_{j}\right\rangle\right)\left\langle v \otimes w^{\prime} \otimes v^{\prime}\right| \bullet\left|e^{j} \otimes w \otimes e_{j}\right\rangle\right)
\end{aligned}
$$

for all $x \in \mathfrak{D}\left(K_{q}\right)$, as desired.
Let $T \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ be an element of weight $\beta \in \mathbf{P}$ for the adjoint action, meaning

$$
K_{\lambda} T K_{-\lambda}=q^{(\lambda, \beta)} T
$$

for all $\lambda \in \mathbf{P}$. Then the right regular action of $T$ on $\mathfrak{C}^{\infty}\left(K_{q}\right)$,

$$
T \rightarrow \xi=\left(T, \xi_{(2)}\right) \xi_{(1)}
$$

restricts to a morphism of $\mathfrak{D}\left(K_{q}\right)$-modules $\Gamma\left(\mathcal{E}_{\mu}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu+\beta}\right)$ for any $\mu \in \mathbf{P}$. We will denote this morphism simply by $T$.

In general, any $\mathfrak{D}\left(K_{q}\right)$-linear map $f: \Gamma\left(\mathcal{E}_{\mu}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu+\beta}\right)$ is of this form for some (in fact, many) $T \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$. To confirm this, use the Peter-Weyl decomposition of $\mathfrak{C}^{\infty}\left(K_{q}\right)$ to write $f$ in the form

$$
f=\bigoplus_{\sigma \in \mathbf{P}^{+}} \mathrm{id} \otimes T_{\sigma}: \bigoplus_{\sigma \in \mathbf{P}^{+}} V(\sigma)^{*} \otimes V(\sigma)_{\mu} \rightarrow \bigoplus_{\sigma \in \mathbf{P}^{+}} V(\sigma)^{*} \otimes V(\sigma)_{\mu+\beta}
$$

for some family of linear maps $T_{\sigma}: V(\sigma)_{\mu} \rightarrow V(\sigma)_{\mu+\beta}$. Extend these maps to $T_{\sigma}: V(\sigma) \rightarrow V(\sigma)$, for instance by zero on all other weight spaces, to obtain $T=\bigoplus_{\sigma} T_{\sigma} \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ which acts as $f$.

Given this characterization of the $\mathfrak{D}\left(K_{q}\right)$-linear maps between principal series representations, Lemma 5.52 immediately yields the following characterization of intertwiners of principal series representations.

Lemma 5.53. Fix $\left(\mu_{1}, \lambda_{1}\right),\left(\mu_{2}, \lambda_{2}\right) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and let $T \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ have weight $\mu_{2}-\mu_{1}$ for the adjoint action. Then the following conditions are equivalent.
a) $T: \Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ is an intertwiner of $\mathfrak{D}\left(G_{q}\right)$-modules.
b) For any finite dimensional $\mathfrak{D}\left(K_{q}\right)$-modules $V$ and $W$, for any $w \in W_{\mu_{1}}$ we have

$$
\sum_{j} q^{\left(\lambda_{1}+2 \rho, \epsilon_{j}\right)} T \cdot\left(e^{j} \otimes w \otimes e_{j}\right)=\sum_{j} q^{\left(\lambda_{2}+2 \rho, \epsilon_{j}\right)} e^{j} \otimes T \cdot w \otimes e_{j}
$$

where $e_{1}, \ldots, e_{m}$ is a weight basis for $V$ with weights $\epsilon_{1}, \ldots, \epsilon_{m}$, respectively, and $e^{1}, \ldots, e^{m}$ is the dual basis of ${ }^{c} V$.
5.8.2. Intertwiners associated to simple roots. Fix a simple root $\alpha$. Consider the Hopf $*$-algebra $U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{s u}(2))$ generated by elements $E, F$ and $K=K_{\varpi}$ as usual, where $\varpi$ is the fundamental weight of $\mathfrak{s l}(2, \mathbb{C})$. We write $U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{p s u}(2))$ for the $*-$ Hopf subalgebra generated by $E, F$ and $K_{\alpha}=K^{2}$.

There is a unique Hopf $*$-algebra morphism

$$
\iota_{\alpha}: U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{p s u}(2)) \rightarrow U_{q}^{\mathbb{R}}(\mathfrak{k})
$$

sending $E, F, K^{2}$ to $E_{\alpha}, F_{\alpha}, K_{\alpha}$, respectively. In this way, every $U_{q}^{\mathbb{R}}(\mathfrak{k})$-module $V$ restricts to a $U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{p s u}(2))$-module. If $V$ is integrable then the restriction extends uniquely to an integrable module over $U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{s u}(2))$, where $K$ acts by the positive square root of $K^{2}$. This gives a well-defined restriction functor from integrable $U_{q}^{\mathbb{R}}(\mathfrak{k})$-modules to integrable $U_{q_{\alpha}}^{\mathbb{R}}(\mathfrak{s u}(2))$-modules and thus a map

$$
\iota_{\alpha}: \mathfrak{D}\left(S U_{q_{\alpha}}(2)\right) \rightarrow \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)
$$

We will write $S_{\alpha}$ for the quantum subgroup of $K_{q}$ which is obtained in this way.
Let $V$ be an integrable $U_{q}^{\mathbb{R}}(\mathfrak{k})$-module. If $v \in V$ is a weight vector of weight $\mu \in \mathbf{P}$, then

$$
\iota_{\alpha}(K) \cdot v=q^{\frac{1}{2}(\alpha, \mu)} v=q_{\alpha}^{\frac{1}{2}\left(\alpha^{\vee}, \mu\right)} v .
$$

In other words, upon restricting $V$ to a $\mathfrak{D}\left(S_{\alpha}\right)$-module, $v$ has weight $\frac{1}{2}\left(\alpha^{\vee}, \mu\right) \in \frac{1}{2} \mathbb{Z}$. Motivated by this, we define

$$
\mu_{\alpha}=\frac{1}{2}\left(\alpha^{\vee}, \mu\right),
$$

and call it the restriction of $\mu$ with respect to $\alpha$. Note in particular that $\rho_{\alpha}=\frac{1}{2}$.
More generally, we write $\lambda_{\alpha}=\frac{1}{2}\left(\lambda, \alpha^{\vee}\right) \in \mathbb{C}$ for any $\lambda \in \mathfrak{h}^{*}$. This yields the orthogonal decomposition

$$
\lambda=\lambda^{\prime}+\lambda_{\alpha} \alpha
$$

where $\lambda^{\prime}=\lambda-\lambda_{\alpha} \alpha \in \alpha^{\perp}$.
We also wish to define $\lambda_{\alpha}$ when $\lambda \in \mathfrak{h}_{q}^{*}=\mathfrak{h}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$. We have

$$
\frac{1}{2}\left(i \hbar^{-1} \mathbf{Q}^{\vee}, \alpha^{\vee}\right)=\frac{1}{2} i \hbar^{-1} d_{\alpha}^{-1}\left(\mathbf{Q}^{\vee}, \alpha\right) \subseteq \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}
$$

where we are using the notation $\hbar_{\alpha}=d_{\alpha} \hbar$. Therefore, we obtain a map

$$
\mathfrak{h}_{q}^{*} \rightarrow \mathbb{C} / \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z} ; \quad \lambda \mapsto \lambda_{\alpha} .
$$

We point out that that the factor of $\frac{1}{2}$ in the above quotient means that the restriction of parameters

$$
\begin{aligned}
\mathbf{P} \times \mathfrak{h}_{q}^{*} & \rightarrow \frac{1}{2} \mathbb{Z} \times \mathbb{C} / \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z} \\
(\mu, \lambda) & \mapsto\left(\mu_{\alpha}, \lambda_{\alpha}\right)
\end{aligned}
$$

sends principal series parameters for $G_{q}$ to principal series parameters for the complex quantum group $S L_{q_{\alpha}}(2, \mathbb{C})^{0}$ rather than $S L_{q_{\alpha}}(2, \mathbb{C})$, see the remarks at the end of Subsection 5.1.1. This point will not play a significant role in what follows, thanks to the observation after Theorem 5.51 that the intertwining operators corresponding to different lifts of $\lambda_{\alpha}$ to $\mathbb{C} / i \hbar_{\alpha}^{-1} \mathbb{Z}$ coincide.

Recall from Subsection 5.8.1 that the intertwiners of $S L_{q_{\alpha}}(2, \mathbb{C})$-principal series representations are always given by the right regular action of some element $T \in$ $\mathcal{M}\left(\mathfrak{D}\left(S U_{q_{\alpha}}(2)\right)\right)$. Since $\alpha$ is a simple root, we can map $T$ to an element $T_{\alpha}=$
$\iota_{\alpha}(T) \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ as described above. We will show that the right regular action of $T_{\alpha}$ is itself an intertwiner of appropriate $G_{q}$-principal series representations.
Lemma 5.54. Let $\alpha$ be a simple root, and suppose the right regular action of $T \in \mathcal{M}\left(\mathfrak{D}\left(S U_{q_{\alpha}}(2)\right)\right)$ defines an intertwiner of $S L_{q_{\alpha}}(2, \mathbb{C})$-principal series representations

$$
T: \Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)
$$

for some $\left(\mu_{1}, \lambda_{1}\right),\left(\mu_{2}, \lambda_{2}\right) \in \frac{1}{2} \mathbb{Z} \times \mathbb{C} / i \hbar_{\alpha}^{-1} \mathbb{Z}$. Then the right regular action of the corresponding element $T_{\alpha} \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ defines an intertwiner of $G_{q}$-principal series representations

$$
T_{\alpha}: \Gamma\left(\mathcal{E}_{\mu^{\prime}+\mu_{1} \alpha, \lambda^{\prime}+\lambda_{1} \alpha}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu^{\prime}+\mu_{2} \alpha, \lambda^{\prime}+\lambda_{2} \alpha}\right),
$$

for any $s_{\alpha}$-fixed points $\mu^{\prime} \in \mathfrak{h}^{*}$ and $\lambda^{\prime} \in \mathfrak{h}_{q}^{*}$ such that $\mu^{\prime}+\mu_{i} \alpha \in \mathbf{P}$ for $i=1,2$. Moreover, the intertwiner $T_{\alpha}$ is injective or surjective if and only if $T: \Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right) \rightarrow$ $\Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ is injective or surjective, respectively. Likewise $T_{\alpha}$ is injective on the minimal $K_{q}$-type if and only if $T: \Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ is injective on the minimal $S U_{q_{\alpha}}(2)$-type.

Proof. We will appeal to Lemma 5.53 Let $V$ and $W$ be finite dimensional essential $\mathfrak{D}\left(K_{q}\right)$-modules and let $w \in W_{\mu^{\prime}+\mu_{1} \alpha}$. We need to fix a weight basis for $V$; let us do so by first decomposing $V$ into $\mathfrak{D}\left(S_{\alpha}\right)$-submodules, $V=\bigoplus_{i} V_{i}$, and then fixing a weight basis $\left(e_{i, j}\right)_{j=1}^{N_{i}}$ for each $V_{i}$. Let $\epsilon_{i, j}$ denote the weight of $e_{i, j}$. Note that the weights in any fixed $V_{i}$ differ by multiples of $\alpha$, so that we can write

$$
\epsilon_{i, j}=\epsilon_{i}^{\prime}+k_{i, j} \alpha
$$

where $k_{i, j}=\frac{1}{2}\left(\epsilon_{i, j}, \alpha^{\vee}\right) \in \frac{1}{2} \mathbb{Z}$ is the weight of $e_{i, j}$ in $V_{i}$ as a $\mathfrak{D}\left(S_{\alpha}\right)$-module, and the orthogonal component $\epsilon_{i}^{\prime}$ does not depend on $j$. The analogous orthogonal decomposition of $\rho$ is

$$
\rho=\rho^{\prime}+\rho_{\alpha} \alpha=\rho^{\prime}+\frac{1}{2} \alpha,
$$

where $\rho^{\prime}=\rho-\frac{1}{2} \alpha$. Note that $\frac{1}{2} \alpha$ is itself the half-sum of positive roots associated to the quantum subgroup $S_{\alpha}$.

Now we calculate, as in Lemma 5.53,

$$
\begin{aligned}
& \sum_{i, j} q^{\left(\lambda^{\prime}+\lambda_{1} \alpha+2 \rho, \epsilon_{i, j}\right)} T_{\alpha}\left(e^{i, j} \otimes w \otimes e_{i, j}\right) \\
& \quad=\sum_{i} q^{\left(\lambda^{\prime}+2 \rho^{\prime}, \epsilon_{i}^{\prime}\right)}\left(\sum_{j} q^{\left(\lambda_{1} \alpha+\alpha, k_{i, j} \alpha\right)} T_{\alpha}\left(e^{i, j} \otimes w \otimes e_{i, j}\right)\right) \\
& \quad=\sum_{i} q^{\left(\lambda^{\prime}+2 \rho^{\prime}, \epsilon_{i}^{\prime}\right)}\left(\sum_{j} q_{\alpha}^{2\left(\lambda_{1}+1\right) k_{i, j}} T_{\alpha}\left(e^{i, j} \otimes w \otimes e_{i, j}\right)\right)
\end{aligned}
$$

Recall that for the Lie algebra $\mathfrak{s l}(2, \mathbb{C})$ with the identification $\mathfrak{h}^{*} \cong \mathbb{C}$, the bilinear form on $\mathfrak{h}^{*}$ is given by $\left(\nu_{1}, \nu_{2}\right)=2 \nu_{1} \nu_{2}$ and the half-sum of positive roots is $\frac{1}{2}$. Therefore, since $T$ defines an $S L_{q_{\alpha}}(2, \mathbb{C})$-intertwiner from $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$ to $\Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$, Lemma 5.53 for the group $S L_{q_{\alpha}}(2, \mathbb{C})$ shows that the above sum equals

$$
\begin{gathered}
\sum_{i} q^{\left(\lambda^{\prime}+2 \rho^{\prime}, \epsilon_{i}^{\prime}\right)}\left(\sum_{j} q_{\alpha}^{2\left(\lambda_{2}+1\right) k_{i, j}} e^{i, j} \otimes T_{\alpha}(w) \otimes e_{i, j}\right) \\
=\sum_{i, j} q^{\left(\lambda^{\prime}+\lambda_{2} \alpha+2 \rho, \epsilon_{i, j}\right)} e^{i, j} \otimes T_{\alpha}(w) \otimes e_{i, j}
\end{gathered}
$$

Thus $T_{\alpha}$ satisfies the condition of Lemma 5.53 for $G_{q}$, and so $T_{\alpha}: \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right) \rightarrow$ $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is an intertwiner of $G_{q}$-representations.

For the statement concerning injectivity, note that $\Gamma\left(\mathcal{E}_{\mu^{\prime}+\mu_{1} \alpha, \lambda^{\prime}+\lambda_{1} \alpha}\right)$ is spanned by matrix coefficients of the form $\xi=\left\langle v^{\prime}\right| \bullet|v\rangle$ with $v^{\prime} \in V(\nu)^{*}$ and $v \in V(\nu)_{\mu^{\prime}+\mu_{1} \alpha}$ where $\nu \in \mathbf{P}^{+}$, and where we may moreover assume that $v$ belongs to some simple $\mathfrak{D}\left(S_{\alpha}\right)$-submodule of $V(\nu)$. Note that $v$ has weight $\mu_{1}$ for the $\mathfrak{D}\left(S_{\alpha}\right)$-action, and so the highest weight of its $\mathfrak{D}\left(S_{\alpha}\right)$-submodule is equal to $\left|\mu_{1}\right|+n$ for some $n \in \mathbb{N}_{0}$. Moreover, every such highest weight in $\left|\mu_{1}\right|+\mathbf{N}_{0}$ can occur for $\nu$ sufficiently large. Since $T_{\alpha}\left(\left\langle v^{\prime}\right| \bullet|v\rangle\right)=\left\langle v^{\prime}\right| \bullet\left|\iota_{\alpha}(T) \cdot v\right\rangle$, it follows that $T_{\alpha}$ annihilates $\xi$ if and only if the action of $T$ annihilates the $\mu_{1}$-weight space of $V\left(\left|\mu_{1}\right|+n\right)$. Therefore $T_{\alpha}$ is injective if and only if $T$ acts injectively on the $\mu_{1}$-weight space of every simple $\mathfrak{D}\left(S U_{q_{\alpha}}(2)\right)$-module, and hence if and only if $T: \Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu_{2}, \lambda_{2}}\right)$ is injective.

The statement about surjectivity is proven similarly.
Finally, suppose $\xi=\left\langle v^{\prime}\right| \bullet|v\rangle$ belongs to the minimal $K_{q}$-type in $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$. Then $v$ is an extremal weight vector in $V\left(\mu^{\prime}+\mu_{1} \alpha\right)$, meaning that its weight lies in the Weyl orbit of the highest weight $\mu^{\prime}+\mu_{1} \alpha$. In particular, $v$ is annihilated by either $E_{\alpha}$ or $F_{\alpha}$, so that it is an extremal weight vector in the $\mathfrak{D}\left(S_{\alpha}\right)$-submodule it generates, which must therefore have highest weight $\left|\mu_{1}\right|$. Since $\left|\mu_{1}\right|$ is the minimal $S_{\alpha}$-type of $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$, it follows that $T_{\alpha}$ annihilates $\xi$ if and only if $T$ annihilates the minimal $S_{\alpha}$-type of $\Gamma\left(\mathcal{E}_{\mu_{1}, \lambda_{1}}\right)$.

Theorem 5.55. Fix a simple root $\alpha$. For any $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ there exists a nonzero intertwiner

$$
T_{\alpha}: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right),
$$

where $T \in \mathfrak{D}\left(S U_{q_{\alpha}}(2)\right)$ implements the intertwiner $T: \Gamma\left(\mathcal{E}_{\mu_{\alpha}, \lambda_{\alpha}}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu_{\alpha},-\lambda_{\alpha}}\right)$ of $S L_{q_{\alpha}}(2, \mathbb{C})^{0}$-principal series. We can identify the following particular cases:
a) If $\lambda_{\alpha} \in-\left|\mu_{\alpha}\right|-\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$, then the intertwiner is zero on the minimal $K_{q}$-type of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$.
b) If $\lambda_{\alpha} \in\left|\mu_{\alpha}\right|+\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$, then the intertwiner is nonzero on the minimal $K_{q}$-type, but is not bijective.
c) If $\pm \lambda_{\alpha} \notin\left|\mu_{\alpha}\right|+\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$, the intertwiner is bijective.

Moreover, if $\lambda_{\alpha} \in-\left(\left|\mu_{\alpha}\right|+\mathbb{N}\right) \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$, then we have additional Z̆elobenko intertwiners as follows:

where $m=2 \operatorname{Re}\left(r_{\alpha}\right)+1=-\mu_{\alpha}-\operatorname{Re}\left(\lambda_{\alpha}\right), n=2 \operatorname{Re}\left(l_{\alpha}\right)+1=\mu_{\alpha}-\operatorname{Re}\left(\lambda_{\alpha}\right)$, and where the horizontal and vertical arrows are those from a), b) and c) above.

Proof. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. As usual, we write $\mu^{\prime}=\mu-\mu_{\alpha} \alpha$ for the component of $\mu$ orthogonal to $\alpha$, so that

$$
\mu=\mu^{\prime}+\mu_{\alpha} \alpha, \quad s_{\alpha} \mu=\mu^{\prime}-\mu_{\alpha} \alpha .
$$

With $\lambda$ we must be a little careful since in general $\lambda_{\alpha}$ is only well-defined modulo $\frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$ rather than $i \hbar_{\alpha}^{-1} \mathbb{Z}$. Let $\tilde{\lambda} \in \mathfrak{h}^{*}$ be any lift of $\lambda \in \mathfrak{h}_{q}^{*}$ and put $\tilde{\lambda}^{\prime}=\tilde{\lambda}-\tilde{\lambda}_{\alpha} \alpha$. If we write $\lambda^{\prime}$ for the projection of $\tilde{\lambda}^{\prime}$ in $\mathfrak{h}_{q}^{*}$, then

$$
\lambda=\lambda^{\prime}+\tilde{\lambda}_{\alpha} \alpha, \quad s_{\alpha} \lambda=\lambda^{\prime}-\tilde{\lambda}_{\alpha} \alpha
$$

Hence applying Lemma 5.54 to the standard $S L_{q_{\alpha}}(2, \mathbb{C})$-intertwiner $T: \Gamma\left(\mathcal{E}_{\mu_{\alpha}, \tilde{\lambda}_{\alpha}}\right) \rightarrow$ $\Gamma\left(\mathcal{E}_{-\mu_{\alpha},-\tilde{\lambda}_{\alpha}}\right)$ from Theorem 5.51 (2) yields the intertwiner

$$
T_{\alpha}: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right) .
$$

We remark that a different choice of lift $\tilde{\lambda}$ would only alter $\tilde{\lambda}_{\alpha}$ by an integer multiple of $\frac{1}{2} i \hbar_{\alpha}^{-1}$, and so would result in the same intertwiner $T_{\alpha}: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right)$ by the remark after Theorem 5.51.

Using Lemma 5.54 the statements about bijectivity and action on minimal $K_{q^{-}}$ types follow from the analogous statements in Theorem 5.51.

The construction of the Z̆elobenko intertwiners runs similarly. Suppose that $\lambda_{\alpha} \in-\left(\left|\mu_{\alpha}\right|+\mathbb{N}\right) \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$. As above, we lift $\lambda \in \mathfrak{h}_{q}^{*}$ to $\tilde{\lambda} \in \mathfrak{h}^{*}$ and write

$$
\tilde{\lambda}=\tilde{\lambda}^{\prime}+\tilde{\lambda}_{\alpha} \alpha
$$

where $\tilde{\lambda}^{\prime}$ is fixed by $s_{\alpha}$ and $\tilde{\lambda}_{\alpha} \in-\left(\left|\mu_{\alpha}\right|+\mathbb{N}\right) \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$. This means we can apply Lemma 5.54 to one of the two diagrams of Želobenko intertwiners in Theorem 5.51. However, it will simplify the exposition if we arrange to have $\tilde{\lambda}_{\alpha} \in-\left(\left|\mu_{\alpha}\right|+\mathbb{N}\right)$ on the nose. To this end, suppose that the imaginary part of $\tilde{\lambda}_{\alpha}$ is equal to $\frac{k}{2} \hbar_{\alpha}^{-1}$ for some $k \in \mathbb{Z}$. Note that $\frac{1}{2} i \hbar^{-1} \alpha^{\vee}$ is fixed by $s_{\alpha}$ modulo $i \hbar^{-1} \mathbf{Q}^{\vee}$, so that if we decompose $\tilde{\lambda}$ as

$$
\tilde{\lambda}=\left(\tilde{\lambda}^{\prime}+\frac{k}{2} i \hbar^{-1} \alpha^{\vee}\right)+\left(\tilde{\lambda}_{\alpha}-\frac{k}{2} i \hbar_{\alpha}^{-1}\right) \alpha
$$

then the first term is still fixed by $s_{\alpha}$ when understood as an element of $\mathfrak{h}_{q}^{*}$. Thus, without loss of generality, we may assume that $\tilde{\lambda}_{\alpha} \in-\left(\left|\mu_{\alpha}\right|+\mathbb{N}\right)$ on the nose.

In this situation, if we define $m=-\mu_{\alpha}-\tilde{\lambda}_{\alpha}$ and $n=\mu_{\alpha}-\tilde{\lambda}_{\alpha}$, then the various principal series parameters in the diagram in the statement decompose as

$$
\begin{aligned}
\mu & =\mu^{\prime}+\mu_{\alpha} \alpha, & \lambda & =\tilde{\lambda}^{\prime}+\tilde{\lambda}_{\alpha} \alpha \\
\mu+m \alpha & =\mu^{\prime}-\tilde{\lambda}_{\alpha} \alpha, & \lambda+m \alpha & =\tilde{\lambda}^{\prime}-\mu_{\alpha} \alpha \\
\mu-n \alpha & =\mu^{\prime}+\tilde{\lambda}_{\alpha} \alpha, & \lambda+n \alpha & =\tilde{\lambda}^{\prime}+\mu_{\alpha} \alpha \\
s_{\alpha} \mu & =\mu^{\prime}-\mu_{\alpha} \alpha, & s_{\alpha} \lambda & =\tilde{\lambda}^{\prime}-\tilde{\lambda}_{\alpha} \alpha
\end{aligned}
$$

Applying Lemma 5.54 to the intertwiners in part $3 a$ ) of Theorem 5.51, we obtain the diagram of Z̆elobenko intertwiners as claimed.
5.8.3. Explicit formulas for intertwiners. In this subsection, we will give explicit formulas for some of the intertwining operators between principal series representations. As usual, if $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ are parameters for the principal series, we will use $(l, r) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ to denote a pair such that

$$
\mu=l-r, \quad \lambda+2 \rho=-l-r
$$

We begin with the Želobenko intertwiners. Recall from Theorem 4.14 that if $r^{\prime} \in \mathfrak{h}_{q}^{*}$ is strongly linked to $r$, then we have an inclusion $M\left(r^{\prime}\right) \subset M(r)$. Recall also the algebra involution $\theta=\tau \hat{S}$ of $U_{q}(\mathfrak{g})$, which is given on generators by

$$
\theta\left(E_{i}\right)=-F_{i}, \quad \theta\left(F_{i}\right)=-E_{i}, \quad \theta\left(K_{\nu}\right)=K_{-\nu}
$$

see the remarks before Corollary 5.3 .
Theorem 5.56. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ with associated parameters $(l, r) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$.
a) Suppose that $r^{\prime} \in \mathfrak{h}_{q}^{*}$ is strongly linked to $r$ and fix $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$such that $Y \cdot v_{r} \in M(r)$ is a primitive vector of weight $r^{\prime}$. Then the right regular action of $\theta(Y)$ on $\Gamma\left(\mathcal{E}_{\mu}\right)$ defines an intertwiner

$$
\theta(Y) \rightharpoonup \bullet: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right)
$$

where $\mu^{\prime}=l-r^{\prime}, \lambda^{\prime}+2 \rho=-l-r^{\prime}$.
b) Suppose that $l^{\prime} \in \mathfrak{h}_{q}^{*}$ is strongly linked to $l$ and fix $Y \in U_{q}\left(\mathfrak{n}_{-}\right)$such that $Y \cdot v_{l} \in$ $M(l)$ is a primitive vector of weight $l^{\prime}$. Then the right regular action of $Y$ on $\Gamma\left(\mathcal{E}_{\mu}\right)$ defines an intertwiner

$$
Y \rightharpoonup \bullet: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right)
$$

where $\mu^{\prime}=l^{\prime}-r, \lambda^{\prime}+2 \rho=-l^{\prime}-r$.
Proof. a) It will be convenient to work with the involution $\theta^{\prime}=\hat{S} \tau$ in place of $\theta=\tau \hat{S}$ in the calculations to follow. Note that $Y$ is of weight $r^{\prime}-r$ for the adjoint action, and hence

$$
\theta^{\prime}(Y)=\hat{S}^{2}(\theta(Y))=K_{2 \rho} \theta(Y) K_{-2 \rho}=q^{\left(2 \rho, r-r^{\prime}\right)} \theta(Y)
$$

so that $\theta^{\prime}(Y)$ differs from $\theta(Y)$ only by a scalar multiple. Therefore, it is equivalent to prove the claim with $\theta^{\prime}$ in place of $\theta$. Also, since $\mu^{\prime}-\mu=r-r^{\prime}$, the right regular action

$$
\theta^{\prime}(Y) \rightharpoonup \xi=\left(\theta^{\prime}(Y), \xi_{(2)}\right) \xi_{(1)}
$$

does indeed map $\Gamma\left(\mathcal{E}_{\mu}\right)$ to $\Gamma\left(\mathcal{E}_{\mu^{\prime}}\right)$.
From Corollary 5.3 we have an isomorphism of $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules $M(\mu, \lambda+2 \rho) \cong$ $M(l) \otimes M(r)$ which sends the cyclic vector $v_{\mu, \lambda}$ to $v_{l} \otimes v_{r}$. This requires a particular choice of action of $U_{q}^{\mathbb{R}}(\mathfrak{g})$ on $M(l) \otimes M(r)$, and in particular for $X \in U_{q}(\mathfrak{g})$, we have

$$
(X \bowtie 1) \cdot(m \otimes n)=X_{(1)} \cdot m \otimes \theta^{\prime}\left(X_{(2)}\right) \cdot n
$$

Note that $\theta^{\prime}(Y) \in U_{q}\left(\mathfrak{n}_{+}\right)$, and so $\hat{\Delta}\left(\theta^{\prime}(Y)\right) \in U_{q}\left(\mathfrak{n}_{+}\right) \otimes U_{q}\left(\mathfrak{b}_{+}\right)$. Since the action of $U_{q}\left(\mathfrak{n}_{+}\right)$on $v_{l}$ factors through $\hat{\epsilon}$, we get

$$
\begin{aligned}
\left(\theta^{\prime}(Y) \bowtie 1\right) \cdot\left(v_{l} \otimes v_{r}\right) & =\theta^{\prime}(Y)_{(1)} \cdot v_{l} \otimes \theta^{\prime}\left(\theta^{\prime}(Y)_{(2)}\right) \cdot v_{r} \\
& =v_{l} \otimes \theta^{\prime}\left(\theta^{\prime}(Y)\right) \cdot v_{r} \\
& =v_{l} \otimes Y \cdot v_{r} .
\end{aligned}
$$

Therefore the inclusion $M(l) \otimes M\left(r^{\prime}\right) \rightarrow M(l) \otimes M(r)$ gives rise to an inclusion of $U_{q}^{\mathbb{R}}(\mathfrak{g})$-modules $j: M\left(\mu^{\prime}, \lambda^{\prime}+2 \rho\right) \rightarrow M(\mu, \lambda+2 \rho)$ such that $j\left(v_{\mu^{\prime}, \lambda^{\prime}+2 \rho}\right)=\left(\theta^{\prime}(Y) \bowtie\right.$ 1) $\cdot v_{\mu, \lambda+2 \rho}$.

Let ext : $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right)$ denote the extension from the compact to the induced picture, see Lemma 5.18, so that $\operatorname{ext}(\xi)=\xi \otimes K_{2 \rho+\lambda}$, for all $\xi \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. For any $X \bowtie f \in U_{q}^{\mathbb{R}}(\mathfrak{g})$, the pairing $M(\mu, \lambda+2 \rho) \times \operatorname{ind}_{B_{q}}^{G_{q}}\left(\mathbb{C}_{\mu, \lambda}\right) \rightarrow \mathbb{C}$ from Lemma 5.22 satisfies

$$
\begin{aligned}
\left(j\left((X \bowtie f) \cdot v_{\mu^{\prime}, \lambda^{\prime}+2 \rho}\right), \operatorname{ext}(\xi)\right) & =\left(f, K_{\lambda^{\prime}+2 \rho}\right)\left(j\left((X \bowtie 1) \cdot v_{\mu^{\prime}, \lambda^{\prime}+2 \rho}\right), \xi \otimes K_{\lambda+2 \rho}\right) \\
& =\left(f, K_{\lambda^{\prime}+2 \rho}\right)\left(\left(X \theta^{\prime}(Y) \bowtie 1\right) \cdot v_{\mu, \lambda+2 \rho}, \xi \otimes K_{\lambda+2 \rho}\right) \\
& =\left(f, K_{\lambda^{\prime}+2 \rho}\right)\left(X, \xi_{(1)}\right)\left(\theta^{\prime}(Y), \xi_{(2)}\right) \\
& =\left((X \bowtie f) \cdot v_{\mu^{\prime}, \lambda^{\prime}+2 \rho}, \operatorname{ext}\left(\theta^{\prime}(Y) \rightharpoonup \xi\right)\right),
\end{aligned}
$$

for $\xi \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. Thus $j$ is dual to the right regular action $\theta^{\prime}(Y) \rightharpoonup \bullet: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow$ $\Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right)$ under this pairing. By Lemma 5.22, we conclude that the right regular action of $\theta^{\prime}(Y)$ is $U_{q}^{\mathbb{R}}(\mathfrak{g})$-linear.
b) The inclusion $M\left(l^{\prime}\right) \otimes M(r) \rightarrow M(l) \otimes M(r)$ corresponds to a map

$$
j: M\left(\mu^{\prime}, \lambda^{\prime}+2 \rho\right) \rightarrow M(\mu, \lambda+2 \rho)
$$

which sends $v_{\mu^{\prime}, \lambda^{\prime}+2 \rho}$ to $(Y \bowtie 1) \cdot v_{\mu, \lambda+2 \rho}$, and this map is dual to the right regular action of $Y$ from $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ to $\Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right)$ under the pairing from Lemma 5.22 . The rest of the argument is analogous to part $a$ ).

In particular, let us consider the Želobenko intertwiners corresponding to simple roots, that is, the diagonal arrows in the diagram from Theorem 5.55 part (3). Suppose that $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ is such that $\lambda_{\alpha} \in-\left|\mu_{\alpha}\right|-\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$. This is equivalent to the condition that $l_{\alpha}$ and $r_{\alpha}$ belong to $\frac{1}{2} \mathbb{N}_{0} \bmod \frac{1}{4} i \hbar_{\alpha}^{-1} \mathbb{Z}$. Therefore, putting $l^{\prime}=l-2 \operatorname{Re}\left(l_{\alpha}\right) \alpha$ and $r^{\prime}=r-2 \operatorname{Re}\left(r_{\alpha}\right) \alpha$ we have inclusions of Verma modules

$$
M\left(l^{\prime}\right) \subset M(l), \quad M\left(r^{\prime}\right) \subset M(r)
$$

Explicitly, $F_{\alpha}^{2 \operatorname{Re}\left(l_{\alpha}\right)} \cdot v_{l}$ is a primitive vector of weight $l^{\prime}$ in $M(l)$ and $F_{\alpha}^{2 \operatorname{Re}\left(r_{\alpha}\right)} \cdot v_{r}$ is a primitive vector of weight $r^{\prime}$ in $M(r)$. Therefore, an application of Theorem 5.56 gives the diagram of intertwiners


Next, we give an explicit formula for the standard intertwiners $T_{\alpha}: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow$ $\Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha}, \lambda}\right)$ corresponding to a simple root, as in Theorem 5.55 (2).

We begin with the case of $G_{q}=S L_{q}(2, \mathbb{C})$. Let $(\mu, \lambda) \in \frac{1}{2} \mathbb{Z} \times \mathbb{C} / i \hbar^{-1} \mathbb{Z}$. Recall that we have

$$
\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \bigoplus_{n \in|\mu|+\mathbb{N}_{0}} V(n)^{*} \otimes V(n)_{\mu}
$$

and therefore any $\mathfrak{D}\left(K_{q}\right)$-linear map $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ is specified uniquely by a sequence of linear maps

$$
T_{n}: V(n)_{\mu} \rightarrow V(n)_{-\mu}
$$

for all $n \in|\mu|+\mathbb{N}_{0}$. Since the weight spaces of simple $\mathfrak{D}\left(S U_{q}(2)\right)$-modules are all one dimensional, the map $T_{n}$ is specified by a scalar once we have fixed a weight basis of $V(n)$.

For this, we will use the orthonormal weight basis with respect to the invariant inner product on $V(n)$. In comparison to the weight basis $v_{n}, v_{n-1}, \ldots, v_{-n}$ from Theorem 2.38, the orthonormal basis is given by

$$
e_{m}^{n}=q^{\frac{1}{2}(n-m)(n+m-1)}\left(\frac{[n+m]_{q}!}{[2 n]_{q}![n-m]_{q}!}\right)^{\frac{1}{2}} v_{m}
$$

where $m=-n,-n+1, \ldots, n$.
To see that it is indeed orthonormal for the invariant inner product, one can first confirm that the action of $U_{q}(\mathfrak{s l}(2))$ on this basis is given by

$$
\begin{aligned}
& K \cdot e_{m}^{n}=q^{m} e_{m}^{n}, \quad K_{\alpha} \cdot e_{m}^{n}=q^{2 m} e_{m}^{n}, \\
& E \cdot e_{m}^{n}=q^{m}[n-m]_{q}^{\frac{1}{2}}[n+m+1]_{q}^{\frac{1}{2}} e_{m+1}^{n}, \\
& F \cdot e_{m}^{n}=q^{-(m-1)}[n+m]_{q}^{\frac{1}{2}}[n-m+1]_{q}^{\frac{1}{2}} e_{m-1}^{n},
\end{aligned}
$$

and then check these formulas are compatible with the involution on $U_{q}^{\mathbb{R}}(\mathfrak{s u}(2))$ when they are declared to be orthonormal, compare Section 3.2.1 in [48]. We point out that one must be careful with statements about unitary modules in 48, since there are different versions of the enveloping algebra in play, and their preferred real forms do not always agree under the Hopf algebra morphisms they use.

We can then specify a $\mathfrak{D}\left(K_{q}\right)$-linear operator $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ by the scalars $\left(T_{n}\right)_{n \in|\mu|+\mathbb{N}_{0}}$ such that $T\left(e_{\mu}^{n}\right)=T_{n} e_{-\mu}^{n}$. Our reason for working in this basis is that we will be using the Clebsch-Gordan formulas from 48. Looking at Lemma 5.53 , we will need to consider the action of $T$ on tensor products of the form

$$
e_{ \pm \frac{1}{2}}^{\frac{1}{2} \vee} \otimes e_{\mu}^{n} \otimes e_{ \pm \frac{1}{2}}^{\frac{1}{2}}
$$

for $n \in|\mu|+\mathbb{N}_{0}$. There is a double multiplicity of the representation $V(n)$ in the tensor product $V\left(\frac{1}{2}\right) \otimes V(n) \otimes V\left(\frac{1}{2}\right)$, and to deal with this we will write

$$
V\left(\frac{1}{2}\right) \otimes\left(V(n) \otimes V\left(\frac{1}{2}\right)\right) \cong V(n+1) \oplus V\left(n^{+}\right) \oplus V\left(n^{-}\right) \oplus V(n-1)
$$

where $V\left(n^{ \pm}\right)$signifies the copy of $V(n)$ contained in $V\left(\frac{1}{2}\right) \otimes V\left(n \pm \frac{1}{2}\right)$, respectively.
The Clebsch-Gordan coefficients for tensor products with the fundamental representation are as follows:

$$
\begin{aligned}
e_{\mu}^{n} \otimes e_{\frac{1}{2}}^{\frac{1}{2}} & =q^{\frac{1}{2}(n-\mu)} \frac{[n+\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu+\frac{1}{2}}^{n+\frac{1}{2}}-q^{-\frac{1}{2}(n+\mu+1)} \frac{[n-\mu]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu+\frac{1}{2}}^{n-\frac{1}{2}} \\
e_{\mu}^{n} \otimes e_{-\frac{1}{2}}^{\frac{1}{2}} & =q^{-\frac{1}{2}(n+\mu)} \frac{[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu-\frac{1}{2}}^{n+\frac{1}{2}}+q^{\frac{1}{2}(n-\mu+1)} \frac{[n+\mu]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu-\frac{1}{2}}^{n-\frac{1}{2}} \\
e_{\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu}^{n} & =q^{-\frac{1}{2}(n-\mu)} \frac{[n+\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu+\frac{1}{2}}^{n+\frac{1}{2}}+q^{\frac{1}{2}(n+\mu+1)} \frac{[n-\mu]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu+\frac{1}{2}}^{n-\frac{1}{2}} \\
e_{-\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu}^{n} & =q^{\frac{1}{2}(n+\mu)} \frac{[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu-\frac{1}{2}}^{n+\frac{1}{2}}-q^{-\frac{1}{2}(n-\mu+1)} \frac{[n+\mu]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}} e_{\mu-\frac{1}{2}}^{n-\frac{1}{2}}
\end{aligned}
$$

For this, see e.g. Equations (3.68)-(3.69) in [48, but note the typographical error in Equation (3.68), where the factor $\left[l \pm j+\frac{1}{2}\right]^{\frac{1}{2}}$ should be $[l \pm j+1]^{\frac{1}{2}}$.

For $S U_{q}(2)$, the precontragredient representation ${ }^{\mathrm{c}} V(n)$ is isomorphic to $V(n)$. In particular, for the fundamental representation the following map is an isomorphism:

$$
e_{\frac{1}{2}}^{\frac{1}{2} \vee} \mapsto i q^{-\frac{1}{2}} e_{-\frac{1}{2}}^{\frac{1}{2}}, \quad e_{-\frac{1}{2}}^{\frac{1}{2} \vee} \mapsto-i q^{\frac{1}{2}} e_{\frac{1}{2}}^{\frac{1}{2}}
$$

Combining this with the Clebsch-Gordan formulae above gives

$$
\begin{aligned}
e_{\frac{1}{2}}^{\frac{1}{2} \vee} \otimes\left(e_{\mu}^{n} \otimes e_{\frac{1}{2}}^{\frac{1}{2}}\right) & =i q^{-\frac{1}{2}}\left(e_{-\frac{1}{2}}^{\frac{1}{2}} \otimes\left(e_{\mu}^{n} \otimes e^{\frac{1}{2}}\right)\right) \\
& =i q^{\frac{1}{2}(n-\mu-1) \frac{[n+\mu+1)^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}}\left(e_{-\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu+\frac{1}{2}}^{n+\frac{1}{2}}\right)} \\
& -i q^{-\frac{1}{2}(n+\mu+2) \frac{[n+\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}}\left(e_{-\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu+\frac{1}{2}}^{n-\frac{1}{2}}\right)} \\
& =i q^{n} \frac{[n+\mu+1]^{\frac{1}{2}}[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} e_{\mu}^{n+1}-i q^{-1} \frac{[n+\mu+1]}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} e_{\mu}^{n^{+}} \\
& -i q^{-1} \frac{[n-\mu]}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n^{-}}+i q^{-n-1} \frac{[n+\mu]^{\frac{1}{2}}[n-\mu]^{\frac{1}{2}}}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n-1} . \\
e_{-\frac{1}{2}}^{\frac{1}{2} \vee} \otimes\left(e_{\mu}^{n} \otimes e_{-\frac{1}{2}}^{\frac{1}{2}}\right) & =-i q^{\frac{1}{2}}\left(e_{\frac{1}{2}}^{\frac{1}{2}} \otimes\left(e_{\mu}^{n} \otimes e_{-\frac{1}{2}}^{\frac{1}{2}}\right)\right) \\
& =-i q^{\frac{1}{2}(-n-\mu+1) \frac{[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}}\left(e_{\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu-\frac{1}{2}}^{n+\frac{1}{2}}\right)} \\
& -i q^{\frac{1}{2}(n-\mu+2) \frac{[n+\mu]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}}\left(e_{\frac{1}{2}}^{\frac{1}{2}} \otimes e_{\mu-\frac{1}{2}}^{n-\frac{1}{2}}\right)} \\
& =-i q^{-n \frac{[n+\mu+1)^{\frac{1}{2}}}{[n-\mu+1]^{\frac{1}{2}}}}[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}} e_{\mu}^{n+1}-i q \frac{[n-\mu+1]}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} e_{\mu}^{n^{+}} \\
& -i q \frac{[n+\mu]}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n^{-}}-i q^{n+1} \frac{[n+\mu)^{\frac{1}{2}}[n-\mu]^{\frac{1}{2}}}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n-1} .
\end{aligned}
$$

This allows us to write the sums that appear in Lemma 5.53 as

$$
\begin{aligned}
& \sum_{j= \pm \frac{1}{2}} q^{\left(\lambda+2 \rho, \epsilon_{j}\right)} e_{j}^{\frac{1}{2} \vee} \otimes e_{\mu}^{n} \otimes e_{j}^{\frac{1}{2}} \\
&= q^{\lambda+1} e_{\frac{1}{2}}^{\frac{1}{2} \vee} \otimes e_{\mu}^{n} \otimes e_{\frac{1}{2}}^{\frac{1}{2}}+q^{-\lambda-1} e_{-\frac{1}{2}}^{\frac{1}{2} \vee} \otimes e_{\mu}^{n} \otimes e_{-\frac{1}{2}}^{\frac{1}{2}} \\
&= i\left(q^{n+\lambda+1}-q^{-n-\lambda-1}\right) \frac{[n+\mu+1]^{\frac{1}{2}}[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} e_{\mu}^{n+1} \\
& \quad-i \frac{q^{\lambda}[n+\mu+1]+q^{-\lambda}[n-\mu+1]}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} e_{\mu}^{n^{+}} \\
& \quad-i \frac{q^{\lambda}[n-\mu] q^{-\lambda}[n+\mu]}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n^{-}} \\
& \quad \quad i\left(q^{-n+\lambda}-q^{n-\lambda}\right) \frac{[n+\mu]^{\frac{1}{2}}[n-\mu]^{\frac{1}{2}}}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} e_{\mu}^{n-1} \\
&= A e_{\mu}^{n+1}+B e_{\mu}^{n^{+}}+C e_{\mu}^{n^{-}}+D e_{\mu}^{n-1},
\end{aligned}
$$

with coefficients

$$
\begin{aligned}
& A=A(\mu, \lambda, n)=i\left(q-q^{-1}\right) \frac{[n+\lambda+1][n+\mu+1]^{\frac{1}{2}}[n-\mu+1]^{\frac{1}{2}}}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} \\
& B=B(\mu, \lambda, n)=-i \frac{q^{\lambda}[n+\mu+1]+q^{-\lambda}[n-\mu+1]}{[2 n+1]^{\frac{1}{2}}[2 n+2]^{\frac{1}{2}}} \\
& C=C(\mu, \lambda, n)=-i \frac{q^{\lambda}[n-\mu]+q^{-\lambda}[n+\mu]}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}}, \\
& D=D(\mu, \lambda, n)=-i\left(q-q^{-1}\right) \frac{[n-\lambda][n+\mu]^{\frac{1}{2}}[n-\mu]^{\frac{1}{2}}}{[2 n]^{\frac{1}{2}}[2 n+1]^{\frac{1}{2}}} .
\end{aligned}
$$

Therefore, the intertwiner condition in Lemma 5.53 reduces to the following four conditions on the scalars $T_{n}$ for $n \in\left|\mu_{1}\right|+\mathbb{N}_{0}$ :

$$
\begin{aligned}
T_{n+1} A\left(\mu_{1}, \lambda_{1}, n\right) & =T_{n} A\left(\mu_{2}, \lambda_{2}, n\right), \\
T_{n} B\left(\mu_{1}, \lambda_{1}, n\right) & =T_{n} B\left(\mu_{2}, \lambda_{2}, n\right), \\
T_{n} C\left(\mu_{1}, \lambda_{1}, n\right) & =T_{n} C\left(\mu_{2}, \lambda_{2}, n\right), \\
T_{n-1} D\left(\mu_{1}, \lambda_{1}, n\right) & =T_{n} D\left(\mu_{2}, \lambda_{2}, n\right) .
\end{aligned}
$$

Note that when $n=\left|\mu_{1}\right|$ we have $D\left(\mu_{1}, \lambda_{1}, n\right)=0$, so that the last equation should be interpreted as saying $T_{n} D\left(\mu_{2}, \lambda_{2}, n\right)=0$ in this case.

The following theorem gives explicit formulas for the standard intertwiners from part 2 of Theorem 5.51.
Theorem 5.57. Let $(\mu, \lambda) \in \frac{1}{2} \mathbb{Z} \times \mathbb{C} / i \hbar^{-1} \mathbb{Z}$. Up to scalar, the unique intertwiner of $S L_{q}(2, \mathbb{C})$-principal series $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ acts on matrix coefficients as

$$
T\left(\left\langle v^{\prime}\right| \bullet\left|e_{\mu}^{n}\right\rangle\right)=T_{n}\left\langle v^{\prime}\right| \bullet\left|e_{-\mu}^{n}\right\rangle
$$

where the coefficients $\left(T_{n}\right)_{n \in|\mu|+\mathbb{N}_{0}}$ are as follows:
a) If $\lambda \in-|\mu|-\mathbb{N} \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$, we have

$$
T_{n}= \begin{cases}0, & |\mu| \leq n<-\operatorname{Re}(\lambda) \\ \prod_{k=-\operatorname{Re}(\lambda)+1}^{n} \frac{[k-\lambda]_{q}}{[k+\lambda]_{q}}, & n \geq-\operatorname{Re}(\lambda)\end{cases}
$$

b) Otherwise, we have

$$
T_{n}=\prod_{k=|\mu|+1}^{n} \frac{[k-\lambda]_{q}}{[k+\lambda]_{q}}
$$

Proof. We know that such intertwiners exist from Theorem 5.51 (2), so it only remains to deduce the explicit formulas for the coefficients $T_{n}$ from the recurrence relations stated before the theorem. With $\left(\mu_{1}, \lambda_{1}\right)=(\mu, \lambda)=\left(-\mu_{2},-\lambda_{2}\right)$, the last equation before the theorem reduces to

$$
T_{n}[n+\lambda]_{q}=T_{n-1}[n-\lambda]_{q}
$$

for all $n \in|\mu|+\mathbb{N}$. Note that the $q$-numbers $[n \pm \lambda]_{q}$ are all nonzero except for at most one value as follows:

- if $\lambda \in-|\mu|-\mathbb{N} \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$, then $[n+\lambda]_{q}=0$ for $n=-\operatorname{Re}(\lambda)$;
- if $\lambda \in|\mu|+\mathbb{N} \bmod \frac{1}{2} i \hbar^{-1} \mathbb{Z}$, then $[n-\lambda]_{q}=0$ for $n=\operatorname{Re}(\lambda)$;
- otherwise, they are all nonzero.

In every case, we observe that the recurrence relation will have a unique solution up to an overall scalar multiple, and a direct check shows that the values of $T_{n}$ stated in the Theorem are indeed solutions. This completes the proof.

We note that the intertwiners $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ given in part $\left.b\right)$ of Theorem 5.57 form a meromorphic family of operators $\Gamma\left(\mathcal{E}_{\mu}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu}\right)$ as a function of $\lambda$, with poles at the points where $\lambda \in-|\mu|-\mathbb{N}+\frac{1}{2} i \hbar^{-1} \mathbb{Z}$. We also point out, when $\lambda \in|\mu|+\mathbb{N}+\frac{1}{2} i \hbar^{-1} \mathbb{Z}$, the coefficients $T_{n}$ in $b$ ) are zero for all $n \geq \operatorname{Re}(\lambda)$, so that the intertwiner $T$ is indeed finite rank in this case.

Using Theorem 5.55, the results of Theorem 5.57 immediately give an explicit formula for the intertwiners in higher rank associated to a simple reflection. To specify this formula, we will make use of elements $\operatorname{Ph}\left(E_{\alpha}\right)$ and $\operatorname{Ph}\left(F_{\alpha}\right)$ in $\mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ which are defined as the operator phases in the polar decomposition of $E_{\alpha}$ and $F_{\alpha}$, respectively. Explicitly, if $V \cong V(n)$ is a $\mathfrak{D}\left(S U_{q_{\alpha}}(2)\right)$-submodule of highest weight $n \in \frac{1}{2} \mathbb{N}_{0}$ inside a $\mathfrak{D}\left(K_{q}\right)$-module $\operatorname{Ph}\left(E_{\alpha}\right)$ and $\operatorname{Ph}\left(F_{\alpha}\right)$ act as

$$
\operatorname{Ph}\left(E_{\alpha}\right) \cdot e_{m}^{n}=e_{m+1}^{n}, \quad \operatorname{Ph}\left(F_{\alpha}\right) \cdot e_{m}^{n}=e_{m-1}^{n}
$$

where $e_{m}^{n}, \ldots, e_{-m}^{n}$ denotes an orthonormal weight basis of $V$ isomorphic to that described above for $V(n)$. In order to avoid having to deal with different cases, we will abuse notation and write, for any $k \in \mathbb{Z}$

$$
\operatorname{Ph}\left(F_{\alpha}\right)^{k}= \begin{cases}\operatorname{Ph}\left(F_{\alpha}\right)^{k} & \text { if } k>0 \\ 1 & \text { if } k=0 \\ \operatorname{Ph}\left(E_{\alpha}\right)^{-k} & \text { if } k<0\end{cases}
$$

We can now give formulas for the standard intertwiners corresponding to simple reflections from Theorem $5.55 a), b$ ) and $c$ ).
Corollary 5.58. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and fix a simple root $\alpha$. The intertwiner $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right)$ acts on matrix coefficients by

$$
T\left(\left\langle v^{\prime}\right| \bullet|v\rangle\right)=T_{n}\left\langle v^{\prime}\right| \bullet\left|\operatorname{Ph}\left(F_{\alpha}\right)^{2 \mu_{\alpha}} v\right\rangle
$$

whenever $v$ belongs to a $\mathfrak{D}\left(S U q_{\alpha}(2)\right)$-submodule of highest weight $n$, and where the coefficients $T_{n} \in \mathbb{C}$ are as follows:
a) If $\lambda_{\alpha} \in-\left|\mu_{\alpha}\right|-\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$,

$$
T_{n}= \begin{cases}0, & \left|\mu_{\alpha}\right| \leq n<-\operatorname{Re}\left(\lambda_{\alpha}\right), \\ \prod_{k=-\operatorname{Re}\left(\lambda_{\alpha}\right)+1}^{n} \frac{\left[k-\lambda_{\alpha}\right]_{q_{\alpha}}}{\left[k+\lambda_{\alpha}\right]_{q_{\alpha}}}, & n \geq-\operatorname{Re}\left(\lambda_{\alpha}\right) .\end{cases}
$$

b) Otherwise,

$$
T_{n}=\prod_{k=\left|\mu_{\alpha}\right|+1}^{n} \frac{\left[k-\lambda_{\alpha}\right]_{q_{\alpha}}}{\left[k+\lambda_{\alpha}\right]_{q_{\alpha}}} .
$$

5.9. Submodules and quotient modules of the principal series. In this section we will elaborate on the structure of the principal series representation $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. We closely follow the proofs of the corresponding classical results in [26].

For $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ and $\alpha \in \boldsymbol{\Delta}^{+}$any positive root, we continue to use the notation

$$
\mu_{\alpha}=\frac{1}{2}\left(\mu, \alpha^{\vee}\right) \in \frac{1}{2} \mathbb{Z}, \quad \lambda_{\alpha}=\frac{1}{2}\left(\lambda, \alpha^{\vee}\right) \in \mathfrak{h}^{*} / \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z},
$$

as in the previous section.
Recall that for any $w \in W$ we define

$$
S(w)=\left\{\alpha \in \boldsymbol{\Delta}^{+} \mid w \alpha \in \boldsymbol{\Delta}^{-}\right\}=\boldsymbol{\Delta}^{+} \cap w^{-1} \boldsymbol{\Delta}^{-},
$$

and note that $l(w)=|S(w)|$.
Proposition 5.59. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$ with associated parameters $(l, r) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ as usual. Let $w \in W$ and suppose that for all $\alpha \in S(w)$ we have

$$
\pm \lambda_{\alpha} \notin\left|\mu_{\alpha}\right|+\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}
$$

Then $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$
Proof. We proceed by induction on the length of $w$. If $w=1$, the result is obvious. So suppose that $l(w) \geq 1$, and write $w=s_{\alpha} v$ for some simple root $\alpha$ and some $v \in W$ with $l(w)=l(v)+1$. In this case, we have $S(w)=S(v) \cup\left\{v^{-1} \alpha\right\}$. In particular, by the inductive hypothesis we have $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \Gamma\left(\mathcal{E}_{v \mu, v \lambda}\right)$.

Further, since $v^{-1} \alpha \in S(w)$, the hypothesis gives that

$$
\pm \frac{1}{2}\left(\lambda, v^{-1} \alpha^{\vee}\right) \notin\left|\frac{1}{2}\left(\mu, v^{-1} \alpha^{\vee}\right)\right|+\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}
$$

and hence $\pm(v \lambda)_{\alpha} \notin|(v \mu)|_{\alpha}+\mathbb{N} \bmod \frac{1}{2} i \hbar_{\alpha}^{-1} \mathbb{Z}$. Therefore, by Theorem 5.55, we have a bijective intertwiner from $\Gamma\left(\mathcal{E}_{v \mu, v \lambda}\right)$ to $\Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$. The result follows.

The next two results are quantum analogues of Theorems I.4.3 and I.4.2 in [26].
Theorem 5.60. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. Every nonzero submodule of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ contains the minimal $K_{q}$-type if and only if $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \notin q_{\alpha}^{\left|\left(\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$ for every positive root $\alpha \in \boldsymbol{\Delta}^{+}$. In this case, the submodule generated by the minimal $K_{q}$-type is equal to $V_{\mu, \lambda}$, and this is the only simple submodule of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$.

Proof. We fix a pair $(l, r) \in \mathfrak{h}_{q}^{*} \times \mathfrak{h}_{q}^{*}$ with $\mu=l-r$ and $\lambda+2 \rho=-l-r$ as usual. Suppose that $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \notin q_{\alpha}^{\left|\left(\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$ for every positive root $\alpha \in \boldsymbol{\Delta}^{+}$. By Lemma 5.41. this is equivalent to saying that for every $\alpha \in \boldsymbol{\Delta}^{+}$, the quantities $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)}$ do not both lie in $\pm q_{\alpha}^{-\mathbb{N}}$.

Recall that we write $\operatorname{Re}(l)$ for the component of $l$ in the $\mathbb{R}$-span of $\boldsymbol{\Delta}$, see the remarks before Proposition 4.5. To begin with, let us suppose that the real part of $l+\rho$ lies in the closure of the dominant Weyl chamber, meaning that

$$
\left(\operatorname{Re}(l)+\rho, \alpha^{\vee}\right) \geq 0
$$

for all $\alpha \in \boldsymbol{\Delta}^{+}$. This means in particular that $l$ is dominant. According to Lemma $5.45 b$ ), there exists $\hat{u} \in \hat{W}$ such that, if we put $r^{\prime}=\hat{u} . r$, we have $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong$ $\mathcal{F}_{l}\left(M\left(r^{\prime}\right)^{\vee}\right)$ and there is no $\alpha \in \boldsymbol{\Delta}^{+}$with both $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)}= \pm 1$ and $q_{\alpha}^{\left(r^{\prime}+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{\mathbb{N}}$.

Let $H$ be a submodule of $\mathcal{F}_{l}\left(M\left(r^{\prime}\right)^{\vee}\right)$. By Proposition 5.32, we have a nonzero $U_{q}(\mathfrak{g})$-linear $\operatorname{map} \varphi: \mathcal{T}_{l}(H) \rightarrow M\left(r^{\prime}\right)^{\vee}$. Every nontrivial quotient module of $M\left(r^{\prime}\right)$ projects to $V\left(r^{\prime}\right)$, and consequently every nontrivial submodule of $M\left(r^{\prime}\right)^{\vee}$ contains $V\left(r^{\prime}\right)$. In particular, $V\left(r^{\prime}\right) \subset \operatorname{im}(\varphi)$.

Using Lemma $5.45 b$ ) and applying the exact functor $\mathcal{F}_{l}$, we obtain an inclusion

$$
V_{\mu, \lambda} \cong \mathcal{F}_{l}\left(V\left(r^{\prime}\right)\right) \subset \mathcal{F}_{l}(\operatorname{im}(\varphi)) \cong \operatorname{im}\left(\mathcal{F}_{l}(\varphi)\right)
$$

By Proposition 5.33 the inclusion of $H$ into $\mathcal{F}_{l}\left(M\left(r^{\prime}\right)^{\vee}\right)$ factorizes as

$$
H \cong \mathcal{F}_{l}\left(T_{l}(H)\right) \xrightarrow{\mathcal{F}_{l}(\varphi)} \mathcal{F}_{l}\left(M\left(r^{\prime}\right)^{\vee}\right),
$$

so that $\operatorname{im}\left(\mathcal{F}_{l}(\varphi)\right)=H$ and so the inclusion above shows that $V_{\mu, \lambda}$ is isomorphic to a submodule of $H$. By considering minimal $K_{q}$-types, it follows that $V_{\mu, \lambda}$ is indeed a submodule of $H$ as claimed.

Now consider the case of arbitrary $l$. We can find $w \in W$ such that the real part of $w(l+\rho)$ belongs to the closure of the dominant Weyl chamber. For any $\alpha \in S(w)$ we have $w \alpha \in \boldsymbol{\Delta}^{-}$, so that

$$
\left(\operatorname{Re}(l)+\rho, \alpha^{\vee}\right)=\left(w(\operatorname{Re}(l)+\rho), w \alpha^{\vee}\right) \leq 0
$$

In particular, according to Lemma 5.41. we do not have $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in q_{\alpha}^{-\left|\left(\mu, \alpha^{\vee}\right)\right|-2 \mathbb{N}}$, and by hypothesis we do not have $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in q_{\alpha}^{\left|\left(\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$. Therefore, Proposition 5.59 shows that $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$. By the previous case, every nonzero submodule of $\Gamma\left(\mathcal{E}_{w \mu, w \lambda}\right)$ contains $V_{w \mu, w \lambda}$, and the result follows.

In this situation, the intersection of all nonzero submodules of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ contains the minimal $K_{q}$-type, and in particular is nonzero. It is necessarily simple, and so must be equal to $V_{\mu, \lambda}$. Moreover, there can be no other simple submodule, since otherwise the above intersection would be zero.

Conversely, suppose that there exists $\alpha \in \Delta^{+}$with $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \in q_{\alpha}^{\left|\left(\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$, and so $q_{\alpha}^{\left(l+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$ and $q_{\alpha}^{\left(r+\rho, \alpha^{\vee}\right)} \in \pm q_{\alpha}^{-\mathbb{N}}$, by Lemma 5.41. In this case, $r$ is strongly linked to $r^{\prime}=s_{k, \alpha} . r$ for some $k \in \mathbb{Z}_{2}$, see Definition 4.13 and the remark which follows it. By Theorem 5.56 we have an nonzero intertwiner $T: \Gamma\left(\mathcal{E}_{\mu^{\prime}, \lambda^{\prime}}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ where $\mu^{\prime}=l-r^{\prime}$ and $\lambda^{\prime}+2 \rho=-l-r^{\prime}$.

We have $\left(\operatorname{Re}(l)+\rho, \alpha^{\vee}\right) \in-\mathbb{N}$ and $\left(\operatorname{Re}(r)+\rho, \alpha^{\vee}\right) \in-\mathbb{N}$, so $\left(s_{\alpha} \cdot \operatorname{Re}(l)+\rho, \alpha^{\vee}\right) \in \mathbb{N}$ and $\left(s_{\alpha} \cdot \operatorname{Re}(r)+\rho, \alpha^{\vee}\right) \in \mathbb{N}$. Thus, neither $\operatorname{Re}(l)$ nor $\operatorname{Re}(r)$ is fixed by the shifted action of $s_{\alpha}$, and an application of Lemma 5.44 shows that $\left\|\mu^{\prime}\right\|>\|\mu\|$. Therefore, $\operatorname{im}(T)$, is a submodule of $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ which does not contain the minimal $K_{q}$-type. This completes the proof.

Corollary 5.61. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. The principal series representation $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is generated by its subspace of minimal $K_{q}$-type if and only if $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \notin q_{\alpha}^{-\left|\left(\mu, \alpha^{\vee}\right)\right|-2 \mathbb{N}}$ for every positive root $\alpha \in \boldsymbol{\Delta}^{+}$.
Proof. First suppose that $q_{\alpha}^{\left(\lambda, \alpha^{\vee}\right)} \notin q_{\alpha}^{-\left|\left(\mu, \alpha^{\vee}\right)\right|-2 \mathbb{N}}$ for every positive root $\alpha \in \boldsymbol{\Delta}^{+}$. Let $V \subset \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ be the submodule generated by the minimal $K_{q}$-type. Using the invariant pairing from Lemma 5.21, we can define a submodule of $\Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ by

$$
V^{\perp}=\left\{\eta \in \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right) \mid \phi(\xi \eta)=0 \text { for all } \xi \in V\right\}
$$

The pairing decomposes as a sum of nondegenerate pairings between the subspaces of each $K_{q}$-type. Since $V$ contains the minimal $K_{q}$-type, $V^{\perp}$ does not contain the minimal $K_{q}$-type of $\Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$. Note, however, that $\Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ fulfils the conditions of Theorem 5.60, so we must have $V^{\perp}=\{0\}$, and hence $V=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$.

Conversely, suppose that $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ is generated by its subspace of minimal $K_{q^{-}}$ type. Let $U \subset \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ be a submodule which does not contain the minimal $K_{q}$-type. Then the module

$$
U^{\perp}=\left\{\xi \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \mid \phi(\xi \eta)=0 \text { for all } \eta \in \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)\right\} \subset \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)
$$

contains the minimal $K_{q}$-type, and hence $U^{\perp}=\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ by hypothesis. Therefore $U=0$, and we deduce that every nonzero submodule of $\Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ contains the minimal $K_{q}$-type. Theorem 5.60 implies that $q_{\alpha}^{\left(-\lambda, \alpha^{\vee}\right)} \notin q_{\alpha}^{\left|\left(-\mu, \alpha^{\vee}\right)\right|+2 \mathbb{N}}$ for every positive root $\alpha \in \boldsymbol{\Delta}^{+}$, and the result follows.
5.10. Unitary representations. In this section we briefly comment on the question of unitarizability of Harish-Chandra modules. For more information we refer to the work of Arano [2], [3].

Let us write $\mathfrak{a}^{*} \subset \mathfrak{h}^{*}$ for the $\mathbb{R}$-span of the roots $\boldsymbol{\Delta}$, and $\mathfrak{t}_{q}^{*}=i \mathfrak{a}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee}$. Recall that for $\lambda \in \mathfrak{h}_{q}^{*}$ we have a decomposition $\lambda=\operatorname{Re}(\lambda)+i \operatorname{Im}(\lambda)$ where $\operatorname{Re}(\lambda) \in \mathfrak{a}^{*}$ and $i \operatorname{Im}(\lambda) \in \mathfrak{t}_{q}^{*}$. Accordingly we write $\bar{\lambda}=\operatorname{Re}(\lambda)-i \operatorname{Im}(\lambda)$. Note that the characters $K_{\lambda} \in \mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ with $\lambda \in \mathfrak{h}_{q}^{*}$, as defined in Subsection 5.1.1, satisfy $K_{\lambda}^{*}=K_{\bar{\lambda}}$.

Proposition 5.62. Let $(\mu, \lambda) \in \mathbf{P} \times \mathfrak{h}_{q}^{*}$. The standard inner product on $\mathfrak{C}^{\infty}\left(K_{q}\right)$ defined by $\langle\xi, \eta\rangle=\phi\left(\xi^{*} \eta\right)$, where $\phi$ is the Haar functional, restricts to a nondegenerate sesquilinear pairing between $\Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right)$ and $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ which is $G_{q}$-invariant in the sense that

$$
\left\langle\xi, \pi_{\mu, \lambda}(x \bowtie f) \eta\right\rangle=\left\langle\pi_{\mu,-\bar{\lambda}}\left((x \bowtie f)^{*}\right) \xi, \eta\right\rangle
$$

for all $x \bowtie f \in \mathfrak{D}\left(G_{q}\right), \xi \in \Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right), \eta \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$.
Proof. Consider the bijective conjugate-linear map $*: \Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right) \rightarrow \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$ which sends $\xi$ to $\xi^{*}$. We claim that for any $x \bowtie f \in \mathfrak{D}\left(G_{q}\right)$, we have

$$
* \circ \pi_{\mu,-\bar{\lambda}}\left((x \bowtie f)^{*}\right)=\pi_{-\mu,-\lambda}\left(\hat{S}_{G_{q}}^{-1}(x \bowtie f)\right) \circ * .
$$

It suffices to prove this for elements of the form $x \bowtie 1$ and $1 \bowtie f$ with $x \in \mathfrak{D}\left(K_{q}\right)$ and $f \in \mathfrak{C}^{\infty}\left(K_{q}\right)$. Let $\xi \in \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$. Using the compatibility of the $*$-structures, as recorded after Definition 3.15, we calculate

$$
\begin{aligned}
\pi_{-\mu,-\lambda}\left(\hat{S}_{G_{q}}^{-1}(x \bowtie 1)\right)\left(\xi^{*}\right) & =\left(x, \xi_{(1)}^{*}\right) \xi_{(2)}^{*} \\
& =\overline{\left(\hat{S}\left(x^{*}\right), \xi_{(1)}\right)} \xi_{(2)}^{*} \\
& =\left(\pi_{\mu,-\bar{\lambda}}\left(x^{*} \bowtie 1\right) \xi\right)^{*}
\end{aligned}
$$

and similarly,

$$
\begin{aligned}
\pi_{-\mu,-\lambda}\left(\hat{S}_{G_{q}}^{-1}(1 \bowtie f)\right)\left(\xi^{*}\right) & =S^{-1}\left(f_{(3)}\right) \xi^{*} f_{(1)}\left(K_{2 \rho-\lambda}, S^{-1}\left(f_{(2)}\right)\right) \\
& =S^{-1}\left(f_{(3)}\right) \xi^{*} f_{(1)}\left(\hat{S}\left(K_{2 \rho-\bar{\lambda}}^{*}\right), f_{(2)}\right) \\
& =\left(f_{(1)}^{*} \xi S\left(f_{(3)}^{*}\right)\right)^{*} \overline{\left(K_{2 \rho-\bar{\lambda}}, f_{(2)}^{*}\right)} \\
& =\left(\pi_{\mu,-\bar{\lambda}}\left(1 \bowtie f^{*}\right) \xi\right)^{*}
\end{aligned}
$$

which proves the claim.
Therefore, using the invariance property of the non-degenerate bilinear pairing $():, \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right) \times \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \mathbb{C}$ from Lemma 5.21 we have

$$
\begin{aligned}
\left\langle\xi, \pi_{\mu, \lambda}(x \bowtie f) \eta\right\rangle & =\left(\xi^{*}, \pi_{\mu, \lambda}(x \bowtie f) \eta\right) \\
& =\left(\pi_{-\mu,-\lambda}\left(\hat{S}_{G_{q}}^{-1}(x \bowtie f)\right)\left(\xi^{*}\right), \eta\right) \\
& =\left(\left(\pi_{\mu,-\bar{\lambda}}\left((x \bowtie f)^{*}\right) \xi\right)^{*}, \eta\right) \\
& =\left\langle\pi_{\mu,-\bar{\lambda}}\left((x \bowtie f)^{*}\right) \xi, \eta\right\rangle,
\end{aligned}
$$

for any $\xi \in \Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right)$ and $\eta \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ and $x \bowtie f \in \mathfrak{D}\left(G_{q}\right)$, as claimed.
A nondegenerate $\mathfrak{D}\left(G_{q}\right)$-module $V$ is unitarizable if it admits a positive definite Hermitian form (, ) which is invariant in the sense that

$$
(x \cdot v, w)=\left(v, x^{*} \cdot w\right)
$$

for all $v, w \in V$ and $x \in \mathfrak{D}\left(G_{q}\right)$. By Proposition 5.62 the invariant sesquilinear forms (, ) on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ are in one-to-one correspondence with the intertwining operators $T: \Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right)$ via the formula

$$
(\eta, \xi)=\langle T(\eta), \xi\rangle, \quad \xi, \eta \in \Gamma\left(\mathcal{E}_{\mu, \lambda}\right)
$$

Moreover, if $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ admits a nonzero invariant sesquilinear form (, ) then we can arrange it to be Hermitian. Indeed, by polarization, we must have $(\xi, \xi) \neq 0$ for some $\xi$, and after multiplying the form by some scalar we can ensure this is strictly positive. Then the Hermitian form defined by

$$
\langle\eta, \xi\rangle=\frac{1}{2}((\eta, \xi)+\overline{(\xi, \eta)})
$$

is invariant and nonzero since $\langle\xi, \xi\rangle>0$.
On the other hand, there is no guarantee that this Hermitian form will be positive definite. Two particular classes of unitarizable principal series are well-known. We use the notation $\mathfrak{a}^{*} \subset \mathfrak{h}^{*}$ for the $\mathbb{R}$-span of the roots $\boldsymbol{\Delta}$ and put

$$
\mathfrak{t}_{q}^{*}=i \mathfrak{a}^{*} / i \hbar^{-1} \mathbf{Q}^{\vee} \subset \mathfrak{h}_{q}^{*} .
$$

Thus, $\mathfrak{t}_{q}^{*}$ is a compact torus of dimension $N$.
Theorem 5.63. Let $G_{q}$ be a complex semisimple quantum group.
a) (Unitary principal series) The principal series representation $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ equipped with the standard inner product is unitary if and only if $\lambda \in \mathfrak{t}_{q}^{*}$.
b) (Complementary series) Let $\alpha$ be a simple root. There is an invariant inner product on the principal series representations $\Gamma\left(\mathcal{E}_{\mu, \lambda^{\prime}+t \alpha}\right)$ where $\mu \in \mathbf{P}, \lambda^{\prime} \in \mathfrak{t}_{q}^{*}$ are both $s_{\alpha}$-fixed and $-1<t<1$.
All of these representations are irreducible, and they are unitarily equivalent if and only if their parameters lie in the same orbit of the Weyl group action on $\mathbf{P} \times \mathfrak{h}_{q}^{*}$.
Proof. We have the following facts.
a) The standard inner product is $G_{q}$-invariant if and only if $(\mu, \lambda)=(\mu,-\bar{\lambda})$, which is equivalent to $\lambda \in \mathfrak{t}_{q}^{*}$.
b) Let $\mu, \lambda=\lambda^{\prime}+t \alpha$ be as stated. Note that

$$
-\bar{\lambda}=\lambda^{\prime}-t \alpha=s_{\alpha}(\lambda)
$$

so the standard intertwiner $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, s_{\alpha} \lambda}\right)=\Gamma\left(\mathcal{E}_{\mu,-\bar{\lambda}}\right)$ from Theorem 5.55 combined with the sesquilinear pairing from Proposition 5.62 yields an invariant Hermitian form on $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$. Moreover, since $\lambda_{\alpha}=t$ and $\mu_{\alpha}=0$, this intertwiner is bijective for all $-1<t<1$. At $t=0$, the Hermitian form is positive definite by part $a$ ). Therefore, by a standard continuity argument, they are positive definite for all $-1<t<1$.
The irreducibility of these representations follows from Theorem 5.49 The intertwiners associated to the simple reflections are therefore bijective and automatically unitary.

This is far from an exhaustive list of irreducible unitary representations of $G_{q}$. In particular, some subquotients of generalized principal series are unitarizable. Arano [3] has used continuity arguments in $q$ to compare the unitary dual of $G_{q}$ with the classical unitary dual of $G$. This yields a complete classification for $S L_{q}(n, \mathbb{C})$, and an almost complete classification for general $G_{q}$.

The case of $S L_{q}(2, \mathbb{C})$ was already completed by Pusz [66]; see also 65]. We state their result without proof.

Theorem 5.64. Up to unitary equivalence, the irreducible unitary representations of $S L_{q}(2, \mathbb{C})$ are the Hilbert space completions of the following Harish-Chandra modules.
a) The unitary principal series $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right)$ with $\mu \in \frac{1}{2} \mathbb{Z}, \lambda \in i \mathbb{R} / i \hbar^{-1} \mathbb{Z}$, modulo the unitary equivalences $\Gamma\left(\mathcal{E}_{\mu, \lambda}\right) \cong \Gamma\left(\mathcal{E}_{-\mu,-\lambda}\right)$,
b) The two complementary series $\Gamma\left(\mathcal{E}_{0, t}\right)$ and $\Gamma\left(\mathcal{E}_{\frac{1}{2} i \hbar^{-1}, t}\right)$ with $-1<t<1$, modulo the unitary equivalences $\Gamma\left(\mathcal{E}_{0, t}\right) \cong \Gamma\left(\mathcal{E}_{0,-t}\right)$ and $\Gamma\left(\mathcal{E}_{\frac{1}{2} i \hbar^{-1}, t}\right) \cong \Gamma\left(\mathcal{E}_{\frac{1}{2} i \hbar^{-1},-t}\right)$,
c) The trivial representation and the unitary character $\chi_{z}$ where $z$ is the nontrivial element of the centre of $S U(2)$.
As a final remark, we recall that Corollary 5.58 gives explicit formulas for the intertwiners between unitary principal series representations. In particular, we can obtain a particularly simple formula for the intertwiners between the base of principal series representations. This fact was needed in [75].

Corollary 5.65. For any $\mu \in \mathbf{P}$ and any simple root $\alpha$, the operator

$$
\operatorname{Ph}\left(F_{\alpha}\right)^{2 \mu_{\alpha}}: \Gamma\left(\mathcal{E}_{\mu, 0}\right) \rightarrow \Gamma\left(\mathcal{E}_{s_{\alpha} \mu, 0}\right),
$$

defined by the right regular action, is a unitary intertwiner.
We recall that before Corollary 5.58 we introduced the notation $\operatorname{Ph}\left(F_{\alpha}\right)^{k} \in$ $\mathcal{M}\left(\mathfrak{D}\left(K_{q}\right)\right)$ for the operator phase of $F_{\alpha}^{k}$ if $k \geq 0$ or $E_{\alpha}^{-k}$ if $k<0$.
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