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ABSTRACT

A growing problem in the remote sensing community concerns the estimation of change-points in a time series of Synthetic Aperture Radar (SAR) images. Although the methodologies of change-point estimation have already been investigated in the literature, there are, to the best of our knowledge, no study on the expected performance for the estimation of change-points in a Wishart distributed time series. This is mainly due to the fact that few results exist on change-point estimation performance in the mathematical literature: the classical central limit theorem does not apply and the classical Cramer-Rao Bound does not exist due to the discrete nature of the parameters. To fill this gap, this paper proposes to use a lower-bound on the Mean Square Error (MSE) with fewer regularity conditions. To this end, recent works on hybrid Cramer-Rao/Weiss-Weinstein bound have been adapted to the specific SAR problematic of interest. Since estimation strategies usually rely on a set of parameters which have to be set by the user, we show how the proposed lower bound allows performing an appropriate tuning. Moreover, the proposed bound is computationally efficient which enables an extensive analysis without a high computational cost.

Index Terms— Synthetic Aperture Radar; Wishart distribution; Hybrid Bounds; Cramer-Rao Bound; Weiss-Weinstein Bound; Change-point estimation;

1. INTRODUCTION

In the past years, interest has been shown in the analysis of Synthetic Aperture Radar (SAR) image time series for monitoring the evolution of large areas over time. Change-point detection and estimation in this context is useful for analysing the huge amount of data spanning large areas. Usually, when considering complex multivariate SAR images (such as polarimetric ones), the data is modelled by using a Gaussian distribution. The covariance parameter is then considered as a descriptor in order to assess the changes [1, 2]. Thus, recent works [3, 4] have considered the problem of change-point estimation in a time series of covariance matrices. In an adaptive context, these matrices are estimated through the well known Sample Covariance Matrix (SCM) estimator which is known to be Wishart distributed. This Wishart model has been used in various works pertaining to SAR applications such as change detection [1, 5], speckle reduction [6] or classification [7, 8].

The estimation of covariance matrices is done for a pixel using the surrounding spatial neighbourhood. The number of samples N used, referred as the number of looks, requires to be set by the user as a trade-off between the resolution obtained and performances of estimation. Moreover, this estimation step must be done by taking into account the dimension of the dataset p. Indeed, techniques exploiting time-frequency analysis [9] allow controlling the size of each pixel. Subsequently, the number of looks as well as the size of the vectors determine the performances of any given method of estimation and have to be chosen adequately.

In this paper, we consider this problem by using the Mean Square Error (MSE) of the estimated change-points as a measure of performance and propose a lower bound on its expected value. The only available theoretical results on change-point estimation concern specific problems such as monovariate Gaussian time series with an asymptotic assumption of a large number of data before and after the change [10, 11]. In order to overcome this difficulty, the signal processing community generally focusses on MSE analysis with Monte Carlo simulations, which are computationally expensive, or the Cramer-Rao Bound (CRB). However, in the context of change-point estimation, a part of the unknown parameter vector lies on a discrete space violating the regularity condition of the CRB. Fortunately, other lower bounds with weaker regularity conditions exist. Thus, we consider a hybrid lower bound between the CRB and the Weiss-Weinstein Bound (WWB) [12] to obtain a good trade-off between tightness and regularity conditions as suggested in [13].

2. RELATION TO PRIOR WORKS

Lower-bound for change-point estimation has been firstly considered in [14, 15] where only the Barankin Bound (BB) was considered. Then, the extension to a tighter Bayesian bound (i.e. the WWB) has been proposed in [16] where a general semi-closed-form expression focussing on change-points without specifying the distribution of the data, is given. This work has been extended by including the possibility of unknown additional parameters in [13]. Our aim is to adapt this semi-closed-form expression to the specific aforementioned SAR problem. To this end, we have to deal with the Wishart distribution which, to the best of our knowledge, was not included in any previous works.

This adaptation leads to a time-efficient lower-bound on the expected performances of any estimator of change-points in the context of SAR applications. The usefulness of this bound for the tuning of the parameters is then considered from a practical standpoint.

The work was partially supported by PHOENIX ANR-15-CE23-0012 grant of the French National Agency of Research.
3. DATA MODEL

We consider a time series of \( T \) independent, Wishart-distributed matrices \( \{ X_t \in \mathbb{S}_p^+ | t \in [1, T] \} \), where \( \mathbb{S}_p^+ \) is the set of positive definite Hermitian matrices, subjected to a single change-point \( t_C \). This scenario corresponds to a case where the user has the knowledge that there is an abrupt change and wants to know its precise localisation. This kind of problem can arise, for example, when looking for the time at which some flood has occurred or a region where a forest has been cut. The case of multiple change-points could also be considered, but requires more complex derivations that will be left for further investigation. The studied scenario is then written as follows:

\[
\begin{align*}
X_t & \sim \mathcal{CW}(p, N, \Sigma_0) \quad \text{for } t = 1, \ldots, t_C \\
X_t & \sim \mathcal{CW}(p, N, \Sigma_1) \quad \text{for } t = t_C + 1, \ldots, T,
\end{align*}
\]  

where \( \mathcal{CW} \) is the central complex Wishart distribution with Probability Distribution Function (PDF):

\[
f_{X_t, \Sigma}(X_t; \Sigma) = \frac{|X_t|^{N-p}}{\Gamma_p(N)|\Sigma|^{N/2}} \exp \left( -\text{tr}(\Sigma^{-1}X_t) \right),
\]

where, \( \Gamma_p(N) = \pi^{p(p-1)/2} \prod_{j=1}^{p} \Gamma(N-j+1) \) is the Gamma function and \( \text{etr}(\cdot) \) is the exponential trace function.

In order to deal with complex parameters, we define the mapping from complex to real-case as a function \( \gamma : \mathbb{C}^m \to \mathbb{R}^{2m} \), whose definition is: \( [z]_{\gamma} = [\Re(z)^T, \Im(z)^T]^T \).

We also define:

\[
\begin{align*}
x & = \left[ \text{vech}(X_1)^T, \ldots, \text{vech}(X_T)^T \right]^T \in \mathbb{R}^{2p^2}, \\
\sigma & = \left[ \text{vech}(\Sigma_0)^T, \text{vech}(\Sigma_1)^T \right]^T \in \mathbb{R}^{2p^2},
\end{align*}
\]

where \( \text{vech}(\bullet) \) is the vectorisation operator with the upper triangular portion excluded.

The problem considered in this work is about the estimation of the unknown parameter \( \theta = [\theta^T, t_C]^T \), compromised of the covariance parameters as well as the change-point. We define \( M = 2p^2 + 1 \), the number of unknown parameters.

Note that, in this paper, the change-point \( t_C \) is assumed to be random and the covariance matrices are assumed to be deterministic. This is due to the fact that the tightest lower bound (with good regularity conditions) is the deterministic BB which has already been shown to exhibit too optimistic results in the context of change-point estimation [14, 15] contrary to the WWB. Concerning the covariance matrices, it is well known that the CRB is an efficient approximation [17]. This is why we consider such a hybrid bound which allows us to manage a trade-off between tightness and regularity conditions.

Finally, the distribution of the observations in this model denoted \( f_{X_t, \Sigma}(X_t; \Sigma; \sigma) \) is \( f_{X_t, \Sigma}(X_t; \Sigma_0) \prod_{t=t_C+1}^{T} f_{X_t, \Sigma_1}(X_t; \Sigma_1) \).

\[
f_{X_t, \Sigma}(X_t; \Sigma; \sigma) = f_{X_t, \Sigma}(X_t; \Sigma_0) \prod_{t=t_C+1}^{T} f_{X_t, \Sigma_1}(X_t; \Sigma_1).
\]

4. STATEMENT OF THE RESULT

The aim is to obtain a lower bound on the performances of any estimator \( \hat{\theta} \) of \( \theta \in \Theta = \mathbb{R}^{2p^2} \times \mathbb{N} \) using the hybrid CR/WWB. Note that, this does not consist only in the concatenation of the CRB of the unknown covariances \( \sigma \) and the WWB of the unknown change-point \( t_C \) but in obtaining a matrix that considers also the coupling between the parameters. To this end, we consider the global MSE defined as follows:

\[
\text{MSE}(\hat{\theta}) = \mathbb{E}_{X,t_C,\Sigma} \left\{ (\hat{\theta}(\mathbf{x}) - \theta)(\hat{\theta}(\mathbf{x}) - \theta)^T \right\}.
\]

in which, \( \mathbb{E}_{X,t_C,\Sigma} \) denotes the expectation w.r.t the distribution \( f_{X,t_C,\Sigma}(x, t_C; \sigma) \).

4.1. Covariance inequality

It has recently been shown in the literature [18] that eq. (4) can be bounded using the covariance inequality. In the context of our problem, we have the following proposition:

**Proposition 4.1. Covariance Inequality**

Let \( \{ \Psi_k(x, \theta) | k \in \{1, M\} \} \) be real-valued function set defined on \( \mathbb{R}^{2p^2} \times \Theta \) such that the following integral exists and satisfies for almost every \((a.e.) x \in \mathbb{R}^{2p^2}, \forall k \in \{1, M\}\):

\[
\int_{\Theta} \Psi_k(x, \theta) f(x, \theta) d\theta = 0.
\]

Then, using the definition of MSE at eq. (4), the following inequality holds:

\[
\text{MSE}(\hat{\theta}) \geq \mathbf{V}^{-1} \mathbf{V}^T.
\]

where \( \mathbf{A} \succeq \mathbf{B} \) means that \( \mathbf{A} - \mathbf{B} \) is positive semi-definite, \( \mathbf{V} \) is a \( M \times M \) matrix whose elements are given by

\[
(V)_{k,l} = \mathbb{E}_{X,t_C,\Sigma} \left\{ (\hat{\theta}(\mathbf{x}))_k (\hat{\theta}(\mathbf{x}))_l \right\},
\]

(\( \bullet \) \( k,l \)) is the \( k \)-th line and \( l \)-th column of a matrix, and \( \mathbf{P} \) is a \( M \times M \) matrix whose elements are given by

\[
(P)_{k,l} = \mathbb{E}_{X,t_C,\Sigma} \left\{ \Psi_k(x, \theta) \Psi_l(x, \theta) \right\}.
\]

To obtain a hybrid CR/WWB, \( \Psi_k \) are chosen as follows:

\[
\Psi_k(x, \theta) = \begin{cases} 
\Psi_k^{\text{CRB}}(x, \theta) & \text{for } k = 1, \ldots, M - 1 \\
\Psi_k^{\text{WWB}}(x, \theta) & \text{for } k = M
\end{cases}
\]

where

\[
\Psi_k^{\text{CRB}}(x, \theta) = \begin{cases} 
\frac{\partial \ln f_{X,t_C,\Sigma}(x, t_C; \sigma)}{\partial (\sigma)_k} & \text{if } \theta \in \Theta' \\
0 & \text{if } \theta \notin \Theta'
\end{cases}
\]

and

\[
\Psi_k^{\text{WWB}}(x, \theta) = \begin{cases} 
\frac{f_{X,t_C,\Sigma}(x, t_C + h; \sigma)}{f_{X,t_C,\Sigma}(x, t_C; \sigma)} - \frac{f_{X,t_C,\Sigma}(x, t_C - h; \sigma)}{f_{X,t_C,\Sigma}(x, t_C; \sigma)} & \text{if } \theta \in \Theta' \\
0 & \text{if } \theta \notin \Theta'
\end{cases}
\]

for \( s \in [0, 1], h \) is such that \( t_C + h \in [1, T - 1] \), and \( \Theta' = \{ \theta \in \Theta | f(x, \theta) > 0 \ a.e. x \in \mathbb{R}^{2p^2} \} \).

Note that, any value for the terms \( h \) and \( s \) will lead to a lower bound on the MSE. However, they must be chosen cautiously in order to obtain the tightest bound. To obtain the tightest bound on the change-point, we have to compute:

\[
\text{HCRWWB} = \sup_{h,s} \mathbf{V}^{-1} \mathbf{V}^T.
\]
4.2. Hybrid bound for the change-point model

In the context of change-point estimation, the right-hand side of the inequality at eq. (5) can be obtained by using the semi closed-form expression provided in [13]:

\[
V = \begin{bmatrix}
-I_{2p} & 0_{2p^2} \\
0_{1,2p^2} & v_{22}
\end{bmatrix}
\quad\text{and}\quad
P = \begin{bmatrix}
P_{11} & P_{12} \\
P_{12}^T & P_{22}
\end{bmatrix},
\]

(12)

where the block-matrices are defined as follows:

- \( P_{11} = T/2 \text{diag}(F(\Sigma_0), F(\Sigma_1)) \), where \( F(\Sigma_0) \) (resp. \( F(\Sigma_1) \)) is the Fisher information matrix with regards to \( \Sigma_0 \) (resp. \( \Sigma_1 \)).

- \( P_{22} = u(h) \left( \rho^{(h)}(\epsilon_h(2s)) + \rho^{(h)}(\epsilon_h(2s - 1)) \right) - 2u(2h)\rho^{(h)}(\epsilon_h(s)) \), where

\[
\epsilon_h(s) = \begin{cases} 
T - 1 - |h| / (T - 1) & \text{if } |h| < T - 1 \\
0 & \text{otherwise}
\end{cases}
\]

- \( \rho(s) = \int_{\mathbb{R}^p} f_{X_i, \Sigma_0}(X_i; \Sigma_0) f_{X_i, \Sigma_1}(X_i; \Sigma_1) \, dX_i. \)

(13)

- \( P_{12} = \begin{bmatrix} p^T \circ q^T \end{bmatrix}^T \), where the elements of vectors \( p \) and \( q \) are given by:

\[
(p)_\ell = -hu(h)\rho^{(h|-1}(\epsilon_h(s)) \phi_{\sigma, \ell}(\epsilon_h(s)) ,
\]

\[
(q)_\ell = hu(h)\rho^{(h|-1}(\epsilon_h(s)) \phi_{\sigma, \ell}(\epsilon_h(s)) ,
\]

and given \( j \in \{0, 1\}, \ell \in [1, p^2], s \in [0, 1]:

\[
\phi_{\sigma,j, \ell}(s) = \int_{\mathbb{R}^p} \frac{\partial \ln f_{X_i, \Sigma_j}(X_i; \Sigma)}{\partial \ln \left( \text{vec} \left( \Sigma_j \right) \right)} \bigg|_{\Sigma = \Sigma_j} \times f_{X_i, \Sigma_0}(X_i; \Sigma_0) f_{X_i, \Sigma_1}(X_i; \Sigma_1) \, dX_i.
\]

(14)

where \( D_p \) is the duplication matrix defined for any matrix \( X \in \mathbb{C}^{p \times p} \), by

\[
D_p \text{vec}(X) = \text{vec}(X),
\]

and \( f_{CR} : \mathbb{S}^p_{++} \rightarrow \mathbb{S}^p_{++} \), where \( \mathbb{S}^p_{++} \) is the set of real symmetric matrices, is defined as

\[
f_{CR}(\Sigma) = \frac{1}{2} \left( \text{Re}(\Sigma) - \text{Im}(\Sigma) \right).
\]

Proof. The result comes by noticing that the score function w.r.t. the covariance matrix of a Wishart distribution is the same as the score function of a Gaussian distribution, and by an appropriate change of variable \( (X_i = \sum_{j=1}^{N} Z_i \Sigma_j) \) where \( \{Z_i\}_{i=1,...,N} \sim \mathcal{CN}(0, \Sigma) \), and \( \mathcal{CN} \) is the complex Normal distribution. The mapping \( f_{CR} \) allows obtaining its form in the real parametrisation used in this paper. □

Proposition 4.4. The different terms of \( \phi_{\sigma,j, \ell}(s) \) for \( j \in \{0, 1\} \) and \( \ell \in [1, p^2] \) are given by \( \phi_{\sigma,j, \ell}(s) = \left( \text{vec} \left( \Phi_j(s) \right) \right)_{[CR]} \), where \( \Phi_j(s) \) is a \( p \times p \) matrix given by:

\[
\Phi_j(s) = N \rho(s) \Sigma_j^{-1} (s \Sigma_0^{-1} + (1 - s) \Sigma_1^{-1})^{-1} \Sigma_j^{-1}.
\]

(17)

Proof. See Appendix. □

5. Simulations

In order to validate the bound derived in this paper, Wishart time series subjected to a change-point as described in eq. (1) have been generated. \( tc \) is generated using a uniform random prior and the covariance matrices have been chosen as Toeplitz matrices of the form: \( (\Sigma_{k=0,1})_{i,j} = \alpha_{k} \delta_{i-j} \).

Two estimators of the change-point have been considered:

- The Maximum A Posteriori (MAP) estimator which has the knowledge of the covariance matrices before and after the change:

\[
\hat{t}_C = \arg \max_{t_C \in [1, T-1]} f_{x | t_C}(x, t_C).
\]

(18)

- The following hybrid estimator, derived from the Maximum A Posteriori/Maximum Likelihood [20], which estimates the covariance matrices before and after the change as well as the change point:

\[
\hat{t}_C = \arg \max_{t_C \in [1, T-1]} f_{x | t_C, \sigma}(x, t_C; \sigma),
\]

(19)

where \( \sigma = \left[ \text{vec}(\Sigma_0)_{[CR]}^T, \text{vec}(\Sigma_1)_{[CR]}^T \right]^T \) with:

\[
\Sigma_0 = \frac{1}{t_C} \sum_{t=1}^{t_C} X_t \quad \text{and} \quad \Sigma_1 = \frac{1}{(T - t_C)N} \sum_{t=t_C+1}^{T} X_t.
\]

First, let us consider Figure 1: the MSE of the estimated change-point for both estimators as well as the proposed bound has been plotted for several values of \( N \). We first observe that the MAP performs better than the hybrid estimator, that is expected since it assumes the knowledge of the covariance matrices. The derived bound behaves similarly to the hybrid estimator: the drop in the error for high \( N \) is well described by the bound. Although the gap between
the bound and the hybrid estimator is rather high at low \( N \), it decreases significantly for higher values. Since our aim is to design algorithms having good estimation performance, the region of interest is the one where the performance of the hybrid estimator is lower than those for 1 sample. In this region, the bound accurately describes the expected performance and can thus be used as an approximation.

![Graph](image)

**Fig. 1.** MSE on the change-point for \( p = 3 \), \( T = 50 \), \( \alpha_0 = 0.1 \), \( \alpha_1 = 0.3 \). The estimators curves have been computed with \( 10^6 \) Monte Carlo trials.

The benefit of the bound is well described by Table 1 where the time-consumption\(^1\) needed to compute the points of Figure 1 are given. Since the bounds need at least a thousand times less computational cost, it is preferable in a design context where many values for the parameters have to be tested.

<table>
<thead>
<tr>
<th>( N )</th>
<th>HCRWWB</th>
<th>MAP</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.17</td>
<td>305</td>
<td>310</td>
</tr>
<tr>
<td>10(^2)</td>
<td>0.17</td>
<td>510</td>
<td>568</td>
</tr>
<tr>
<td>10(^3)</td>
<td>0.17</td>
<td>1462</td>
<td>1476</td>
</tr>
</tbody>
</table>

\(^1\)The simulations were done on two Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz processors.

In order to illustrate the usability of the bound in a design context, the bound has been computed for an extensive set of parameters \((p, N)\) in Figure 2. Since for \( p < N \), the empirical covariance matrices cannot be inverted, the bound is not usable that explains the lack of performance in this region. We can observe the drop in the error for any value of \( p \) at some point when increasing \( N \). The dashed line which corresponds to the region at which the bound is accurate enough, allows to limit a region where, for a given situation with fixed \( p \), an appropriate value for \( N \) can be chosen to guarantee good estimation performance.

**6. CONCLUSION**

We have considered the derivation of a lower bound on the MSE of a change-point in the context of a SAR image time series. Simulations have shown a good behaviour for the proposed bound and a much lower computational cost with regards to a Monte-Carlo simulation.

Then a practical application of tuning has illustrated the usability of the bound for extensive analysis in a design context.

**A. PROOF OF PROPOSITION 4.4.**

Considering the complex nature of the matrices, we use the Wirtinger derivative [21] in our derivations. The result is then obtained using the complex to real mapping. Then we remark that since the derivative in eq. (14) does not involve the variable of integration and the fact that the right-hand side of the integral is made of scalar terms, it is possible to compute the following expression:

\[
\Phi_j(s) = \frac{\partial \ln f_{X_i,S}(X_i; \Sigma)}{\partial \Sigma} \bigg|_{\Sigma = \Sigma_{j}} \times f_{X_i,S}(X_i; \Sigma_{j}) f_{X_i;S_i}(X_i; \Sigma_{i}) dX_i.
\]

and we obtain our result by taking \( \phi_{s,j}(\epsilon)(s) = ([\text{vech}(\Phi_j(s))]_{\mathbb{R}^6}). \)

The Wirtinger derivative leads us to:

\[
\frac{\partial \ln f_{X_i,S}(X_i; \Sigma')}{\partial \Sigma'} = -N\Sigma'^{-1} - (\Sigma' - X_i, \Sigma'^{-1})^H.
\]

Thus,

\[
\Phi_j(s) = -N\Sigma_j^{-1} \rho(s) + \Sigma_j^{-1} \left( \int_{\mathbb{S}_{\mathbb{R}}} X_i \Gamma_p(N) |X_i|^{N-p} |X_i| \Gamma_p(N) |s\Sigma_0^{-1} + (1-s)\Sigma_i^{-1}|^{-1} \right)^N \times \\
\times \text{etr} \left( -s\Sigma_0^{-1} + (1-s)\Sigma_i^{-1} \right) X_i dX_i \Sigma_j^{-1},
\]

\[
= -N\Sigma_j^{-1} \rho(s) + \Sigma_j^{-1} \rho(s) \times \\
\times \left( \int_{\mathbb{S}_{\mathbb{R}}} X_i \Gamma_p(N) |s\Sigma_0^{-1} + (1-s)\Sigma_i^{-1}|^{-1} \right)^N \times \\
\times \text{etr} \left( -s\Sigma_0^{-1} + (1-s)\Sigma_i^{-1} \right) X_i dX_i \Sigma_j^{-1},
\]

\[
= -N\Sigma_j^{-1} \rho(s) + \Sigma_j^{-1} \rho(s) E_{X,A} (X_i) \Sigma_j^{-1},
\]

where \( A = (s\Sigma_0^{-1} + (1-s)\Sigma_i^{-1})^{-1} \). Finally using the expectation of a Wishart distribution, we obtain the result.

**Fig. 2.** Evolution of \( \log_{10} \sqrt{(HCRWWB)_{M,M}} \) for several parameters \( p \) and \( N, T = 100, \alpha_0 = 0.1 \) and \( \alpha_1 = 0.3 \). The dashed line corresponds to the region where \( \sqrt{(HCRWWB)_{M,M}} = 10^{-2} \).
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